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Series Preface

The APA Handbook of Testing and Assessment in Psychology is the ninth publication to be 
released in the American Psychological Association’s APA Handbooks in Psychology™ series, 
instituted in 2010. The series primarily comprises multiple two- and three-volume sets 
focused on core subfields. Additionally, some single-volume handbooks on highly focused 
content areas within core subfields will be released in coming years.

The eight previously released sets are as follows:

■■ APA Handbook of Industrial and Organizational Psychology—three volumes; Sheldon 
Zedeck, Editor-in-Chief

■■ APA Handbook of Ethics in Psychology—two volumes; Samuel J. Knapp, Editor-in-Chief
■■ APA Educational Psychology Handbook—three volumes; Karen R. Harris, Steve Graham, 

and Tim Urdan, Editors-in-Chief
■■ APA Handbook of Research Methods in Psychology—three volumes; Harris Cooper, 

Editor-in-Chief
■■ APA Addiction Syndrome Handbook—two volumes; Howard J. Shaffer, Editor-in-Chief
■■ APA Handbook of Counseling Psychology—two volumes; Nadya A. Fouad, Editor-in-Chief
■■ APA Handbook of Behavior Analysis—two volumes; Gregory J. Madden, Editor-in-Chief
■■ APA Handbook of Psychology, Religion, and Spirituality—two volumes; Kenneth I. Parga-

ment, Editor-in-Chief

Each set is primarily formulated to address the reference interests and needs of research-
ers, clinicians, and practitioners in psychology and allied behavioral fields. Each also targets 
graduate students in psychology who require well-organized, detailed supplementary texts, 
not only for “filling in” their own specialty areas but also for gaining sound familiarity with 
other established specialties and emerging trends across the breadth of psychology. More-
over, many of the sets will bear strong interest for professionals in pertinent complementary 
fields (i.e., depending on content area), be they corporate executives and human resources 
personnel; doctors, psychiatrists, and other health personnel; teachers and school adminis-
trators; cultural diversity and pastoral counselors; legal professionals; and so forth.

Under the direction of small and select editorial boards consisting of top scholars in the 
field, with chapters authored by both senior and rising researchers and practitioners, each 
reference set is committed to a steady focus on best science and best practice. Coverage con-
verges on what is currently known in the particular subject area (including basic historical 
reviews) and the identification of the most pertinent sources of information in both core and 



Series Preface

xxii

evolving literature. Volumes and chapters alike pinpoint practical issues; probe unresolved 
and controversial topics; and present future theoretical, research, and practice trends. The edi-
tors provide clear guidance to the “dialogue” among chapters, with internal cross-referencing 
that demonstrates a robust integration of topics to lead the user to a clearer understanding of 
the complex interrelationships within each field.

With the imprimatur of the largest scientific and professional organization representing 
psychology in the United States and the largest association of psychologists in the world, and 
with content edited and authored by some of its most respected members, the APA Hand-
books in Psychology series will be the indispensable and authoritative reference resource to 
turn to for researchers, instructors, practitioners, and field leaders alike.

Gary R. VandenBos

APA Publisher
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Introduction

As an undergraduate student, I was fortunate enough to hear a series of distinguished lec-
tures at my college by a then recent past president of the American Psychological Association 
and a highly eminent psychological scientist, George A. Miller. I still remember a few of the 
points that he made in a couple of his lectures. In one, he stated that the two primary contri-
butions of psychology to both science and the world were learning and measurement. Today, 
the concept of learning might be broadened to behavior change on the one hand and cogni-
tion and learning on the other, but his lecture was given in the days of Skinner and operant 
conditioning when the term learning was most appropriate. Nonetheless, that measurement 
was identified as an extraordinary and unique contribution of the field is significant. Psy-
chologists focus on behavior; they sometimes attempt to change behavior, and to do so they 
need to know something about the base level of the behavior and subsequent resultant lev-
els. These determinations involve measurement. That measurement has been seen as one of 
the most significant contributions of psychology lays the foundation for this handbook; 
indeed, measurement is one of the most critical cornerstones of the discipline. It cuts across 
all aspects of the reach of psychology.

E. L. Thorndike is often quoted as having stated, “Everything that exists, exists in some 
quantity and can therefore be measured.”1 That psychologists can measure many different 
behaviors in many different contexts is clear. If nothing else, these three volumes are proof 
of this point. That psychologists and other associated professionals have developed numer-
ous quantitative approaches, often unbelievably complex and elaborate, to assigning num-
bers to the nature and amount of different behaviors, perceptions, thoughts, and feelings is 
also clear. It is unfortunate that those focusing on the psychological side of the measurement 
enterprise and those on the quantitative side often communicate so poorly with each other. 
My fantasy is that this handbook will increase communication among all of the participants 
in the testing and assessment process. At the professional level, this assembly includes psy-
chometricians, both basic and applied psychologists, and researchers as well as test develop-
ers; test users; test administrators; and even, in some instances, test takers.

With such a formidable charge, perhaps the most daunting task during the initial stages 
of editing this handbook was organizing the volumes. I considered, for example, limiting the 
handbook to the work of psychometricians and keeping the volumes theoretical. I rejected 

1What he actually said was, “Whatever exists at all exists in some amount. To know it thoroughly involves knowing its quantity 
as well as its quality” (Thorndike, 1918, p. 16). He was then misquoted by McCall (1939) as stating, “Whatever exists at all, 
exists in some amount.” McCall went on to add, “Anything that exists in amount can be measured” (p. 15).
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this approach because I happen to believe that the greatest value of testing is not the theoret-
ical and scientific advances per se but the integration of testing and assessment into the field 
of psychology in all its varied manifestations.

A HISTORICAL INTRODUCTION

Not all who have considered measurement have seen it as entirely integrated into the field of 
psychology. Lee J. Cronbach’s (1957) presidential address to the American Psychological Asso-
ciation literally characterized the science side of psychology as being divided into two subdisci-
plines, which he identified as experimental psychology and correlational psychology. 
Experimental psychology, of course, was regarded as so well known to the audience that Cron-
bach did not need to define or describe it. He believed, however, that he did need to describe 
correlational psychology, which he characterized as “slower to mature” (p. 671), more a study 
of relationships among variables occurring naturally in the world and an approach to research 
rather than statistical procedures per se. Correlational psychology was portrayed as naturalistic 
in view and in complete opposition to the high degree of control used by experimental psy-
chologists. Correlational psychology had been identified, according to Cronbach, by a variety 
of other names, such as ethnic psychology (essentially cross-cultural psychology), psychometric 
psychology, genetic psychology, comparative psychology,2 and individual psychology.3 Differential 
psychology (e.g., Anastasi, 1958; Minton & Schneider, 1984) is a name that has been used to 
characterize the psychological side of measurement; it subsumes both the various constructs 
that psychologists measure and the names given historically to some of the preceding names, 
such as individual psychology. In this somewhat amorphous grouping of correlational psychol-
ogy, Cronbach included developmental psychology, social psychology, personality psychology, 
and others. The theme of Cronbach’s address was not to describe this historical fissure, how-
ever, but rather to call for the unification of scientific psychology as a type of confederation of 
branches of the field. Most applied psychologists today are correlational psychologists under 
Cronbach’s classification scheme, whether such psychologists would use that term to describe 
themselves or not. The way they measure behaviors that are relatively naturally occurring and 
correlate the results of such measurements with other behaviors is what so identifies them. 
Correlational approaches differ from experimental approaches in that one does not control the 
behavior but rather attempts to keep constant or standardized the methods of gathering it, that 
is, collecting information in the same fashion from all test takers or participants.

Anastasi (1967), in her 1966 presidential address to the American Psychological Associa-
tion’s Division of Measurement and Evaluation, focused on a similar divide but one that was 
somewhat more focused on the testing community that was her audience. She feared that 
psychometricians, those psychologists focused on the mathematics supporting test construc-
tion and analysis, were becoming more distant from the psychological content that they were 
measuring. As she stated, “It is my contention that the isolation of psychometrics from other 
relevant areas of psychology is one of the conditions that have led to the prevalent public 
hostility toward testing” (p. 297). She continued,

All . . . objections to psychological testing arise at least in part from popular mis-
information about current testing practices, about the nature of available tests, 

2Cronbach (1957) noted that the methods used in comparative psychology became more experimental and less naturalistic, and 
this discipline therefore left correlational psychology and merged with experimental psychology.

3Some of these distinctions have taken on other meanings in psychology.
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and about the meaning of test scores. Nevertheless, psychologists themselves are 
to some extent responsible for such misinformation. . . . Psychologists have con-
tributed directly to the misinformation by actively perpetuating certain miscon-
ceptions about tests. (p. 300)

She went on to blame psychometricians for many of these concerns, stating, “Testing today 
is not adequately assimilating relevant developments from the science of behavior,” and  
“Psychometricians appear to shed much of their psychological knowledge as they concentrate 
upon the minutiae of elegant statistical techniques” (p. 300). She observed that the dissocia-
tion between specialists in psychological testing and those in other areas of psychology 
keeps the content of many tests from incorporating the benefits of advances in psychological 
science. If these points were true in 1967 when the article was published, it is probably even 
more accurate today when statistical procedures and associated software have multiplied the 
complexities of analysis multifold. She concluded her article with the hope that psychologi-
cal testing would “be brought into closer contact with other areas of psychology. Increasing 
specialization has led to a concentration upon the techniques of test construction without 
sufficient consideration of the implications of psychological research for the interpretation of 
test scores” (p. 305). To be sure, a goodly number of experts in testing have attempted to 
help psychometricians better understand the behavior that they are measuring (e.g., Carroll, 
1976; Embretson, 1985; Lawrence & Shea, 2008).

A reader may wonder why I began the introduction to what I hope is an incredibly up-to-
date handbook on testing and assessment in psychology with a brief summary of two articles 
that are about 50 years old, important though they may continue to be. The nature of the frac-
tures described in these two articles is what, at least in part, formed the motivation for this 
handbook and justification for its organization; it is hoped that this handbook will show that at 
least some of these fractures have healed well.

ORGANIZATION OF THE HANDBOOK

Although psychological testing has proven invaluable in fostering psychological research on 
characteristics that are difficult to manipulate experimentally, where psychological testing 
has truly shown its value is in its application in a wide variety of manifestations. I spent con-
siderable time over several weeks trying to choose among different ways to subdivide this 
handbook and decided to break the handbook into six primary areas. The first of these 
relates to the psychometric characteristics used to evaluate all measures, to analyze data 
emerging from measurements, and to research the constructs measured by these assess-
ments. After this first section, the next five relate to traditional and historical areas of testing 
and assessment in psychology: industrial and organizational psychology, clinical psychology, 
counseling psychology, school psychology, and educational testing and assessment. This list-
ing encompasses the most traditional applications of psychology. As in many fields, growth 
is often at the margins, and as readers will see, the associate editors and I have worked hard 
to address these emerging areas. Given that the chapters of this handbook are also available 
electronically on an individual basis, I could perhaps have had fewer sleepless nights over 
these decisions.

The first three sections, Test Theory, Types of Testing, and Industrial and Organizational 
Psychology, are found in the first volume. General Issues in Testing and Assessment in Pro-
fessional Psychology, Clinical and Health Psychology, and Counseling Psychology are found 
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in the second volume. Finally, School Psychology, Educational Testing and Assessment, and 
Future Directions are found in the third volume. One could argue certainly for other 
arrangements, such as putting Test Theory, Types of Testing, and Educational Testing and 
Assessment together, but overall this clustering seems to work best. In fact, some studies 
have shown that the differences between clinical and counseling psychology are few or at 
least that they have considerable overlap.

As noted previously, the first section of the handbook covers psychometric aspects of 
testing. These aspects make up the quantitative underpinnings of testing and are applied, in 
various forms, in all applications of testing. Hubley and Zumbo provide a fine introduction 
to this section. After their chapter are chapters covering such traditional topics as reliability, 
validity, item analysis, equating and norming, test development strategies, factor analysis of 
test items and tests, the Standards for Educational and Psychological Testing, and evaluating 
tests themselves. Some newer topics are also included and represent fresher approaches to 
testing; these chapters include generalizability theory, item response theory, test fairness, the 
measurement of change, item banking, and ethical issues in testing. To be sure, many of 
those topics have been around for 50 years, but they rarely have much impact on introduc-
tory testing textbooks, for example. The chapters in the Types of Testing section relate to 
various types of testing; these chapters include material on objective testing and performance 
assessments in education, objective personality assessment, editing items to improve test 
quality, testing language skills, and fairness reviews of test items.

A section on testing and assessment in industrial and organizational psychology shares 
the first volume with the Test Theory and Types of Testing sections. This section has several 
introductory chapters, beginning with John P. Campbell’s fine overview chapter, which out-
lines current and future practices. Other general chapters include those on work (job) analy-
sis techniques, important individual cognitive difference variables, and performance 
appraisal. These chapters are followed by chapters relating to the types of variables used in 
making selection and placement decisions: biographical information, leadership, interviews, 
personality assessments, work samples, situational judgment measures, and holistic assess-
ments. This section concludes with a couple of chapters on aspects of personnel selection in 
the modern world: multinational organizations and legal concerns in the job context. A few 
chapters also detail on-the-job work behaviors: counterproductive work behavior, stereotype 
threat, job satisfaction and other attitudes, and surveying workers.

The second volume provides chapters related to testing and assessment in clinical and 
counseling psychology. The first five chapters address general assessment in many areas of 
professional psychology, indeed, both clinical and counseling psychology. The introductory 
chapters provide an overview of assessment in clinical and counseling psychology, review 
the assessment process, describe methods of educating students in psychological testing 
principles and practice, consider clinical versus mechanical prediction, address communicat-
ing test results to clients, and discuss legal issues in clinical and counseling testing and 
assessment.

The chapters in the Clinical and Health Psychology section might have been organized 
into a few types of content. Several chapters detail the types of assessments that clinicians 
perform: the clinical interview, intellectual assessments, neuropsychological assessments, 
therapeutic outcome measures, and psychology and personality assessments, including per-
formance assessment approaches (often known as projective measures). Several chapters 
describe contexts in which clinical testing takes place: treatment, adult mental health, child 
mental health, forensic, and medical settings, as well as multicultural testing.
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The chapters describing testing and assessment in counseling psychology, as noted ear-
lier, overlap in some contexts with those regarding clinical psychology, although we 
attempted to avoid outright duplication. These chapters could perhaps be rather cleanly 
broken into two groupings, those describing characteristics that are assessed and those 
describing counseling assessment contexts. The former includes chapters on the assess-
ment of interests, career development; needs and values; self-efficacy; ethnic identity and 
acculturation; personality in counseling settings; racial stereotypes, discrimination, and 
racism; therapeutic assessment; gender-related attitudes and role identity; and meaning 
and quality of life. The latter describe the following contexts: rehabilitation counseling, 
occupational health settings, sport and exercise psychology, marriage and family counsel-
ing, custody hearings, and counseling with older adults. It should be clear that some of 
these are traditional to the earliest days of counseling psychology and others represent 
newer contexts.

The third volume includes testing and assessment in school psychology and education. 
Perhaps no career within professional psychology is more historically aligned with testing 
and assessment than school psychology. Of course, many school psychologists perform the 
same assessments as clinical and counseling psychologists, described in the chapters of the 
preceding volume. After the volume’s introductory chapter, the vast majority of the chapters 
relate to specific types of assessments performed by school psychologists, including the 
assessment of preschool functioning; intellectual functioning; intellectual functioning using 
nonverbal measures; individual assessments of academic achievement; curricular assess-
ment; dynamic assessment; behavioral, social, and emotional assessment of children; assess-
ment of language competence; and assessment of adaptive behavior. A chapter comparing 
how assessments are performed in three countries is provided to demonstrate the cross- 
cultural nature of school psychology assessments. Perhaps unfortunately, no section on 
school psychological assessment would be complete without the requisite chapter on legal 
issues, and one such fine chapter is provided, too.

The Educational Testing and Measurement section is perhaps the most complex, and 
a few of the chapters in this section could perhaps have been included in the Test The-
ory and Types of Testing sections in Volume 1. Such overlap simply indicates how the 
various aspects of tests have consistencies regardless of context. This section begins with 
one of the most long-lived areas of educational testing, aptitude, higher education 
admissions, and outcomes assessment in higher education. Other contexts for educa-
tional testing include the K–12 context and licensure and certification testing. Many 
psychologists might be surprised to know that many more achievement tests are given 
each year in the schools than all the other psychological measures combined. A chapter 
is devoted to preparing students for taking tests. Two chapters are allotted to the testing 
of students with special needs and of English language learners; both are areas to which 
educational testing has devoted considerable attention in recent years. Several chapters 
relate to the use of tests in education. One of the hottest topics in educational testing as 
this handbook is being published relates to the evaluation of teachers using test data, 
and a chapter provides an up-to-date review of this literature. Other of these chapters 
relate to testing in educational and other contexts, especially industrial psychology. 
These contexts include setting standards on tests, developing and using multiple forms 
of tests, and reporting test score information in proper and communicative ways. Of 
course, this section would not be complete without a chapter on legal issues in educa-
tional testing.
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A brief final section includes three chapters that look at future issues in testing. The first 
of these addresses the ever-growing practice of adapting tests from one language and culture 
to another. This initiative represents not only big business for the testing industry but also 
the expansion of psychology and psychological testing and assessment around the world. A 
fine chapter on test fairness is included in this section as well; it too is a chapter that could 
have been placed in the Test Theory and Types of Testing sections. Fairness is and needs to 
be so pervasive that I believe it needed to be included here as well as in those sections to 
demonstrate its criticality. John Hattie, currently president of the International Test Com-
mission, and Heidi Leeson close the handbook with an ambitious chapter on the future of 
testing. I wanted that chapter to have an international focus, and I am glad they provided 
just such a perspective.

An internationally famous minister once told me that he was always depressed on Sunday 
afternoons. He would spend a week pouring himself into his sermon, only to see people 
mostly sleeping in church and not paying much mind to his words. One who engages in a 
task such as editing a three-volume handbook faces just such a fear. What I can report is that 
the authors of the chapters in this handbook represent an amazing array of talent. The hand-
book is a virtual hall of fame of living psychologists who have devoted themselves to the 
advancement of the field of psychology. I began this brief introduction with a loose quoting 
from former American Psychological Association President George A. Miller, who saw test-
ing and assessment as one of the primary accomplishments and contributions of the field of 
psychology. Having read all 100 of the following chapters, I can certainly report that Miller 
was both correct and an accurate predictor of future events. Psychology is both a pure and 
an applied science, one that demonstrates its effectiveness and continually improves itself. 
Measurement and assessment play a huge part of that advancement and will do so in the 
future. Let me take this brief opportunity to thank the chapter authors not only for their 
chapters but for their persevering roles in advancing our field in a manner that both would 
make our psychological forefathers (and foremothers) proud and will lead to the betterment 
of humanity. No more, no less.

Finally, in addition to thanking the authors, I must express my very special thanks to the 
associate editors of this handbook. The six individuals who agreed to serve the field in this 
largely selfless manner also contributed to knowledge, to learning, and to the development 
of the field. They taught me; they corrected me; they identified chapter topics; they selected 
the outstanding authors whom I have just finished extolling. Professors all, Steven Reise led 
the efforts in the psychometric realm, Nathan Kuncel focused on the section relating to 
industrial and organizational psychology, Janet Carlson edited the clinical psychology sec-
tion, Jo-Ida Hansen handled the counseling psychology section, Bruce Bracken covered the 
chapters relating to testing and assessment in school psychology, and Michael Rodriguez 
edited the chapters relating to educational testing. All six associate editors were truly part-
ners. They all have my respect and gratitude for the rest of my life.

Finally, the publisher, the American Psychological Association, provided first-rate editors 
who helped me monitor the handbook’s progress, provided motivation and support, and  
also served as partners in this enterprise. I hope that they will accept my thanks for their 
work well done.

Kurt F. Geisinger

Editor-in-Chief
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C h a P t e r  1

PSyChomETrIC ChArACTErISTICS 
of ASSESSmEnT ProCEdurES:  

An ovErvIEw
Anita M. Hubley and Bruno D. Zumbo

This chapter provides an overview of the psycho-
metric characteristics of assessment procedures in 
psychology. Psychometrics is a field of study that 
focuses on the theory and techniques associated pri-
marily with the measurement of constructs as well 
as the development, interpretation, and evaluation 
of tests and measures. A construct may be conceived 
of as a concept or a mental representation of shared 
attributes or characteristics, and it is assumed to 
exist because it gives rise to observable or measur-
able phenomena. Measurement is basically the 
description of attributes or characteristics in terms 
of numbers. In measurement, procedures and rules 
are applied to assign these numbers. It is important 
to remember, however, that the constructs that psy-
chologists create, the tests or scales developed to 
measure those constructs, and the procedures and 
rules used in measurement are not value free; rather, 
each step in the process involves decisions that 
reflect personal, social, and cultural values as to 
what is important, useful, good, beneficial, and 
desirable—or not.

Assessment refers to the entire process of compil-
ing information about a person and using it to make 
inferences about a person’s characteristics or to pre-
dict behavior. An assessment involves combining 
and comparing information from a variety of sources 
such as interviews, records, observation, test results 
and information from other sources including fam-
ily, friends, or professionals. Tests and measures are 
dominant assessment procedures in psychology. A 
test or measure may be thought of as a standardized 
procedure for sampling behavior. It can refer to a 

class test; a set of items or statements to which one 
responds, as with a questionnaire or interview; or a 
measure of reaction time, to give just a few exam-
ples. Whereas some might distinguish between tests 
and measures on the basis of whether there are cor-
rect responses (i.e., as in an educational achievement 
or knowledge test) or not (i.e., as in a personality or 
attitudinal measure), many use the terms inter-
changeably. Note also that whereas psychologists 
may commonly use the terms test and measure, par-
ticular fields or disciplines may prefer other terms 
such as scale, instrument, questionnaire, and tool.

As noted previously, psychometrics focuses on 
the theory and techniques associated with both the 
measurement of constructs and the development, 
interpretation, and evaluation of tests. In hopes of 
obtaining tests and measures that may be described 
as more reliable, valid, sensitive, and generalizable, 
the profession frequently introduces newly devel-
oped or revised psychological tests and a variety of 
techniques for evaluating them. Figure 1.1 provides 
a measurement and assessment framework to help 
readers visualize important psychometric elements 
reviewed in this chapter and addressed in more 
detail throughout the chapters in this section of the 
handbook.

ROLE OF THEORY

Figure 1.1 makes it clear that theory or theories  
play a role in the measurement and assessment 
framework. Multiple theories may come into play in 
this process. Some theories will be specific to the 
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construct and content area of focus (e.g., self- 
concept theory), whereas others will be more  
general (e.g., social learning theory, life span devel-
opmental theory). Also of importance here is the 
role of psychometric theory (e.g., classical test the-
ory, item response theory). The focus in this section 
is on introducing various psychometric theories, but 
it is important to remember that a variety of theories 
influencing different stakeholders in the process 
may play a role across the various elements of our 
framework.

There is not just one psychometric theory or one 
approach to measurement. Indeed, there are at least 
six (interrelated) measurement theories or classes of 
psychometric theory that are commonly referred to 
and may be grouped under observed score or latent 
variable approaches (Zumbo & Rupp, 2004). 
Observed score approaches include classical test 
theory (CTT; see Chapter 4, this volume) and gener-
alizability theory (see Chapter 3, this volume). 
Latent variable approaches include factor-analytic 
theory (see Chapter 5, this volume), item response 

theory (IRT; see Chapter 6, this volume), Rasch the-
ory, and mixture models. For many psychometri-
cians, Rasch theory is a special case of IRT; however, 
as we describe later and in line with advocates of 
Rasch theory, we distinguish the two approaches.

CTT, or “true score” theory, is based on the 
decomposition of observed scores (X) into true (T) 
and error (E) scores: X = T + E. As the first, and 
still one of the most influential, of the measurement 
theories in psychology, CTT has been well described 
in classic textbooks by authors such as Lord and 
Novick (1968) and Allen and Yen (1979/2002). 
Note that the generic CTT statement, X = T + E, is 
axiomatic to other psychometric theories such as 
IRT and Rasch. Generalizability theory emerged in 
the 1970s and may best be viewed as an extension of 
CTT because it is often used to decompose the E in 
X = T + E into different facets or sources (e.g., 
error resulting from items selected, raters used, gen-
der of test administrator or examinee). Note that in 
unpacking the error, E, one implicitly redefines the 
true score, T.

Factor-analytic theory is the oldest of the latent 
variable theories, dating back to its first formal intro-
duction in the early 1900s by Charles Spearman. 
Over the past century, factor-analytic theory has 
changed from being a descriptive psychometric 
approach characterized by a variety of principal  
components–based computational tools to an elabo-
rated statistical modeling strategy that has a variety 
of model estimation methods and fit statistics. The 
move to considering factor-analytic theory within a 
statistical modeling framework and in a likelihood 
theory framework for model estimation and testing 
resulted in great advances from the 1960s to 1990s. 
The statistical formalization of factor-analytic theory 
has resulted in confirmatory modeling strategies and, 
most recently, a blend of confirmatory and explor-
atory approaches, referred to as exploratory structural 
equation modeling (Asparouhov & Muthén, 2009).

IRT emerged in the 1960s but, given the need for 
very large sample sizes in parametric IRT, only 
gained some popularity in psychology beginning in 
the 1990s. IRT focuses on the range of latent ability 
(theta) and the characteristics of items at various 
points along the continuum of this ability. That is, 
for example, whereas CTT produces only a single 

FIGURE 1.1. Measurement and assessment framework.
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estimate of reliability and standard error of measure-
ment for a test, IRT has the advantage of producing 
these estimates across the range of the latent vari-
able measured by a test.

Rasch theory can be mathematically character-
ized as IRT with only one item parameter, item diffi-
culty. That is, one can think of Rasch theory as 
being a special case of three-parameter IRT, wherein 
the item discrimination and lower asymptote (some-
times called the guessing parameter) are fixed para-
meters and hence not estimated for the test at hand. 
One way of characterizing Rasch theory is that it has 
a guessing parameter of zero and an item discrimi-
nation parameter value of 1 for all items. Although 
mathematically correct, this description of Rasch 
theory does not capture the important philosophic 
orientation that comes with Rasch theory. In partic-
ular, Rasch theory often carries with it a belief that 
the model holds precedence over the data so that 
respondents or items are discarded until a Rasch 
model fits the remaining data.

Recent statistical developments have exploited 
the statistical interconnection among CTT, factor-
analytic theory, and IRT under the rubric of latent 
variable modeling (Zumbo & Rupp, 2004). This 
more general form of modeling has resulted in two 
particularly useful advances. The first is that these 
latent variable models have incorporated the gener-
alized linear modeling framework; hence, one can 
now more easily handle binary, ordinal, and other 
such data that are not continuous or multivariate 
normally distributed. Second, this general modeling 
has also incorporated strategies for mixture model 
theory, which allows for a more complex model to 
be fit to the data and allows for subsets of subjects in 
the population to have different parameterizations 
of that same general model. For example, under 
early forms of IRT, all of the respondents were 
treated interchangeably; therefore, all respondents 
had to be sampled from the same population. How-
ever, with mixture models, one can allow for speci-
fied subpopulations of respondents who might find 
an item easier (or more difficult) than others. This 
more flexible generalized mixture latent variable 
modeling allows for more complex models to be fit 
to data that reflect the more complex assessment 
scenarios researchers face on a day-to-day basis.

It is important to recognize that whenever 
researchers choose an approach to modeling data, 
they are implicitly imposing their values on that data 
(Zumbo, 2007; Zumbo & Rupp, 2004). For example, 
IRT modelers value characterizing subpopulation dif-
ferences along the continuum of ability, whereas CTT 
modelers value fitting a model that is more universal. 
Rasch modelers, however, value the model over the 
data and so will remove data that do not fit the model. 
Indeed, proponents of Rasch theory believe that one 
does not even have meaningful measurement if the 
data do not conform to that one specific model.

BRIEF OVERVIEW OF TEST DEVELOPMENT 
STRATEGIES

Many different pieces are relevant to the develop-
ment of scales and measures. In this section, only 
some of them are touched on, and test development 
approaches, types of tests, scaling, response formats, 
scoring, and item analysis are briefly reviewed.

Test Development Approaches
There are four primary approaches to the develop-
ment of scales and measures: rational–theoretical, 
factor analytic, empirical criterion keyed, and pro-
jective (see, e.g., Martin, 1988). The rational– 
theoretical approach, in which the researcher uses 
either theory or an intuitive, commonsense approach 
to developing items for a test, is the most commonly 
used approach. In this case, expert opinion (i.e., of 
the researcher, a group of experts, a theory) forms 
the basis for the development and selection of items.

Probably the second most commonly used 
approach to test development is the factor-analytic 
approach. In this case, items are selected on the basis 
of whether they load on a factor, and a statistical rule 
forms the basis for the development and selection of 
items. Many large personality inventories (e.g., NEO 
Personality Inventory—Revised, Sixteen Personality 
Factor Questionnaire) have been developed using 
this approach. In addition, many tests today are 
developed using some combination of the rational–
theoretical and factor-analytic approaches.

The empirical criterion-keyed approach, in 
which items are selected if they can discriminate  
the group of interest from a control group, is not 
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frequently used today in the development of mea-
sures. Several well-known measures were originally 
developed using empirical criterion-keyed 
approaches (e.g., Minnesota Multiphasic Personality 
Inventory, Strong Interest Blank).

Another approach to test development is the pro-
jective approach, although not many new tests are 
developed using this approach. The basic idea 
behind a projective test is to use ambiguous stimuli 
(e.g., inkblots, pictures) or have individuals create 
their own drawing (e.g., draw a person), and they 
will project their own concerns, fears, attitudes, and 
beliefs onto their interpretation or drawing. Projec-
tive tests are far less commonly used in North Amer-
ica than in other parts of the world (e.g., Europe).

Ozer and Reise (1994) described a powerful 
technique originally developed by Auke Tellegen 
and Niels Waller for test development and construct 
discovery. As Ozer and Reise wrote,

Briefly, one begins with a rough idea of 
a personality construct and writes an 
overinclusive pool of possible items. Data 
are collected, and the analyses are used 
not just to refine the scale’s psychometric 
properties, but also to generate new theo-
ries about the nature of the construct. A 
new set of possible trait indicators is then 
written, more data are collected and ana-
lyzed, and theory is again evaluated. This 
iterative process continues until a satisfac-
tory level of convergence and demarcation 
of the construct has occurred and is mani-
fested in the final set of items. (p. 368)

Types of Tests
Tests can be categorized in numerous ways. They 
may be categorized by field of study within psychol-
ogy, for example, personality tests, intelligence tests, 
neuropsychological tests, interest inventories, 
achievement tests, aptitude tests, and behavioral 
tests. Tests may also be identified by their general 
administration procedures, that is, as individual 
tests that are administered one on one or as group 
tests that are administered to groups of individuals.

Another distinction has been made between tests 
of maximum performance and typical response. 

Tests of maximum performance measure how well 
an individual performs under standard conditions 
when exerting maximal effort and are presumed to 
include measures such as intelligence tests and 
achievement tests. Tests of typical response measure 
an individual’s responses in a situation and are pre-
sumed to include measures such as personality tests 
and attitude scales. Tests may be further grouped 
according to the general type of information gath-
ered. Specifically, tests may be (a) based on self-
report (e.g., personality test, attitude measure, 
opinion poll), (b) based on performance or task 
(e.g., intelligence test, classroom test, eye exam, 
driver’s test), or (c) observational (e.g., observation 
of play behaviors, observation in an interview). 
Combining these approaches, performance- or task-
based tests may be seen as tests of maximum perfor-
mance, whereas self-report and observational tests 
may be seen as typical response tests.

Another way in which tests have been catego-
rized is as norm-referenced tests or criterion- 
referenced tests. These two types of tests differ in 
their purposes, manner in which content is selected, 
and the scoring process that defines how the test 
results must be interpreted. A norm-referenced test 
compares an individual’s performance on a test  
with a predefined population or normative group, 
whereas a criterion-referenced test evaluates  
performance in terms of mastery of a set of well-
defined objectives, skills, or competencies. In norm-
referenced tests, items are generally selected to have 
average difficulty levels and high discrimination 
between low and high scorers on the test. In criterion- 
referenced tests, items are primarily selected on the 
basis of how well they match the learning outcomes 
that are deemed most important. Interpretation of 
test scores are based on percentiles, standard scores, 
and grade-equivalent scores in norm-referenced 
tests and on percentages or nonmastery–mastery 
categories in criterion-referenced tests. In norm- 
referenced tests, the normative value indicates how 
an individual scored relative to the normative group 
but provides relatively little information about the 
person’s knowledge of, performance on, or level of 
the construct per se. Criterion-referenced test out-
comes, however, give detailed information about 
how well a person has performed on each of the 
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objectives, skills, or competencies included in the 
test. A third type of test, ipsative, can be contrasted 
with norm-referenced tests. In ipsative tests, an indi-
vidual’s performance is compared with his or her 
performance either in the same domain or construct 
over time or relative to his or her performance on 
other domains or constructs. The latter case is some-
times referred to as profiling.

Scaling
Earlier, we stated that measurement is the descrip-
tion of attributes or characteristics using numbers 
and the procedures and rules used to assign these 
numbers. These procedures and rules are known as 
scaling. What one is trying to do with different scal-
ing approaches is obtain a strong or faithful corre-
spondence between the numbers and the attribute 
so that the numbers behave the way the attribute 
behaves. Thus, the challenges in scaling are the 
meaning of numbers, the ways in which the proper-
ties of numbers may be used to represent attributes, 
and the problems that arise in this process.

There are unidimensional and multidimensional 
scaling methods. The method used depends on 
whether one is attempting to compare people on one 
attribute or several. The most common unidimen-
sional scaling methods are Thurstone’s (1925) 
equal-appearing interval scaling, Likert’s summative 
scaling (Likert, Roslow, & Murphy, 1993), and 
Guttman’s (1944, 1950) scalogram analysis. Scaling 
methods may be used to scale stimuli, respondents, 
or both stimuli and respondents.

L. L. Thurstone (1925) developed the equal-
appearing interval scaling method (commonly 
referred to as Thurstone scaling) in the context of 
attitude measurement. The idea behind this method 
was that one selects items that not only reflect a 
range of attitudes but also cover that range at 
roughly equal intervals. To do this, judges rate each 
item according to the severity of response (or level 
of attitude) it represented on an 11-point scale, and 
the mean and standard deviation (or median and 
interquartile range) are used to select items at these 
intervals. Respondents are asked to agree or disagree 
with each item; the score for each item is equal to 
the mean (or median) rating assigned to it, and the 
overall score is obtained by averaging the ratings 

over all the items with which the respondent agrees. 
Conducted properly, this expensive and time- 
consuming process is meant to produce scores on  
an interval scale. What is being scaled in Thurstone 
scaling are stimuli (i.e., items).

In 1932, Rensis Likert proposed a simpler tech-
nique called summative scaling (commonly referred 
to as Likert scales) that did not require judges to pro-
vide the ratings for items (see Likert et al., 1993). 
Respondents used symbols to indicate the degree to 
which they agreed or disagreed with statements, and 
these symbols were converted to a scale ranging, for 
example, from 1 to 5. The total score was obtained 
by summing the points assigned for each statement. 
What is being scaled in Likert scaling are respon-
dents. The goal is to combine item responses for 
people in such a way that the obtained numbers (i.e., 
scores) represent reliable and valid individual differ-
ences among people. There has been disagreement 
over whether Likert’s approach really does work as 
well as or better than Thurstone’s more complex 
approach (see Drasgow, Chernyshenko, & Stark, 
2010, and related commentaries).

Louis Guttman (1944, 1950) proposed an 
entirely different approach that he called scalogram 
analysis (commonly referred to as cumulative scaling 
or Guttman scaling). He pointed out that neither 
Thurstone’s nor Likert’s scaling methods were able 
to establish that the set of items on a test were unidi-
mensional. He argued that being able to predict a 
respondent’s entire set of responses to the items 
from the respondent’s total score would demonstrate 
the presence of a unidimensional scale. A hypotheti-
cal, perfect Guttman scale consists of a unidimen-
sional set of items that are ranked in order of 
difficulty from the least extreme position to the most 
extreme. Thus, theoretically, a person scoring a 3 on 
a five-item Guttman scale would agree with Items  
1 to 3 and disagree with Items 4 and 5. This perfect 
relationship is rarely achieved, however, and thus 
some degree of deviation from this is expected (e.g., 
coefficient of reproducibility of .85 or more) before 
one decides that the model does not represent the 
attribute adequately. Many achievement tests may 
use a form of Guttman scaling to order questions on 
the basis of difficulty. Sometimes the examinee will 
be instructed to begin the test with a later item (e.g., 
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Item 5). The assumption is that if the examinee can 
successfully answer items at that level, he or she 
would be able to answer the earlier items. Guttman 
scaling scales both respondents and stimuli and 
works best for constructs that are highly structured 
and hierarchical in nature.

Multidimensional scaling methods are appropri-
ate to use when the attribute or phenomenon of 
interest involves many (sub)attributes or when one is 
investigating the structure of objects in multiple 
dimensions. Multidimensional scaling methods refers 
to a class of statistical techniques that explore simi-
larities and dissimilarities (i.e., proximities) in data. 
These techniques produce a spatial representation of 
these proximities such that the more similar the data, 
the closer those points will be in the multidimen-
sional space. The configuration is used to reveal the 
latent structure of the data. More important, in mul-
tidimensional scaling the distances between points in 
the multidimensional space should accurately reflect 
the proximities in the data. Several different types of 
multidimensional scaling exist (e.g., classical, metric, 
nonmetric; see Borg & Groenen, 2005).

Response Formats
The response formats used with psychological tests 
may be grouped into three categories: continuous, 
ordinal, or dichotomous. Common dichotomous 
response categories include yes–no, true–false, and 
agree–disagree. Continuous and ordinal response 
formats may be further divided into direct estima-
tion and comparative methods.

Direct estimation methods. With direct estima-
tion methods, the respondent provides a direct 
estimation of the magnitude of an attribute or 
characteristic. The most common ordinal response 
formats using direct estimation methods include 
semantic differential format, Likert-type format, 
and face–image format. A semantic differential for-
mat presents bipolar adjectives (e.g., strong–weak) 
as anchors with a number of points in between. 
In a Likert-type format, points along a continuum 
are labeled using either bipolar descriptors (e.g., 
strongly disagree, disagree, neither disagree nor agree, 
agree, strongly agree) or unipolar descriptors (e.g., 
poor, fair, good, very good, excellent). A considerable 

literature is available on the ideal number of points, 
the advantages and disadvantages of even versus odd 
numbers of points, what to label the midpoint on an 
odd-numbered response scale, and the meaning of 
and distance between various labels. Face–image for-
mat uses line drawings, usually of smiley faces (e.g., 
indicating a range of pain or satisfaction), without 
written descriptors or alongside either unipolar (e.g., 
no pain to worst pain) or bipolar (very dissatisfied to 
very satisfied) response descriptors. Face scales may 
be particularly useful when working with children, 
groups with cognitive challenges (e.g., patients with 
dementia, adults with intellectual impairments), or 
individuals with literacy difficulties.

The best known continuous response format using 
direct estimation is the visual analogue scale (origi-
nally called the graphic rating method; Hayes & Patter-
son, 1921), in which the respondent marks his or her 
response along a horizontal or a vertical 10-centime-
ter line with anchored endpoints. Typically, the score 
is the number of millimeters, ranging from 0 to 100.

Comparative methods. With direct comparative 
methods, the respondent is asked to compare the 
magnitude of an attribute or characteristic with 
something else. For example, individuals may be 
asked to rate their current quality of life relative 
to (a) other people, (b) their quality of life in the 
past, or (c) their ideal quality of life. A Likert-type 
response scale is most commonly used with com-
parative methods (e.g., ranging from much worse 
than others to neither worse nor better than others to 
much better than others). With indirect comparative 
methods, respondents are typically asked to rate the 
magnitude of an attribute or characteristic for them-
selves and for someone else. For example, individu-
als may be asked to rate, separately, their current 
quality of life and the average person’s quality of life. 
The two different scores are then compared.

Scoring
Most item responses to scales and measures may be 
scored to produce continuous, ordinal, or dichoto-
mous scores. Continuous scores consist of an infi-
nite or very large number of points. Items measuring 
height and temperature usually produce scores that 
are treated as continuous. Some researchers will 
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treat a fairly large number of response points (e.g., 
10-point Likert-type format) as practically continu-
ous scores, whereas others will treat them as ordinal 
scores. Ordinal scores (also known as graded 
response or ordered polytomous scores) typically 
involve three to 10 possible values (e.g., from a 
5-point response format). Dichotomous or binary 
scores consist of only two values (e.g., 0 or 1) and 
may be obtained from responses that are (a) rated 
and scored dichotomously using a scoring key (e.g., 
true–false, agree–disagree, yes–no) or (b) rated 
using more than two response options but scored 
dichotomously as correct or incorrect (e.g., as in a 
multiple-choice item) or present or not present 
(e.g., as in a screening or diagnostic test item).

Reverse scoring. Use of a mix of positively and 
negatively worded items on a scale or measure 
has historically been encouraged to identify when 
respondents are displaying acquiescence (i.e., the ten-
dency for respondents to generally agree with items) 
or are not paying attention to the content of the 
individual items. Before aggregating items to obtain a 
composite score, one set of items (either the positive 
or the negative ones, as appropriate to the particular 
measure) must first be reverse scored. When reverse 
scoring an item, the values on the scale are reversed 
(e.g., on a 5-point scale, 5 = 1, 4 = 2, 3 = 3, 2 = 
4, and 1 = 5 for the reverse-scored items). Despite 
the original reasons for including a mix of positively 
and negatively worded items on a scale, more recent 
research has demonstrated problems with some 
respondents’ understanding of negatively worded 
items, response distributions, factor structure, and 
reliability estimates (see, e.g., Barnette, 2000).

Scale or total scores. When psychological scales 
or measures consist of multiple items, these items 
are scored and aggregated in some way to obtain a 
composite scale or total score. This composite score 
may be the sum or the average of the item scores. 
Typically, this composite score will be treated as a 
continuous score (e.g., ranging from 0 to 63), but 
depending on the range of the composite score, 
it could be ordinal (e.g., ranging from 1 to 7) or 
dichotomous. Note that the properties of the scores 
that will be used in any analysis (not the response 
format) is what is important here.

Item weighting. Most psychological scales use 
summed composite scores in which equal weight or 
value is assigned to each item. It has been argued, 
however, that some items may be more important to 
the construct or to the respondent than other items 
and thus should be assigned more weight in calcu-
lating the composite or total score.

There are two types of weighting. External or 
objective weights are determined in advance on a the-
oretical or statistical basis and applied equally to all 
respondents before calculating composite scores. 
Internal or subjective weights reflect each individual 
respondent’s evaluation of which domains or items 
have greater importance; in this case, each respon-
dent’s composite score is based on his or her own 
unique set of weights. Although different weighting 
schemes have been proposed, the most commonly 
used approach is to use multiplicative scores in 
which item importance ratings and item scores are 
multiplied to obtain weighted scores, which are then 
summed. Despite the intuitive appeal of weighted 
scores, the empirical evidence does not suggest that 
they provide any improvement over unweighted 
scores (see, e.g., Russell & Hubley, 2005).

Item Analysis
Item analysis can be used both in the test develop-
ment process to aid in item revision and later to help 
understand why a test shows specific levels of reli-
ability and validity. Different item analysis indica-
tors are used in CTT and IRT.

Classical test theory. Some common CTT item 
analysis indicators include alpha-if-item deleted, 
item–total correlations and corrected item–total 
correlations, interitem correlations, item difficulty 
index, and item discrimination index. Alpha-if-item-
deleted values indicate the Cronbach’s alpha for the 
scale if an item is discarded. This information is 
provided for each item of a scale. A notably higher 
alpha-if-item-deleted than the overall Cronbach’s 
alpha suggests that the item should be dropped or 
revised because the scale appears to function better 
without that item. Item–total correlations consist 
of the correlation between the score on a single 
item and the composite or total score on the scale, 
whereas corrected item–total correlations consist of 
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the correlation between the score on a single item 
and a composite score that does not include that sin-
gle item. These values are used to identify problem 
items that show negative or near-zero correlations 
with the composite score. The interitem correlation 
matrix is used to help understand low (corrected) 
item–total correlations. Patterns, such as an item 
(a) not being correlated with many (or even any) of 
the other items on the test and (b) showing positive 
correlations with some items but negative or zero 
correlations with other items, suggest one is tapping 
either some other aspect of the construct that is not 
well represented by the items in the test or another 
construct altogether. The item difficulty index is the 
proportion of respondents who answer an item cor-
rectly. The item discrimination index is a measure 
of the effectiveness of an item in discriminating 
between high and low scorers on a test. Generally, 
the item discrimination index is maximized when 
the item difficulty index is close to .5.

Item response theory. In IRT, common item analy-
sis indicators include difficulty (the b parameter), 
discrimination (the a parameter), guessing (the c 
parameter), conditional reliability, and conditional 
standard error of measurement. Unlike CTT, which 
considers item difficulty and discrimination in rela-
tion to the sample of respondents, IRT examines 
difficulty and discrimination across the range of the 
latent variable. The item characteristic curve is the 
regression of the probability of endorsing the item 
(or, in achievement tests, the probability of get-
ting the item correct) onto the latent variable score, 
which is commonly denoted as theta.

Describing the item parameters in more detail, 
the higher the b parameter is, the more difficult the 
item. One can look at the difficulty of an item across 
the latent ability range, or one can compare difficulty 
across items at different points in the latent ability 
range. As previously noted, in a one-parameter IRT 
model, only the b parameter varies (one variant of 
the one-parameter model is called the Rasch model). 
Discrimination is identified by the slope of the  
item characteristic curve at its steepest point. The 
steeper the curve and the larger parameter a is, the 
more discriminating the item. As the a parameter 
decreases, the curve gets flatter until there is  

virtually no change in probability across the latent 
ability continuum. Items with very low a values are 
not able to distinguish well among people with vary-
ing levels of latent ability. The two-parameter IRT 
model allows both a and b parameters to vary in 
describing the items. Guessing is indicated by the c 
parameter or lower asymptote—it is the probability 
of selecting the correct answer at the lowest level of 
ability. The higher the c parameter is, the greater the 
probability of guessing or selecting the correct 
answer, even though the latent ability is low. The  
c parameter is often used to model guessing on 
multiple-choice items. The three-parameter IRT model 
allows the a, b, and c parameters to vary to describe 
the items. Finally, whereas CTT provides a single reli-
ability estimate and standard error of measurement for 
a scale or measure, IRT uses a graph showing the item 
information function to display these values (called 
conditional reliability and conditional standard error of 
measurement) for all points across the latent ability 
range (see Chapter 6, this volume).

Role of Content Validation, Factor 
Analysis, and Reliability
Content validation, factor analysis, and reliability 
estimates are often used in the test development 
process. However, because each of these also pro-
vides critical validity evidence, they are described in 
detail in the next section. Sireci and Sukin (Chapter 
4, this volume) also provide an overview of some 
commonly used validation methods. It is worth not-
ing that formulas exist for (a) determining how 
many more items are needed or how many times 
longer a test with a given reliability must be to attain 
a desired (usually higher) reliability and (b) estimat-
ing what the reliability might be if one added more 
items; this information can be of great assistance in 
revising measures.

TEST VALIDATION AND EXPLANATION

Validity is “an integrated evaluative judgment of the 
degree to which empirical evidence and theoretical 
rationales support the adequacy and appropriateness 
of interpretations and actions based on test scores or 
other modes of assessment” (Messick, 1989, p. 13). 
It involves presenting evidence and providing a 
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compelling argument to support the intended infer-
ence and show that alternative or competing infer-
ences are not more viable. Zumbo (2009) took this 
definition a step further to argue that traditional val-
idation practices (e.g., factor structure, reliability 
coefficients, validity coefficients) are descriptive 
rather than explanatory and that validity should, in 
addition, provide a richer explanation for observed 
test score variation. There is an important difference 
between validity and validation. Validation is about 
the process or methods used to support validity and 
an explanation for score variation. It should also 
make explicit any personal or social values that 
overtly or inadvertently influence that process. 
Thus, validation is an ongoing process that, as Mes-
sick (1989) noted, “is essentially a matter of making 
the most reasonable case to guide both current use 
of the test and current research to advance under-
standing of what test scores mean” (p. 13).

Unified Model of Validity
The Standards for Educational and Psychological 
Testing (American Educational Research Associa-
tion, American Psychological Association, & 
National Council on Measurement in Education, 
1999) has endorsed a unified model of validity that 
replaced older views in which validity was seen as a 
property of a test, was supported by different types 
of validity (i.e., content, criterion, construct), and 
involved a dichotomous decision (i.e., valid or 
invalid; Hubley & Zumbo, 1996). Messick (1989) 
presented a progressive matrix of validity to empha-
size the evidence that is needed when validating 
inferences from tests. The matrix is organized in 
terms of the basis for justifying validity (i.e., evi-
dential basis vs. consequential basis) and the test 
function (i.e., test interpretation vs. use). Under the 
evidential basis, (construct) validity evidence is 
needed to support a given test interpretation and 
evidence of the relevance and utility of the test 
score inferences and decisions is also required  
to support the use of test scores. Most unique to 
Messick’s (1989) progressive matrix is the conse-
quential basis, which adds both value implications 
and social consequences. Value implications chal-
lenge researchers to reflect on the values that led to 
their interest in and labeling of the construct, the 

theory underlying the construct and its measure-
ment, and the broader social ideologies that affected 
the development of the identified theory (Messick, 
1980, 1989). Social consequences refer to the unan-
ticipated or unintended consequences of legitimate 
test interpretation and use (Messick, 1998). Despite 
the misconceptions rampant in the literature, the 
concept of social consequences, as described by 
Messick (1998), does not include test misuse.  
Messick (1998) was most concerned about the rela-
tionship between score meaning and social conse-
quences. If social consequences occur that are 
traceable to construct underrepresentation or con-
struct-irrelevant variance, then they are considered 
a form of validity evidence; if they are not, then 
they are not part of validity (Messick, 1998). 
Whereas most test developers and users seem to 
agree that social consequences are important con-
siderations in testing, not everyone supports the 
inclusion of social consequences in validity and val-
idation (e.g., Brennan, 2006; Popham, 1997).

Hubley and Zumbo (2011) presented a frame-
work for test validation that expands on the concept 
of consequences while also putting them in their 
proper place relative to other types of validity evi-
dence. This framework is highlighted in Figure 1.2. 
Specifically, forms of evidence that may be presented 
to support the interpretation and use of test scores 
include, but are not limited to, score structure; reli-
ability; content-related evidence; criterion-related 
evidence; convergent and discriminant evidence; 
known-groups evidence; generalizability or invari-
ance evidence across samples, contexts, and pur-
poses; intended social and personal consequences; 
and unintended social and personal side effects.  
In this framework, it is also important to note that 
(a) the arrows from the various forms of evidence, 
the intended social and personal consequences, 
unintended social and personal side effects, and test 
score meaning and inference are bidirectional, 
implying, for example, that unintended social and 
personal side effects can have an impact on test 
score meaning and inference, and vice versa, and  
(b) psychometric and other theories as well as val-
ues influence the construct, the measure, and valid-
ity and validation. Some of this evidence is briefly 
described next.
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Content-related evidence. Content-related evi-
dence of validity examines the “degree to which 
elements of an assessment instrument are relevant 
to and representative of the targeted construct for a 
particular assessment purpose” (Haynes, Richard, & 
Kubany, 1995, p. 238). In a content validation study, 
subject matter experts evaluate elements of a test or 
measure and rate them according to their relevance 
and representativeness to the content domain being 
tested. Haynes et al. (1995) made the important 
point that all elements of a test, including not just 
item content but also instructions, response formats, 
scoring instructions, and so forth, be subjected to 
content validation. It is important that a test devel-
oper creates a conceptual and operational definition 
of the construct and subject it to content validation 
before developing other elements of the instrument. 
Depending on what one wants to evaluate, using dif-
ferent experts may be advantageous. For example, 
experts in the field might examine all elements of 
the measure; those who will be administering the 
instrument might examine item content, administra-
tion instructions, and scoring instructions; and the 
target population (whom we refer to as experiential 
experts) might examine the item content, response 
format, and layout. By using subject matter and 

experiential experts for initial generation of items 
and other elements, one can help ensure that items 
and other elements are relevant to, and representa-
tive of, the construct. Obtaining both quantitative 
evidence of content validity and qualitative feedback 
is useful. In terms of quantitative evidence, a variety 
of indices are used to judge interrater agreement 
in content validation, but the most common one is 
the content validity ratio (Lawshe, 1975) or content 
validity index (Lynn, 1986). Finally, one should also 
examine the proportional representation of items in 
the measure. Items should be included in a way that 
reflects the relative importance of each facet of the 
construct.

Score structure. Factor analysis (see Chapter 5, 
this volume) is a statistical method used to  
(a) discover how many factors (representing the 
latent variables) are being tapped by the items in 
a test (i.e., exploratory factor analysis) or (b) con-
firm whether the test items measure the factors 
as intended (i.e., confirmatory factor analysis). 
Knowing the factor structure of tests is important 
because it greatly affects how one scores a test and 
how one assesses the reliability of scores and the 
validity of inferences made from a test. Specifically, 
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if a test is shown to have a unidimensional (i.e., 
single-factor) or essentially unidimensional (i.e., 
predominantly single-factor) structure, then the 
responses to items can be summed to form a com-
posite score, and that score can be used in any psy-
chometric evaluation of reliability and validity. If, 
however, a test is shown to have a multidimensional 
(i.e., two or more factors) structure, then responses 
to items that load on different factors must be 
summed to form subscale scores. When computing 
reliability coefficients, separate coefficients must be 
obtained for each subscale. Likewise, when evaluat-
ing the validity of inferences, analyses are conducted 
separately for each subscale. Unfortunately, it is not 
uncommon for factor analyses to show a multidi-
mensional structure for a test, and yet researchers 
and practitioners continue to use total scores. One 
should not use total scores or report overall inter-
nal consistency or test–retest reliability coefficients 
unless factor structure evidence has been provided 
to support a total score, such as when all the factors 
are highly intercorrelated. In the case of a multidi-
mensional test, one would need to conduct a higher 
order factor analysis to support the use of a total 
score in addition to subscale scores; it is not enough 
to show that the factors are highly correlated.

Reliability. Reliability refers to the degree to which 
test scores are repeatable or consistent. Alternatively, 
one can think of reliability as the extent to which 
test scores are free from measurement error. There 
are three basic ways of conceptualizing the reliability 
of scores that produce a variety of reliability esti-
mates or coefficients. An additional set of reliability 
estimates focuses on the consistency of scores or a 
scoring system when different raters are used.

Viewing reliability as equivalence, one can corre-
late scores from two different forms of the same test 
that were administered to the same group of respon-
dents in the same session or on different occasions, 
which is referred to as alternate forms reliability. 
Viewing reliability as stability, one can correlate 
scores from the same test administered on two dif-
ferent occasions (i.e., test and retest) to the same 
group of individuals, which is referred to as test–
retest reliability. It is important to select a time inter-
val that is not so short that respondents will recall 

their responses to items but even more important to 
select one that is not so long that one would expect 
changes in the construct to occur for respondents.

When viewing reliability as internal consistency, 
three different estimates of reliability (split-half  
reliability, coefficient alpha, Kuder–Richardson for-
mula 20) can be used. In split-half reliability, one 
correlates the scores from two halves of a test that 
has been administered only once and applies the 
Spearman–Brown formula to correct for an underes-
timation of reliability that results from treating the 
test as being only half its length. Cronbach’s coeffi-
cient alpha is the most commonly reported estimate 
of reliability. It can be thought of as the mean of all 
possible split-half coefficients corrected by the 
Spearman–Brown formula. More recently, ordinal 
alpha has been introduced, which provides a more 
accurate internal consistency estimate when used 
with items with ordinal response formats (Zumbo, 
Gadermann, & Zeisser, 2007). The Kuder–Richardson 
formula 20 refers to the case in which coefficient 
alpha is used with dichotomous (i.e., yes–no, true–
false) data. In each case, a reliability coefficient tells 
you the variability in the sample scores that is the 
result of individual differences rather than random 
(unsystematic) measurement error.

In interrater (or interscorer) reliability, one is 
interested in how repeatable the scores are when 
two or more different people are scoring or observ-
ing the same behavior. If interrater reliability is low, 
then one needs to consider whether the scoring cri-
teria are clear or complete enough, whether training 
of the raters was insufficient, or whether some raters 
are not doing a good job. Commonly used interrater 
reliability estimates include consensus estimates 
such as percentage of agreement and Cohen’s  
kappa and consistency estimates such as Pearson’s 
product–moment correlation coefficient, intraclass 
correlations, and Cronbach’s alpha.

Reliability and validity coefficients provide 
related but separate information. High reliability 
coefficients indicate a high proportion of true score 
variance in the observed scores, and thus one can 
feel confident that one is measuring real individual 
differences. Reliability is commonly viewed as a nec-
essary but insufficient condition for validity. Thus, 
although it is important that a measure be reliable 
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and produce repeatable or consistent scores, it  
does not mean that the inferences one wants to 
make are valid.

Criterion-related evidence. Criterion-related 
evidence demonstrates the degree to which scores 
obtained on a measure are related to a criterion. A 
criterion is an outcome indicator that represents the 
construct, diagnosis, or behavior that one is attempt-
ing to predict using a measure. One can think of 
the criterion as being what one would really like 
to have (e.g., diagnosis) but what one often cannot 
obtain because of cost or time, and so the measure 
(e.g., screening test) acts as a substitute or shortcut. 
The value of a criterion-related study is dependent 
on both the quality of the criterion selected and the 
validity of the inference made from that criterion. 
A criterion validity coefficient consists of the cor-
relation between the score on a measure and the 
criterion. The larger the coefficient is, the better 
the evidence provided. Criterion-related evidence 
can be described as either predictive or concurrent. 
Predictive evidence examines how well a score on a 
measure is related to or predicts a future criterion 
(i.e., a behavior, test performance, or diagnosis 
obtained at a later date), whereas concurrent evidence 
examines how well a score on a measure is related to 
or predicts a current criterion (i.e., a behavior, test 
performance, or diagnosis obtained at the same time 
or nearly the same time). Another way to look at the 
relationship between the measure and criterion is to 
examine the standard error of estimate, which pro-
vides the margin of error to be expected in the pre-
dicted criterion score. The standard error of estimate 
ranges from 0 to the value of the standard deviation 
of the criterion score.

Criterion-related validity evidence may be fur-
ther evaluated using Taylor–Russell tables in some 
areas of psychology (e.g., industrial and organiza-
tional psychology) when making decisions using 
test information. Taylor and Russell (1939) argued 
that there are three important factors when judging 
predictive validity: criterion-related validity, base 
rate, and selection ratio. The base rate, in essence, 
reflects how often something normally occurs, and 
the selection ratio is the proportion of individuals in 
the relevant population (e.g., applicants) who are 

selected. All other things being equal, (a) the larger 
the criterion-related validity coefficient is, the more 
useful the test will be; (b) tests are most useful when 
the base rate of success is .50; and (c) the smaller 
the selection ratio is, the more useful the test will be.

In areas such as clinical psychology, sensitivity, 
specificity, and predictive values are all used as evi-
dence of criterion-related validity. As an example of 
these terms, consider using depression as the con-
struct of interest. Sensitivity = true positives / (false 
negatives + true positives) and identifies the percent-
age of depressed people in the sample (based on the 
criterion) that the depression scale correctly identified 
as depressed. Specificity = true negatives / (true nega-
tives + false positives) and indicates the percentage of 
nondepressed people in the sample (according to the 
criterion) that the depression scale correctly identified 
as nondepressed. The positive predictive value = true 
positives / (false positives + true positives). It shows 
the percentage of individuals who are truly depressed 
(according to the criterion) out of those whom the 
scale identified as depressed. Finally, the negative pre-
dictive value = true negatives / (true negatives + false 
negatives) and indicates the percentage of people who 
are truly not depressed (according to the criterion) 
out of those whom the scale identified as nonde-
pressed. Receiver operating characteristic curves 
graph sensitivity and specificity for all of the possible 
scores of a scale, which is achieved by plotting true 
positives (sensitivity) on the vertical axis and false 
positives (1 − specificity) on the horizontal axis. The 
more clearly a scale is able to discriminate between, 
for example, depressed and nondepressed individuals, 
the greater the curve will deviate from the (straight) 
line of no information toward the upper left corner of 
the graph. The area under the curve is an estimate of 
the probability that a randomly chosen depressed per-
son will have a higher test score than a randomly cho-
sen nondepressed person. The line of no information 
has an area-under-the-curve probability of .50, 
whereas a perfect test would have an area-under-the-
curve probability of 1.00. Calculating the standard 
error of the area under the curve tells one whether the 
area under the curve for a test is significantly different 
from the line of no information, that is, whether the 
test provides one with any more information than not 
administering the test.
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Convergent and discriminant evidence. 
Convergent measures may consist of measures 
of highly related constructs (e.g., depression and 
anxiety) or the same constructs (e.g., depression); 
in the latter case, correlations of such scores are 
sometimes misidentified as criterion-related valid-
ity evidence. Discriminant measures may consist 
of theoretically unrelated constructs (e.g., depres-
sion and intelligence) or constructs between which 
one wants to distinguish (e.g., depression from 
anxiety). Convergent and discriminant measures 
may be considered to be mapped on a continuum; 
it can sometimes be difficult to pinpoint when a 
measure is a convergent measure or a discriminant 
measure because it is a matter of degree rather than 
category. Sometimes knowing whether a measure is 
convergent or discriminant is important (e.g., when 
determining whether a depression measure is more 
related to measures of depression than anxiety), 
and sometimes it is not (e.g., when the pattern of 
relationships is more important than the label of 
convergent or discriminant). Correlations between 
convergent measures should be relatively high, 
whereas correlations between discriminant measures 
should be relatively low. Most important, discrimi-
nant validity coefficients should be significantly 
lower than convergent validity coefficients.

The terms convergent validity and discriminant 
validity, and a more conceptually sophisticated 
methodology called the multitrait–multimethod 
matrix to assess them both in a single study, were 
introduced by Campbell and Fiske (1959). This 
methodology requires that one measure each of  
several constructs (or traits) by each of several 
methods (e.g., paper-and-pencil test, observation). 
The multitrait–multimethod matrix provides a 
matrix for organizing obtained reliability and  
validity coefficients. Generally, one expects that reli-
ability coefficients will be higher than validity coeffi-
cients. Convergent validity evidence is provided if 
monotrait–heteromethod correlations are notably 
higher than any other validity coefficients. Discrimi-
nant evidence is provided by both heterotrait–
monomethod and heterotrait–heteromethod 
correlations, but the strongest evidence comes from 
the latter group of correlations because they share 
neither construct nor method. A key strength of the 

multitrait–multimethod matrix is that the impact  
of the method used to measure a construct on the 
magnitude of convergent and discriminant validity 
coefficients may be explicitly evaluated. A methods 
effect is seen to be present if heterotrait–monomethod 
correlations are notably higher than heterotrait– 
heteromethod correlations.

Validity and Multilevel Measures
In psychology, multilevel constructs and tests are 
increasingly being used in assessment and evalua-
tion. A multilevel construct refers to “a phenomenon 
that is potentially differentially meaningful both in 
use and interpretation at the level of individuals and 
at one or more levels of aggregation” (Zumbo & 
Forer, 2011, p. 177). The level at which the test 
scores are interpreted has important consequences 
for validation. When scores from multilevel tests and 
measures are interpreted, used, and reported at an 
aggregate or group level (e.g., at the level of school, 
neighborhood, or country), validity evidence also 
needs to reflect this same group level of data (Forer 
& Zumbo, 2011; Zumbo & Forer, 2011). Thus, one 
must report, for example, reliability, factor structure, 
and validity evidence gathered at the appropriate 
level. Moreover, one must consider the potential 
errors in inference that may occur across levels of 
data (i.e., ecological or atomistic fallacies of mea-
surement data inferences; Zumbo & Forer, 2011).

Score Use and Reporting
A test or measure is a standardized procedure for 
sampling behavior. Standardization means that the 
test is administered to each person using the same 
materials, instructions, and scoring procedures. 
Standardization is important to ensure, as much as 
possible, that differences seen in performance on a 
test are due to individual differences on the con-
struct of interest and not due to random error asso-
ciated with how the test was administered or scored. 
A standardization sample is a large group of individ-
uals who are representative of the target population 
for whom the test is intended. The standardization 
sample provides some indication of the scores that a 
particular group might obtain if a given standardiza-
tion procedure is followed. There can be more than 
one standardization sample. When the test is intended 
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for use with “everyone” (e.g., U.S. adults), a test 
developer may strive to have a standardization sam-
ple that represents the national population and 
matches important census data (e.g., gender, race or 
ethnicity, geographic distribution).

In psychological research, one might report 
descriptive information (e.g., means, standard devia-
tions) and use raw scores in the calculation of infer-
ential statistics. In clinical work, however, raw scores 
by themselves are often meaningless, and making 
use of normative scores or norms becomes impor-
tant. Norms serve as a frame of reference for inter-
preting raw scores and allow researchers to compare 
people by indicating a person’s standing on a test rel-
ative to the distribution of scores obtained by people 
of the same chronological age, grade, sex, or other 
demographic characteristics. By determining the dis-
tribution of raw scores by the standardization sample 
on the test, researchers can then convert the raw 
scores to some form of standard scores or norms. If 
the scores of a standardization sample are converted 
to standard scores and thus provide norms, then this 
group is also known as a normative group.

It is important to remember that populations 
change over time, and thus a normative sample may 
not reflect the population very well over time or the 
performance obtained by a normative sample may 
no longer accurately reflect the range of perfor-
mance by the population. As a result, it is important 
that norms be updated over time. Recognizing the 
importance of standardization when using norms is 
also key. There may be occasions when one chooses 
not to standardize administration and scoring of a 
test (e.g., when one wants to test the limits and 
determine whether an individual could complete a 
task correctly if the standard time limits were loos-
ened). However, one must then recognize that this 
person’s score should not be compared with any 
norms that are based on standardized procedures 
that one did not use.

There are a variety of different types of norms, 
but the two types of norms used most commonly are 
percentiles and standard scores. The most common 
type of raw score transformation in psychological 
and educational testing is percentiles. A percentile is 
a ranking that provides information about the rela-
tive position of a score within a distribution of 

scores. More specifically, a percentile indicates the 
percentage of people in the specific normative group 
whose scores fall below a given raw score. Cumula-
tive percentiles indicate the percentage of people in 
the specific normative group whose scores fall at or 
below a given raw score. Cumulative percentiles are 
particularly useful with data that are highly skewed, 
such as depression or self-esteem scores. A major 
drawback of percentiles is that they maximize differ-
ences in the center of the distribution and minimize 
differences between raw scores in the tails of the dis-
tribution because the highest frequency of scores 
occurs in the middle of the distribution. Thus, small 
differences in the raw scores at the center of the dis-
tribution result in large differences in the percen-
tiles. The opposite effect occurs in the tails of the 
distribution.

Standard scores indicate where a raw score sits in 
the distribution relative to the mean. Specifically, 
they indicate (a) how far away the raw score is from 
the mean and (b) whether the raw score is above or 
below the mean. Common standard scores are z 
scores, with a mean of 0 and a standard deviation of 
1, and T scores, with a mean of 50 and a standard 
deviation of 10. Standard scores are simple linear 
transformations of raw scores. That is, the mean and 
standard deviation of the scores may change, but the 
shape of the distribution remains exactly the same. 
This also means that one does not get the distortion 
that is present with percentiles. Standard scores may 
also allow one to compare an individual’s perfor-
mance on two or more different tests. However, if the 
distribution of scores on a measure is not normal, 
then one cannot make certain statements that a nor-
mal distribution allows (e.g., 95% of the scores are 
within 2 standard deviations above and below the 
mean), and one cannot compare scores on two tests 
properly if the shape of the two distributions is dif-
ferent. Distributions can be normalized by conduct-
ing a nonlinear transformation (to essentially stretch 
the skewed curve into the shape of a normal curve) 
and then calculate standard scores. Such scores are 
referred to as normalized standard scores. One common 
example of a standard score based on a nonlinear 
transformation is the stanine, which has a mean of 5 
and a standard deviation of approximately 2. It is 
important to note that means and standard deviations 
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presented by group (e.g., by gender, age, or grade) 
are not norms. They are simply descriptive statistics.

Norms consist of percentiles and standard scores. 
Sometimes a normative group is treated as one sin-
gle group (e.g., adults), but norms are more typi-
cally presented by specific subgroups. That is, 
norms are often used to interpret an individual’s 
performance relative to that of other people of the 
same age group, education or grade level, gender, or 
race or ethnicity. These four variables are most com-
monly used to form norms, but norms can be based 
on any number of demographic variables.

Item and Construct Mapping
Thurstone (1925), in the context of measuring intel-
lectual growth and scaling across ages or grades, and 
Ebel (1962), in the context of educational testing, 
were among the first to suggest that test scores 
should be interpreted in terms of characteristic or 
representative items rather than norms. Ebel 
described the fundamental principle quite nicely 
when he wrote,

Unfortunately, something important 
tends to get lost when raw scores are 
transformed into normative standard 
scores. What gets lost is a meaningful 
relation between the score on the test 
and the character of the performance it is 
supposed to measure. It is not very useful 
to know that Johnny is superior to 84 per 
cent of his peers unless we know what 
it is that he can do better than they, and 
just how well he can do it! (p. 18)

Both Thurstone (1925) and Ebel (1962) proposed 
that score meaning and interpretation be based on a 
map of the scores (or ranges of scores) for the items 
in a test. Thurstone’s and Ebel’s ideas have been 
expanded and further elaborated using item mapping 
(e.g., Bock, Mislevy, & Woodson, 1982), which 
makes use of exemplar items to characterize particu-
lar score points on educational assessments. This 
concept has been further elaborated for both educa-
tional and psychological testing into a construct map 
(Wilson, 2003, 2004). Both item mapping and con-
struct mapping have been developed in the context 
of Rasch and IRT models. These models provide 

users with latent variable (or factor) scores, often 
denoted theta, that are on a scale with a specified 
mean and variance (e.g., z or T scores). Item or con-
struct mapping has been a very useful strategy for 
helping test developers provide meaning for Rasch or 
IRT scores by mapping scores (or bands of scores) 
to, for example, typical item responses.

Consequences and Side Effects of Using 
Tests and Measures
Intended consequences and unintended side effects 
of legitimate test use appear both as a separate stage 
in the measurement and assessment framework (see 
Figure 1.1) and as validity evidence (see Figure 1.2). 
This placement highlights that these consequences 
and side effects occur naturally as a result of report-
ing and using scores but also have an impact on 
score meaning and validity (Hubley & Zumbo, 
2011). For example, in the case of a depression 
screen for older adults, consider (a) a potential 
intended consequence of increased identification of 
depressive symptomatology in older adults and (b) a 
potential unintended side effect of greater increases 
to health insurance rates for older adults. How do 
each of these social consequences and side effects of 
use affect the meaning of the depression screening 
test scores, how depression is conceptualized, and 
theories about depression, negative affect, and aging? 
Explicit consideration of social and personal conse-
quences and side effects might enlighten one with 
respect to whether personal (e.g., age, gender, cul-
ture, language) and contextual factors (e.g., poverty, 
social support, institutionalization) are part of the 
depression construct or external to it. As Hubley and 
Zumbo (2011) suggested, when the social conse-
quences and side effects of using a depression 
screening measure for older adults are not congruent 
with one’s societal values and goals regarding mental 
health and aging, such insights may be used to mod-
ify constructs, theories, and aspects of the test devel-
opment until the desired congruence between 
values, purposes, and consequences is accomplished.

CONCLUSION

By design, this chapter has provided an overview of the 
numerous approaches, models, and foci involved in 
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investigating the psychometric characteristics of 
assessment procedures. This chapter’s emphasis has 
been on integrating the sometimes disparate tech-
niques, tools, and test development strategies (includ-
ing measurement error, reliability, scaling, and score 
use and reporting) through the lens of validity and val-
idation. We have highlighted the distinctions between 
observed variable frameworks (i.e., CTT and general-
ization theory) and latent variable frameworks (i.e., 
exploratory factor analysis, confirmatory factor analy-
sis, and IRT) because we believe that it is important to 
understand that the use of a psychometric model is 
always the choice of the test developer and data analyst 
and is not necessitated by the data. More often than 
not, the choice of a particular model is the result of 
personal beliefs and values, training, and working con-
ventions (Zumbo & Rupp, 2004). Yet the various 
choices made throughout the measurement and 
assessment framework have important consequences 
for the definition, quantification, and use of tests and 
measures and the decisions that are based thereon. 
Choosing a psychometric model, or a psychometric 
technique, is an empirical commitment that demands 
testing professionals take responsibility for the conse-
quences imparted on the respondents by this choice. 
As discussed earlier, these demands are present right 
from the start, wherein the conceptualization and 
description of constructs and the form of the tests or 
scales developed to measure them will be heavily influ-
enced by the theories, values, and social context 
through which they emerge. In this light, as Zumbo 
(2007) reminded us, it is important to keep in mind 
that the main goal of investigating the psychometric 
characteristics of assessment procedures should always 
be to make valid inferences about the respondents. 
Working with increasingly more complex and hyper-
parameterized psychometric models cannot in and of 
itself increase the validity of these inferences. No mat-
ter how sophisticated one’s choice of psychometric 
model, item scoring, item types, and test delivery, scal-
ing, and statistical estimation routines, a poorly con-
ceived and developed test will always remain so.
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rElIABIlITy
Kurt F. Geisinger

Imagine people who have a bathroom scale at home 
and who as part of their daily morning routine use 
their bathroom scale to determine their weight. Sup-
pose that on a given morning, a given person weighs 
in at 165 pounds. One should not consider this indi-
vidual’s true weight to be exactly 165 but rather 
somewhere within a range, perhaps 164.5 to 165.5 
pounds, perhaps 163 to 167, or perhaps even 160 to 
170. The width of this range depends on several fac-
tors, such as the accuracy of the scale, how well one 
can see to read the scale, and what clothes the per-
son is wearing when stepping on the scale. The accu-
racy of such a scale may vary in two ways, and the 
distinction is an important one. First, it is possible 
that the scale is consistently high or low. However, 
this sort of problem is probably of little consequence 
because one would likely, over time, discover this 
failing of the scale and adjust the scale accordingly. 
Errors of this type are called systematic errors.

It is also possible that the scale is subject to many 
other factors that are less obvious—atmospheric 
pressure, temperature, humidity, where one stands 
on the scale, and so forth. It is unlikely that even the 
most weight-conscious of people could correct for 
these factors in the same way as they could if the 
scale were always simply 3 pounds too heavy or 5 
pounds too light. If weight researchers had the nec-
essary time, energy, and instruments, they might be 
able to measure and adjust for all of the factors that, 
taken together, might be considered random errors. 
In other words, random errors are generally not due 
to any mysterious or mystical forces. Rather, they 
are considered to be random because people do not 

know (or do not choose to know) the reasons for 
their occurrence.

To the extent that the scale is subject to such 
random errors, it is said that the scale is not reliable. 
Reliability may be defined and assessed in a number 
of different ways. For example, it may be defined as 
the agreement between the bathroom scale in ques-
tion and some hypothetical, perfect scale; in such a 
case, reliability might be referred to as accuracy. 
Because no such perfect scale ever exists, most psy-
chologists use other methods to determine reliabil-
ity, methods that do not rely on a perfect measuring 
device. Instead, agreement with other comparable 
scales, or even with repeated measurements on the 
same scale, is used. Sometimes, for example, when 
one does not believe the value that the scale reports, 
one steps off the scale and tries it again. If the scale 
is defective, however, it may simply yield the same 
consistently incorrect measurement on this second 
occasion (in which case, one may buy a new scale). 
In such an instance, however, validity rather than 
reliability is in question, and reliability is generally 
accepted as a necessary precondition for validity 
(see Chapter 4, this volume). Similarly, weight- 
conscious students might also use the scale at home 
in the morning and then step on one in the nurse’s 
office at school later that same morning. One prob-
lem with this latter approach is called breakfast; if 
these students have eaten between the two weigh-
ings, then the two values will not agree; they should 
not because their weight has in actuality changed 
from the first measurement to the second. Psycholo-
gists use the agreement among seemingly similar 
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and comparable measurement devices to assess the 
reliability of tests and other forms of measurement, 
just as this example has used scales. In this chapter, 
the author first explains the concept of reliability 
and then describes various methods for assessing the 
degree to which psychological measures are reliable. 
Validity is more important than reliability to be sure, 
but reliability is generally considered to be one of 
the most important criteria against which measures 
and, more appropriately, the scores that result from 
them are evaluated. After a brief section that 
describes two general models of reliability, some 
statements regarding the importance of reliability 
are provided, followed by a discussion of the indices 
used to evaluate reliability and typical methods used 
to assess it.

SOME THEORETICAL CONSIDERATIONS

As noted, reliability is considered to be one of the 
essential characteristics in psychological measure-
ment. The key word that describes reliability is con-
sistency. Reliability has as its basis a philosophical 
notion, what psychometricians have traditionally 
called true score. True scores are hypothetical values 
that psychologists use to understand and interpret 
test scores. Psychologists conceive of test scores as 
being composed of two components: true score and 
error scores. For now, think of a true score as the 
score that an individual would theoretically achieve 
on a perfectly accurate test, one that was not limited 
to integer scores. In fact, there are no perfect tests; 
every existing test is imperfect and therefore pro-
vides scores that differ to some extent because of 
error. This difference between a score earned on the 
actual test and a score earned on a hypothetically 
perfect test is referred to as an error score, because 
it indicates the extent to which the observed test 
score is in error. Measurement error is seen, as in 
the scale example at the beginning of the chapter, to 
be randomly occurring. That these errors occur ran-
domly also means that they are assumed to be 
uncorrelated with true scores or with errors on any 
other test by the same individuals. These assump-
tions constitute the basis of what psychometricians 
have called classical test theory, as contrasted with 
item response theory (see Chapter 6, this volume). 

Psychometricians now know that the assumption 
that error is always uncorrelated with other vari-
ables is probably not always appropriate (e.g., Green 
& Hershberger, 2000; Zimmerman, Zumbo, & 
Lalonde, 1993), as described later in this chapter.

Traditional Sources of Error
Because there are no perfect tests, one can never 
measure either true or error scores directly, but 
error variance can be estimated by looking at how a 
person’s score changes over time or differs over 
comparable tests. When two sets of test scores have 
been collected (typically, either the same test admin-
istered to the same individuals twice or two different 
forms of the same test administered to the same 
individuals), the consistency of scores and, con-
versely, their inconsistency can be estimated. 
Because true scores are assumed to be invariant, dif-
ferences among test scores are assumed to be based 
on differences in error across the two testings. Thus, 
reliability concerns the extent of agreement between 
two or more presumably comparable measurement 
procedures, such as psychological tests, each of 
which was designed to measure the same variable. 
This comparability can be defined in numerous 
ways; basically, each of these ways defines a theoret-
ical position for measuring reliability as well as an 
operational method of actually estimating the reli-
ability of a set of test scores. Thus, reliability estima-
tion refers to a family of procedures rather than a 
single procedure. The reliability of a set of scores for 
a specific test is typically expressed as a reliability 
coefficient, an index that enables psychologists to 
determine whether scores resulting from a test have 
adequate reliability to be used in a given situation or 
to compare the reliability of each of several tests. 
There are different kinds of reliability, all of which 
use seemingly comparable indices. (Additional 
attention is provided to reliability coefficients later 
in this chapter.) Essentially, each theoretical 
approach leads to a somewhat different kind of reli-
ability coefficient for the scores generated by a given 
test. For example, comparability is sometimes 
defined as similarity of test scores obtained over 
time; this form of reliability is sometimes called  
stability. Other times, reliability is seen as similar 
scores (or at least similar relative positions within 
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the distribution of test takers) earned by the same 
people on two alternate forms of the same examina-
tion; this approach is called equivalence. When the 
agreement is assessed among a set of comparable 
measures—most commonly questions composing a 
single examination—this kind of reliability is called 
internal consistency. The reliability of human judges 
is actually a special case of internal consistency 
when there are many judges. A last model, the gen-
eralizability model, is a rigorous research approach 
to analyzing consistency (see Chapter 3, this vol-
ume). As such, generalizability encompasses all of 
the previously mentioned reliability models and per-
mits a test developer to design a reliability study tai-
lored to assessing the reliability required by his or 
her particular needs.

The two variables over which tests are most  
typically expected to be consistent, if they are to 
generate reliable scores, are time and content. Mea-
surements of many psychological characteristics are 
expected to be accurate over a reasonable period of 
time. If they are not, psychologists may conclude 
that they are not reliable, or at least not stable, as in 
the case of psychological states, which are character-
istics that are generally changeable. This concept is 
referred to as stability or temporal consistency. Simi-
larly, psychometricians expect scores on many psy-
chological measures to generalize to other measures 
of the construct and to behaviors similar to those 
specifically measured by the test. For example, sup-
pose an individual has scored highly on a test of 
intellectual skills. Many intellectual tasks could per-
haps have been included on the test but, by virtue of 
the time limitation of the test administration, were 
not. It is reasonable to assume that this individual 
would perform similarly well on these other tasks 
also. This concept is known as content sampling. 
There are also dimensions other than time and con-
tent over which scores on a test should be consis-
tent. Some of these are discussed later in the 
Generalizability Model section and include the 
examiner, the testing conditions, and the test 
format.

Importance of Reliability
That reliability is critical is not always immediately 
apparent. Two reasons for estimating the reliability 

of test scores in a given sample may be identified. If 
research, both pure and applied, is to prove worth-
while, measures must generate scores that are reli-
able. (It needs to be emphasized that tests are not 
reliable or unreliable. The scores that such tests pro-
duce are what is reliable. Thus, it is possible for a 
given test to generate reliable scores in one context 
and not in another.) Also, if credence is to be given 
to test scores, they must be of reasonable reliability.

Among the goals of research in psychology is the 
desire to examine the relationships among psycho-
logical constructs. Applied psychologists use the 
functional relationships that emerge from research 
studies to improve the functioning of people as well 
as various psychological and social institutions. 
When variables are not reliably measured, the scores 
that result are composed largely of random error 
and do not adequately reflect the underlying true 
score variable. Thus, the search for statistical indica-
tions of consistency among variables is likely to 
remain fruitless. More troubling is the occasional 
common occurrence in which the errors of measure-
ment from two unreliable variables correlate with 
each other in a statistically significant manner. This 
finding is sometimes called a local dependence. These 
correlations can occur on self-report measures (see 
Chapter 6, this volume), on ratings among judges 
who communicate with one another, and on reading 
test items that are based on the same reading mate-
rial. When a correlation of this sort is identified, the 
effects of the local independence violation are gener-
ally to overestimate reliability by essentially asking 
the same question twice. Also, a completely unreli-
able test can measure nothing because the numerical 
scores that are assigned to the examinees are essen-
tially random numbers and will not bear a consistent 
relationship to any other attribute among the indi-
viduals being assessed.

Another problem that results from unreliability 
in psychological tests relates to the interpretation 
of test scores. Imagine the following fictitious 
example. A guidance counselor is meeting with 
Joseph R., a junior in high school who desperately 
hopes to attend Ivy Halls College, the highly selec-
tive institution of higher education that his father 
attended. The student has just taken the American 
Scholastic Aptitude Assessment, a test that the 
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counselor knows Ivy Halls weighs heavily in mak-
ing admissions decisions. Suppose the counselor 
knows that Joseph R. has earned scores on the 
assessment that give him only a 10% chance of 
admission to Ivy Halls. Should the counselor 
explore the possibility of attending alternate col-
leges with Joseph R.? The answer to this question 
depends in part on the test’s reliability. Suppose it 
yields scores so unreliable that when Joseph takes 
it a second time, he earns a significantly higher 
score—one giving him a 60% chance of admission 
to Ivy Halls College. It is obvious that if the scores 
generated by this test are relatively unreliable, the 
counselor would probably be wise to advise Joseph 
to take the test again (and again, if necessary). 
However, if the test generates scores that are highly 
reliable and stable over time, the counselor would 
probably try to interest Joseph in other colleges or 
at least to emphasize different aspects of his record 
in his application. Clearly, the reliability of the test 
would influence the interpretation that the coun-
selor would make. Imagine the trouble school psy-
chologists would have making decisions about 
assigning children to special education programs if 
their tests yielded unreliable scores.

These examples demonstrate the importance of 
test reliability, both for the advancement of psycho-
logical science and for the interpretation of test 
scores in practical situations. Next, three models 
used to estimate reliability are discussed.

MODELS OF TEST RELIABILITY

Lord and Novick (1968) presented a number of 
models of reliability. These models include the par-
allel testing model and the domain sampling model, 
both of which are described in this section.

Parallel Testing Model
The parallel testing model, sometimes known as the 
classical theory of reliability, has defined observed 
test scores and other measurements as consisting of 
two components: true scores and error scores. To 
denote the composition of an observed test score 
(X), the following equation is generally used:

X = T + e, (2.1)

where X is the observed test score, T is the true 
score component, and e is the error score compo-
nent. This theoretical model has been studied 
empirically and found to be useful in a wide variety 
of situations over a period of decades, and it contin-
ues to be refined. In general, the model proposes 
that two comparable testings be made and that error 
variance be estimated from the differences between 
the two testings. In a strict sense, parallel tests must 
measure the tested construct equally well. That is, 
parallel tests would have the same number of items, 
the same mean, the same variance, and the same 
true score variance; cover the same constructs or 
content; have the same correlations with other tests 
and variables because they measure the same true 
scores on the parallel tests; and consist of test items 
that would all measure the construct equivalently. 
These criteria are difficult to attain in practice. 
Given that the two tests are parallel, reliability may 
be investigated by means of one of three methods. 
(Investigators look at distributions of scores, item 
intercorrelations, item means, test means and vari-
ances, and other information to judge the degree to 
which two measures are parallel.) Although each of 
these methods is covered in subsequent sections of 
this chapter, a brief explanation of each follows. In 
the first method, known as test–retest reliability, a 
test is administered once, then readministered at a 
second testing, usually with an intervening period of 
time. In the second method, known as alternate-
forms reliability, two versions of a test are developed 
and administered. Similar test construction practices 
must be followed rigorously for each form of the 
test. In the third and final method, a single test is 
divided into two purportedly equal halves, and each 
half is said to be parallel to the other. This technique 
is known as split-half reliability.

True scores have been defined in a number of 
ways in the parallel testing model. For example, one 
conception of true scores, called platonic true scores, 
portrays true scores as impossible-to-achieve, error-
free scores. Thus, if a psychologist were able to look 
into a person’s head and find the actual level of a 
characteristic in that person, the platonic true score 
would be found. This portrayal has been criticized 
by many psychologists (e.g., Thorndike, 1964) in 
that it implies both that psychological characteristics 
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exist in concrete form and that the amount of each 
characteristic does not change over time. Because 
this idealistic notion of scores is lacking, other con-
ceptions of true scores have also been advanced. 
More typically, true scores are defined as the average 
of a very large number of testings; that is, true scores 
are the expected value of the observed scores over 
repeated testings of parallel measures. True scores 
are also defined algebraically in terms of their rela-
tionships with observed and error scores.

Adaptations of the parallel testing model have 
defined true scores by their relationship to error 
scores and observed scores (Gulliksen, 1950; Lord 
& Novick, 1968; Nunnally, 1978). For example, it is 
frequently assumed that error scores are normally 
distributed over a number of measurements for any 
given examinee, that true and error scores are 
uncorrelated, and that error scores are uncorrelated 
across testings.

Domain Sampling Model
It may be clear from the preceding description of the 
parallel testing model that it is difficult to develop 
two truly parallel tests. Even if a test is itself read-
ministered on a second occasion, the examinees may 
approach this second testing differently, and, hence, 
the resulting scores and testing may not be truly 
equivalent. Thus, a more realistic conceptualization 
of test performance conceives of true scores as being 
the mean (or average) score if the various ways of 
measuring the construct were administered an infi-
nite, or at least a large, number of times or if a test 
taker were assessed by the entire universe of item 
content. Of course, one aspect of this model is unre-
alistic: It is difficult to imagine a psychological char-
acteristic that would not be altered by many testings. 
However, this approach does seem compatible with 
statistical reasoning (the usefulness of using aver-
ages as best guesses of a person’s score when no 
other information is known) and may be used as an 
idealized perspective on test scores.

The domain sampling model assesses reliability 
in the following manner. A number of assessments 
are made. (A domain is specified, such as, e.g.,  
material covered in an introduction to psychology 
class; then different aspects of that domain are care-
fully and completely articulated, as in the case of 

cognitive psychology, social psychology, personality, 
etc.) Next, items are written to cover these different 
aspects of the domain, and test items that are repre-
sentative of the domain are administered. The goal is 
to estimate the proportion of the domain the indi-
vidual can answer correctly. These assessments may 
be tests, observations, ratings, or test items. The 
assumption is then made that the set of assessments 
is a random sample of the theoretical domain from 
which all comparable assessments might have been 
drawn. How the domain itself is defined depends on 
the nature of the knowledge, characteristic, or 
behavior being measured as well as the use to which 
the test is to be put. One can then estimate how well 
a person might do on the entire domain or universe 
of potential assessments by drawing a sample of 
those elements and applying statistics. The larger the 
sample is, the better the estimate. Error is conceptu-
alized as leading to the diversity among the estimates 
and can be estimated using the statistics of sampling 
distributions. Thus, the domain sampling model 
involves extrapolation. That is, reliability informs test 
users about the accuracy present in a sample of 
observations (e.g., a set of test items) used to estimate 
scores on the entire universe (or domain) of items.

Generalizability Model
The final model of reliability is one in which the 
importance of true scores is not as central as in the 
two preceding models. This model expands the 
notion of domain as presented in the domain sam-
pling model. The concept of sampling observations 
from a universe of similar observations holds, but 
the notion of universe increases. Rather than sam-
pling comparable assessments from the universe, as 
in the domain sampling model, generalizability calls 
for the sampling of any observation that is related to 
the domain of interest. Generalizability studies 
attempt to determine how much variability each of 
several factors contributes to similarity of judg-
ments. These factors might include differing exam-
iners, testing conditions, content outlines, times, 
and so forth. True scores are nominally replaced by 
what have been called universe scores; universe 
scores are the averages of actual test scores that  
have been administered over all possible testing  
conditions. (As noted previously, a more complete 
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explanation of generalizability is found in Chapter 
3, this volume.) The behavior of a number of 
patients at a psychiatric institution is observed in a 
number of circumstances, by a number of psycholo-
gists, at a number of different times. The statistics of 
generalizability theory permit one to estimate the 
size of the psychologist and time effects; such fac-
tors are often called facets. Thus, researchers can 
determine how highly one psychologist’s judgments 
agree with the universe scores, how highly judg-
ments agree from one time until another, and so on. 
All of these observations, although they differ from 
one another systematically, are members of the uni-
verse in that they shed light of one sort or another on 
the universe score. With the proper research design, 
the extent to which one can generalize from any 
kind of observation to any other kind, and from any 
particular pairing of assessment conditions to the 
true or overall universe score, can be determined.

In the next sections, both the reliability coeffi-
cient and the standard error of measurement are 
described. After these concepts are defined, common 
methods of calculating the reliability of a set of 
scores are presented.

RELIABILITY COEFFICIENTS

Reliability coefficients are indices used to character-
ize the degree to which test scores are reliable. As 
previously noted, several methods exist for estimat-
ing the reliability of psychological tests. The calcula-
tion of reliability coefficients is somewhat different 
for some of the various methods and, more impor-
tant, the meaning of the coefficient varies according 
to the type of reliability involved, as described in the 
following sections. One aspect of reliability coeffi-
cients that is similar across the various methods, 
however, is the conceptual definition of the coeffi-
cient. It may be useful to remember that each test 
score is generally considered to be composed of true 
and error elements:

X = T + e, (2.2)

where X is the observed test score, T is the hypo-
thetical true score, and e is the error score.

When a test is administered to a group of exam-
inees, one can typically calculate only observed 

scores. But imagine if one could know the true and 
error scores as well as their observed score sum: One 
could compute the variance of true scores, error 
scores, and observed scores and their correlations. 
Under the assumptions of classical test theory (in 
which true scores and error scores are uncorre-
lated), the true score variance and error score vari-
ance (typically called true variance and error 
variance, respectively) would sum to equal the 
observed score variance. Thus, observed score vari-
ance, as with observed scores themselves, can be 
partitioned into variance attributable to true scores 
and variance attributable to error scores. This divi-
sion is represented in the following equation.

s s sx t e
2 2 2= + , (2.3)

where sx
2  is the observed variance of the entire test, 

st
2 is the true variance of the test (or the variance of 

the true scores), and se
2 is the error variance of the 

test scores. It should also be evident that only some 
of the variability of test scores is due to variability in 
true scores, unless the reliability of the test is a per-
fect 1.00.

Reliability coefficients are defined as the propor-
tion of total variance that is true:
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where rxx is the reliability coefficient, st
2 is the true 

variance, and sx
2  is the total variance of the actual 

test scores. One can see that if all the variance of a 
test is true variance, then the reliability coefficient 
will equal 1.00; such a circumstance would occur 
only when there is no error involved. Similarly, if 
the test variance is totally error variance (and hence, 
devoid of true variance), then the reliability coeffi-
cient will be 0.00. These points represent the maxi-
mum and minimum reliability coefficients for any 
given testing.

As implied by previous discussions, true scores 
cannot be directly observed. Therefore, the various 
approaches to reliability estimation attempt to quan-
tify the amount of error variance—the extent of 
inconsistency—in a given set of test scores. Because 
true scores do not in theory change, this inconsis-
tency typically serves as a direct representation  
of error variance. Thus, if test scores show little  
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stability from measurement to measurement, it is 
reasonable to conclude that errors of measurement 
are extensive. Hence, Equation 2.4 follows directly 
from Equations 2.2 and 2.3 and is more typically the 
method used to estimate the reliability of test scores:

r
s

sxx
e

x

=
2

2
,  (2.5)

where each term is the same as in Equation 2.2. How 
error variance is calculated is dependent on the needs 
of the situation, the limitations of research design, 
and other considerations. A final thought is that 
Cronbach and Shavelson (2004) stated that the most 
important index of reliability is not the reliability 
coefficient but the standard error of measurement. 
With the standard error of measurement, one can 
interpret how variable a person’s score is likely to be 
given the kinds of error affecting test performance.

STANDARD ERROR OF MEASUREMENT

The standard error of measurement is the standard 
deviation of errors. It is critically used in the inter-
pretation of scores and provides information that 
relates to how much an individual’s observed score 
is likely to vary around the true score. Thus, one can 
view a range within which a person’s true score is 
highly likely to fall.

Although reliability coefficients are probably the 
way most psychologists think of test scores in terms 
of their consistency, the standard error of measure-
ment is actually a far more useful index when one is 
interpreting an individual test score. Equation 2.5 
shows the formula for computing the standard error 
of measurement in classical test theory. Classical 
test theory holds that observed test scores are nor-
mally distributed around the true score with a stan-
dard deviation equal to the standard error of 
measurement. In practice, people often apply the 
standard error of measurement to actual test scores 
to interpret an individual’s range of likely 
performance.

s s re x xx= −1 . (2.6)

Chapter 6 in this volume provides a major advance 
in the understanding of standard errors of measure-
ment. In classical test theory, there is one standard 
error of measurement for a test in a given sample. 

Item response theory acknowledges the differential 
reliability throughout the range of scores and per-
mits the use of conditional standard errors of mea-
surement throughout the range of scores. That is, 
for each different score there is a different standard 
error of measurement.

INFLUENCE OF THE SAMPLE TESTED

The estimation of a test’s reliability is dependent on 
factors such as the amount of time between two test-
ings (in test–retest and alternate forms reliability), 
the similarity in terms of content and psychological 
demand characteristics between different elements 
of the test (in the case of alternate forms, split-half, 
and other internal consistency approaches), and dif-
ferences in test administration and scoring (in the 
case of interrater reliability). In this section, how the 
sample of individual examinees influences the esti-
mation of the reliability of a set of test scores is dis-
cussed. Always remember that the analyses of 
reliability are sample dependent and not population 
based (Cronbach & Shavelson, 2004; Thompson & 
Vacha-Haase, 2000).

The prime characteristic of a sample that affects 
the reliability coefficient is the variance of the total 
test scores. “The magnitude of reliability coefficients 
is dependent on the dispersion of true ability in the 
group tested. The more heterogeneous the group, 
the higher r [the reliability coefficient] is likely to be 
for a given test” (Stanley, 1971, p. 362). This princi-
ple can be seen in Equations 2.2 and 2.3, provided 
earlier in the chapter. Remember from Equation 2.2 
that the variance of any set of test scores is portrayed 
as being the sum of its two components (true vari-
ance and error variance) and from Equation 2.3 that 
the reliability coefficient is the ratio of true variance 
to total variance. From these two equations, one can 
anticipate what would happen when the range of 
ability in a reliability study sample is restricted. Both 
true and total variances are reduced because of the 
restriction of range in the sample, but error variance 
remains just as high as ever because the factors that 
have led to its existence have not abated. Such 
restrictions of range occur often in the world, espe-
cially when samples have been highly selected. 
Selected groups occur often in educational institutions, 
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industry, and hospitals in which acceptance deci-
sions narrow the range of the participants in the 
research study that involves testing. Whenever 
groups are formed on the basis of quality in a given 
characteristic or set of characteristics, then the over-
all range is typically restricted, but error variance 
(and hence the standard error of measurement) 
remains more or less constant, so reliability coeffi-
cients are reduced.

METHODS OF ESTIMATING RELIABILITY

In the following discussion, four methods for esti-
mating reliability are provided; three of these are 
typically used for estimating the reliability of psy-
chological tests of the written or paper-and-pencil 
variety. These three methods are (a) the test–retest 
method; (b) the alternate forms method; and (c) 
various internal consistency methods, including the 
split-half method. A fourth method that is pre-
sented, interrater reliability, is typically used to esti-
mate the agreement between judges rather than 
between tests.

The test–retest and alternate forms methods of 
assessing reliability can both be considered examples 
of the parallel test model of reliability. The split-half 
method may be considered as an example of the par-
allel test model as well as of internal consistency 
methods, which normally tend to be domain sam-
pling in orientation. The test–retest and alternate 
forms approaches are alike in that both purport to 
examine the similarity of responses in two testings of 
the same individuals. In the test–retest method, the 
same test is administered on two separate occasions. 
In the alternate forms method, different, comparable 
forms (of the same test) are used. (The split-half 
method is, in substance, similar.)

Internal consistency methods are generally repre-
sentative of the domain sampling model in that they 
determine the extent to which responses to test 
questions within a single test permit an investigator 
to estimate how well examinees would do if they 
were given all possible questions. Internal consis-
tency methods are invariably used anytime many 
distinct assessments are made. One of the most com-
mon examples of their use is in the estimation of the 
reliability of tests composed of many individual 

items, such as multiple-choice tests. Interrater reli-
ability is also a method of estimating reliability from 
a domain sampling perspective. However, rather 
than assessing the extent of agreement among 
paper-and-pencil test items, interrater reliability typ-
ically determines the extent of consistency among 
human judges.

Test–Retest Method
In the test–retest method of estimating test reliabil-
ity, reliability is defined as stability. A test is seen as 
stable if it yields test scores that are consistent over 
time. One should note that stability of scores is 
defined as persistent relative standing within the 
group rather than consistent absolute value of score. 
Thus, consider a physical education class in which 
students are timed for the 1-mile run at the begin-
ning of the course in the fall and again at the end of 
the course in the spring. If the relative standing of 
students from fall to spring is the same, then the 
reliability coefficient, defined next, approximates 
1.00. This coefficient would even be close to 1.00 if 
all students decreased their running time by a full 
minute because their relative standings within the 
group would be unchanged.

The test–retest method of estimating the reliabil-
ity of test scores is simple in design and analysis but 
somewhat more difficult in interpretation. The test is 
administered to a group, a reasonable period of time 
typically passes, and the same test is readministered 
to the same group. The reliability coefficient is simply 
the correlation coefficient between individuals’ 
scores from Time 1 to Time 2. If the correlation 
coefficient between two testings was .86, then the 
reliability coefficient would be .86. An interpretation 
of this coefficient would be that 86% of the test’s 
variance is reflective of variation among true scores, 
as defined in Equation 2.3. If individuals maintain 
their same relative positions in the group when 
retested, the correlation between the two would be 
high; hence, the reliability coefficient would also be 
high, even if there is an overall increase or decrease 
in performance. If similarity between the two sets of 
relative standings is perfect, a reliability coefficient 
of 1.00 would result. If, however, test performance is 
not stable and individuals’ scores move about within 
the group, then a low reliability coefficient will 
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result. The lowest reliability possible would result if 
scores from the first testing bear no demonstrable 
relationship to those from the second testing. In this 
case, the reliability coefficient would equal 0.00.

The general rule for determining whether test–
retest reliability is high or low is that anything that 
makes the conditions and scoring of the two testings 
more similar will increase the reliability coefficient. 
Correspondingly, anything that differentiates the 
two testings will tend to decrease the coefficient. 
First, if the test responses for the characteristic 
being measured are susceptible to being remem-
bered from one testing to the next, then the test–
retest method may be inappropriate. Individuals will 
remember the responses that they gave on the first 
testing and provide the same response on the second 
testing. In such cases, the test–retest method proba-
bly provides less information than other methods of 
estimating reliability and provides a spuriously high 
coefficient. In fact, a reliability of 1.00 might not be 
an indication of reliability at all if reliability is con-
ceived of as stability of (independent) performance 
rather than as memory of previous responses. At 
least four factors affect whether memory is likely to 
exert a major influence on the apparent reliability of 
the test. These four factors are (a) the length of time 
between test and retest, (b) the length of the test,  
(c) the nature of the test materials, and (d) the nature 
of the characteristic itself. The length of time between 
the two testings typically affects the amount remem-
bered and, hence, the reliability coefficient for the 
test. If the time between testings is short, the result-
ing test–retest reliability coefficient will probably be 
inflated. Two rules of thumb should be used when 
designing and describing a test–retest study. First, 
the time period between the test and the retest 
should correspond to the length of time between 
typical testings and the subsequent behavior that the 
test attempts to predict. Second, when describing a 
test–retest study, the author should always provide 
the length of time between the testings so potential 
test users may judge whether the time period is 
appropriate for their prospective test use.

If the length of a test itself is short, it is also more 
likely that responses from one testing will be remem-
bered until the second testing. If the test materials 
(items, stimuli, problems, etc.) are distinctive, then 

they are also more likely to be remembered. This 
scenario is especially relevant when the test is com-
posed of novel problems that need considerable time 
or thought to reach an initial solution but once 
solved are easily remembered, perhaps for life. A 
final factor that affects the amount of influence that 
memory holds is simply the nature of the character-
istic being measured. For example, responses to  
multiple-choice items querying students’ knowledge 
of psychology are likely to be remembered. Struc-
tured questions on a personality questionnaire are 
also likely to be recalled. However, physiological 
measurements are less likely to be influenced by 
memory. Obviously, if a person’s height is measured 
on one day and again the next, memory of the previ-
ous day’s height would not influence the second 
measurement.

A second influence on test–retest reliability  
coefficients is that of the differential practice effect. 
Practice effects are well known in psychology. Typi-
cally, on many tasks performance improves once a 
person has some experience in performing the task 
in question; this is a practice effect. Test taking is 
not an exception. If the performance of all examin-
ees improves equally, then the correlation between 
the two testings, and hence the test–retest reliability 
coefficient, will be appropriate. Unfortunately, in 
many testing situations, different examinees have 
varying degrees of test-taking experience that may 
result in unequal performance increments between 
testings. In that case, the test–retest reliability may 
not be completely appropriate. Imagine an employ-
ment testing situation in a time of recession. Among 
the job applicants for a given position are those just 
out of school. These applicants are experienced in 
taking paper-and-pencil tests in school and, if they 
have applied for many jobs, in employment settings 
as well. Consider now the older applicant, one who 
may have high mental ability but who has lost his or 
her job because of the recession. He or she may not 
have taken paper-and-pencil tests for many years. In 
a first testing situation, older applicants might be 
those most likely to experience considerable anxi-
ety. However, one would expect their performance 
to improve dramatically after some test-taking expe-
rience. A test–retest study composed of individuals 
from both groups—recently graduated and older 
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applicants—would probably yield an underestimate 
of reliability. The older individuals’ improved per-
formance would change their relative positions in 
the total group, whereas the younger individuals’ 
performance would remain relatively static. In short, 
taking the first test in the test–retest design might 
greatly influence those with minimal test-taking 
experience while not exerting much effect on those 
with extensive experience. As noted earlier, in such 
a circumstance test–retest reliability might be con-
sidered an inappropriate method to assess consis-
tency and would certainly underestimate the 
stability of the test.

The next factor is in keeping with the general 
principle that anything that makes the two testings 
more comparable increases the test–retest reliability. 
Sometimes, the first and second testings are either 
administered differently or scored under different 
guidelines. For example, an individual test, whether 
of intellectual performance or personality, might be 
administered by a different psychologist who oper-
ates with a different style or who uses differing strat-
egies of questioning, and so forth. In a group testing 
situation, environmental conditions such as noise or 
heat may also jeopardize the comparability of the 
two testings. Similarly, the tests may be scored dif-
ferently from the first testing to the second. Such a 
problem would be unlikely to occur for an objective-
type (e.g., multiple-choice) test but would actually 
be probable for a less highly structured test such as a 
projective test, an essay test, or an interview.

It should be obvious to the reader by this point 
that test–retest reliability has limited usefulness to 
most psychological characteristics in which mem-
ory, practice, mental set, previous experience, and 
testing conditions affect performance. The reader 
should similarly see that this method of reliability 
may be valuable and appropriate in the case of phys-
iological and physical variables and some psycho-
logical ones in which memory of testing is not 
important and there is no interest in whether change 
occurs over time. However, when the interest is 
related to a psychological state—a psychological 
variable that is known to change—then test–retest 
reliability will likely underestimate the value of a 
measure while yielding good information about the 
extent to which the construct changes over time.

Another key concept in determining whether to 
use a test–retest approach concerns whether the 
sampling of new content is of interest to the individ-
ual seeking reliability information. For example, the 
sampling of content is important in considering the 
measurement of a student’s level of knowledge on 
material covered in a particular school unit— 
typically measured with an educational achievement 
test. One test represents only a single sampling of all 
the possible questions that might be asked on the 
topic covered by the particular examination. Admin-
istering the same test under similar conditions at a 
later time in an effort to assess the test’s reliability 
simply does not indicate how similar a person’s per-
formance with another, comparable set of questions 
would be. When such content sampling is thought 
to be important, as it is for most psychological char-
acteristics, then a method other than test–retest for 
estimating reliability would be a preferred strategy. 
The alternate forms method is one such method.

Alternate Forms Method
The alternate forms method of estimating reliability 
may be understood when compared and contrasted 
with the test–retest method. It is similar to the test–
retest method in that the same individuals are tested 
twice, typically on two different occasions, although 
the intervening time may be shorter than with test–
retest studies. For example, a single group of indi-
viduals are to take Form A of a given intelligence 
test on Monday and Form B on Wednesday. The 
correlation coefficient between the two sets of scores 
serves as the indication of the test’s reliability. This 
method differs from the test–retest method in two 
basic ways, however. First, rather than administer-
ing the same exact test on two occasions, two differ-
ent forms of the same test are developed and 
administered. The two test forms that are used are 
expected to be parallel as described previously in the 
Parallel Testing Model section. In the case of the 
alternate forms method, parallelism is ensured by 
the use of a detailed outline or set of test specifica-
tions on which each test is constructed. Both tests 
should be comparable while not overlapping in 
terms of the actual content of the questions pre-
sented on the two tests. In actuality, alternate  
forms may not meet all the criteria specified earlier. 
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However, they should be based on the same well-
defined domain. That is, they should both follow the 
same outline of test content and should probably 
use the same mode of measurement (e.g., an essay 
test could probably not serve as an alternate form for 
a multiple-choice test and an interview could proba-
bly not serve as an alternate form for an intelligence 
test). That both tests measure the domain equally 
well is an important assumption that is virtually 
impossible to demonstrate. (True alternate forms 
should be able to be equated using the methods 
described in Chapter 11, this volume.)

A second difference between alternate forms and 
test–retest methods concerns the time between the 
two testings. When using the test–retest method 
with psychological tests, a considerable period of 
time generally exists between the two testings. 
When using the alternate forms method, this time 
interval may be set at the discretion of the test devel-
oper; it is not an essential quality of the study. The 
reliability coefficient in an alternate forms design is 
the correlation coefficient between scores earned by 
individuals on the two tests. If the two tests are 
administered basically back to back—one after the 
other or on consecutive days—the reliability coeffi-
cient is considered to be a coefficient of equivalence; 
it represents the degree to which the two tests are 
parallel or equivalent. If the time period between the 
two tests is extensive enough to resemble the test–
retest method, then the reliability coefficient is con-
sidered to be a coefficient of stability and 
equivalence. (Two to 3 weeks is a frequently recom-
mended time interval between the two testings.) 
Thus, the two factors that are most important in 
assessing the reliability of scores emerging from a 
psychological test (sampling of times and sampling 
of content) are both embodied in this latter method.

A high alternate forms reliability coefficient indi-
cates that the tests appear to be measuring the same 
underlying true scores. If both tests do a reasonably 
good job of measuring the true scores, the reliability 
coefficient, defined as the correlation coefficient 
between the scores resulting from the two alternate 
forms, will be high. A low coefficient may indicate 
one or more of several possibilities. The tests may 
not measure the same construct. One test form— 
or both—may simply not measure the construct 

adequately. Equivalent means, variances, and diffi-
culty levels (in the case of cognitive measures) are 
also important.

As with the test–retest method, differences in 
administration of the two test forms will reduce the 
reliability coefficient. Differences in the scoring of 
the two forms will similarly reduce the reliability, 
but one should note that scoring differences may be 
even more prevalent in the alternate forms method 
than in the test–retest method because the different 
set of questions may necessitate different scoring 
strategies.

The major difference between test–retest and 
alternate forms is the notion of the content sam-
pling. An example demonstrates this concept. Think 
of a vocabulary examination given in a foreign lan-
guage class. The teacher would probably not be able 
to assess the students on all of the words that they 
were required to learn. Therefore, the teacher would 
intend to sample some of them: The teacher might 
administer a test of 50 English words for which the 
students must provide the foreign-language equiva-
lents. Although the teacher could administer such 
an examination on a second occasion and perform a 
test–retest procedure, the results of the second test-
ing would probably not be seen as a representative 
sample of the vocabulary domain in that the stu-
dents had seen them already. To check the alternate 
forms reliability of the test, one would take a second 
sample of 50 English words, corresponding to words 
that the students learned in the foreign language. 
The teacher might even choose to match the same 
number of nouns, verbs, adjectives, and so forth on 
the second test. Thus, the reliability of the test 
would be seen as how well one test form correlates 
with another; in this instance, the correlation is 
between performance on the two test forms. As in 
the case of test–retest reliability, the correlation 
coefficient between scores earned on the two mea-
sures is the reliability coefficient.

Because alternate forms reliability, as with test–
retest reliability, may involve a period of time 
between the two testings, differences in scoring, and 
so forth, a psychologist describing an alternate forms 
study (such as in a manual describing the test) 
should enumerate the conditions under which the 
reliability study was performed, with an emphasis on 



Kurt F. Geisinger

32

the amount of time between the two test administra-
tions and any other factors that might have elevated 
or depressed the correlation. In conclusion, few non-
cognitive and low-stakes cognitive tests have alter-
nate forms, and not many tests have been subjected 
to reliability studies of the alternate forms type. It is 
expensive to design and build an alternate form, 
especially when one of these forms may not be mar-
ketable (because a single test form suffices for many 
uses). Doubling the costs of examination develop-
ment simply to provide psychologists with an esti-
mate of reliability may not be defensible in many 
situations. The expenses involved in building alter-
nate forms of a measure are high enough, and the 
difficulties inherent in having examinees be exam-
ined twice have led to methods for assessing reliabil-
ity using only a single testing, as described next.

Internal Consistency Methods
Several methods for estimating test reliability are 
internal consistency methods. Each of these meth-
ods relies on estimating the reliability of a test from 
a content sampling perspective. Unlike the previous 
two methods, internal consistency methods do not 
require the administration of two testings; each of 
these methods looks at the similarity of examinees’ 
responses to various subdivisions of the same test. 
Such subdivisions may be as large as one half of the 
entire test or as small as a single test item.

Internal consistency methods share with the 
alternate forms approach the reliance on content 
sampling. Whereas the alternate forms approach 
compares the results of one test form with those of 
another, internal consistency looks at the agreement 
among different parts of the same test. When these 
parts are large (e.g., one half of the test), the internal 
consistency method closely approaches the alternate 
forms method. When the parts of the test are small 
(e.g., individual items), the similarity is still present, 
although less obvious. Furthermore, internal consis-
tency methods, as with alternate forms reliability, 
conceptualize reliability primarily in terms of con-
tent similarity, but internal consistency methods 
require only a single testing and therefore do not 
entail the building, administering, and scoring of 
two test forms. Thus, this approach allows one to 
estimate reliability using a single test rather than 

multiple administrations of identical or alternate 
forms. The magnitude of such an advantage should 
be obvious.

The major disadvantage of these methods is that 
the reliability coefficients solely reflect content sam-
pling and are not sensitive to time sampling. Inter-
nal consistency techniques may be divided into two 
basic types: split-half techniques and item homoge-
neity techniques. One should note that the split-half 
techniques preceded the homogeneity techniques 
historically, and, as one might expect, the split-half 
methods are considerably less complex computa-
tionally than the homogeneity techniques because 
they were developed largely before the advent of 
computers and software. The homogeneity 
approaches subsume the split-half ones; they are 
essentially more generic approaches to estimating 
internal consistency reliability than the split-half 
approaches. Therefore, the distinction between 
split-half and homogeneity techniques is more 
apparent than real. Yet the distinction is made for 
purposes of organization.

Split-half techniques. The simplest of the inter-
nal consistency methods are the split-half methods. 
These methods use the logic of the alternate forms 
approach by artificially dividing a test into two test 
halves. The logic of this approach is that if both test 
halves measure the same quality, examinees should 
earn comparable scores on each test half; to the 
extent that such a finding results, the test is seen as 
being reliable (internally consistent). It is reliable 
because the two test halves yield comparable infor-
mation about the person’s level of performance. The 
two test halves operate essentially as parallel forms 
of a test, although correlating the two halves would 
only provide the reliability of one half of the test.

Typical approaches for forming the test halves 
are (a) to match items for content and difficulty on 
each test half or (b) to divide the test by placing 
alternate items or test segments into differing test 
halves. This latter method is most common, espe-
cially when the test is artificially divided into odd- 
and even-item sections for purposes of the reliability 
analysis; all items are nominally placed into their 
respective test half for purposes of scoring depend-
ing on whether the item number is odd or even.  
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If items are organized throughout the test, either by 
difficulty or content, then splitting the test into odd 
and even halves provides a reasonably easy and 
equivalent matching of test halves. The correlation 
coefficient relating the two test halves represents 
only the reliability of test halves; the coefficient that 
results is an equivalence coefficient, much as in the 
case of the alternate forms approach, because it 
assesses the degree to which the two test halves 
appear to measure the same quality.

Several statistical methods can be used to com-
pute a reliability coefficient from the two half-test 
scores. Two methods are presented: the common 
split-half method and the Guttman method. The 
most frequent method used is the common split-half 
method. Table 2.1 demonstrates this method. First, 
the correlation coefficient between the two (typi-
cally, the odd and even) test halves is computed. 
However, as noted earlier, this correlation coefficient 
represents the reliability coefficient for each test half 
rather than for the entire test. An adjustment known 
as the Spearman–Brown prophecy formula is then 
applied to the resulting correlation coefficient. The 
Spearman–Brown formula was developed indepen-
dently by two researchers to show quantitatively the 

commonsense notion that the more information one 
knows about a person, the more reliable judgments 
about that person will be (Brown, 1910; Spearman, 
1910). Operationally, the longer the test is, the more 
reliable the test data will be. The reliability coeffi-
cient calculated in Table 2.1, .892, indicates that 
almost 90% of the variance of the test results from 
differences in examinee true scores.

The general Spearman–Brown formula for esti-
mating the new reliability after a change in test 
length is
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where rnn is the estimated reliability coefficient after 
the change in test length, rxx is the reliability coeffi-
cient before the change (such as for a test half), and 
k is the change in test size. The term k is used as fol-
lows: If a test has 50 items and the psychologist is 
anticipating increasing it to 100 items, k would be 2. 
If the psychologist was considering shortening it to 
25 items, then k would be 0.5. The special case of 
the Spearman–Brown formula for computing the 
split-half reliability coefficient is easy to determine 
by substituting 2 for k in Equation 2.6:

r
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rxx
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oe

=
+
2

1
, (2.8)

where rxx is the reliability coefficient for the entire 
test and roe is the correlation coefficient between the 
odd and even halves of the test (or any other split of 
the test into halves). Thus, if two test halves corre-
late at .50, then when these two halves are com-
bined, the reliability of the entire test would be .67.

This approach to estimating test reliability is rel-
atively easy, and many test manuals report test reli-
abilities of this type; computation is relatively easy, 
only one test form is needed, and only one test 
administration is required to estimate the test’s reli-
ability. One problematic assumption of the Spearman– 
Brown formula is that there are equal variances for 
each of the halves. When the variances of the two 
test halves are unequal, the Spearman–Brown for-
mula will yield overestimates of the test reliability 
(Cronbach, 1951; Gulliksen, 1950). Therefore, 
other methods to estimate the total test reliability 
have been developed. Two of these, the Guttman 

TABLE 2.1

Reliability by the Common Split-Half Method

Individuals Odd-item score

Even-item 

score Total

Vincent 24 20 44
Marie 14 18 32
Jay 19 22 41
Joseph 18 19 37
Gardner 23 24 47
Dorothy 22 24 46
Paul 15 18 33
Anne 24 25 49
Lee 23 25 48
Susanne 16 18 34

Note. Correlation coefficient between odd and even test 
halves = .805

Spearman-Brown adjustment:
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Reliability of the entire test = .892.
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(1945) and the Rulon (1939) methods, yield identi-
cal estimates of the reliability coefficient and are not 
troubled by differences in the variances of the two 
halves. The Rulon formula is not presented here; 
similarly, one may read about the development of 
the Guttman formula in Guttman (1945) and Haer-
tel (2006). The formula itself is

r
r s s

sxx
oe o e

t

=
4

2

* *
, (2.9)

where rxx is the total test reliability, roe is the correla-
tion between the odd and even test halves, so is the 
standard deviation of the odd subtest, se is the stan-
dard deviation of the even half, and st

2 is the vari-
ance of the total test.

In Table 2.2, the same data as in Table 2.1 are 
used to provide an example of the Guttman formula. 
One should consider the notion of error variance in 
the Rulon (1939) or Guttman (1945) approaches. 
Essentially, anything that leads to differences in the 
scores of examinees from one half to the other con-
tributes to the error variance. Note in Table 2.2 that 
the variances between the odd- and even-item test 
halves differ. This difference is what leads to a lower 

Guttman reliability than is found for the same test 
data with the common split-half method seen in 
Table 2.1.

A caution regarding the use of split-half reliabil-
ity coefficients is in order. Cognitive-type tests differ 
as being either power tests or speed tests. A true 
power test is one in which time is not a factor in 
examinees’ performance; basically, there is no time 
limit, and the examinees have all the time they need 
to complete the examination. A true speed test is 
one in which the sole determinant of test perfor-
mance is how fast an examinee performs. Items are 
of trivial difficulty if examinees have adequate time. 
(Tests administered for some clerical positions are 
true speed tests.) Most educational achievement 
tests, group intelligence tests, and industrial tests of 
similar variety are to a greater extent tests of power 
than tests of speed. Split-half methods of estimating 
test reliability are not appropriate for tests that are 
speeded. In a truly speeded test, an individual’s 
score is largely determined by how far he or she 
gets. Typically, a person answers every question 
attempted correctly but then misses all items after 
the final attempted item. Thus, a simple rule is to 
avoid using split-half formulas when the test in 
question is highly speeded (i.e., considerably more 
than just having a time limit). A preferable approach 
under such circumstances is to use the alternate 
forms approach or perhaps the test–retest method. 
Of course, an even simpler reason relates to the fact 
that these techniques were developed at a time when 
computations were difficult. Given today’s comput-
ing power, there is generally no reason to use a split-
half approach. Split-half reliability continues to be 
taught both for historical reasons and to introduce 
the concept of more general internal consistency 
approaches; it is unfortunate, therefore, that so 
many test authors and publishers continue to use 
this approach to justify the reliability of scores 
emerging from their measures.

General internal consistency techniques for test 
items. It is clear that dividing a test into two 
seemingly parallel halves is an attempt to estab-
lish equivalence within a single test. The question 
of how to divide a test (e.g., odd vs. even, some 
content-equated splitting) to establish what might 

TABLE 2.2

Reliability by Guttman Split-Half Method

Individual Odd-item score

Even-item 

score Total score

Vincent 24 20 44
Marie 14 18 32
Jay 19 22 41
Joseph 18 19 37
Gardner 23 24 47
Dorothy 22 24 46
Paul 15 18 33
Anne 24 25 49
Lee 23 25 48
Susanne 16 18 34
Variance 15.07 9.12 43.66
Standard 

deviation
3.88 3.02 6.61

Note. Correlation (between odd and even) = .805. 
Guttman reliability = 

r
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t

=
∗ ∗

= ∗ ∗ ∗ =
4 4 805 3 88 3 02

43 66
864

2

. . .

.
. .



Reliability

35

be considered satisfactory test halves is not easily 
answered. Reliability coefficients calculated when a 
test is split in differing ways are likely to differ, some-
times appreciably. How does a test constructor know 
which to use? And how does a test user know with 
certainty that the author of the test manual has sim-
ply not split the test a number of ways, calculated the 
various split-half coefficients, and then reported the 
highest? Also, the frequent failure to meet the com-
mon split-half method assumption that the variances 
of the two test halves be equal (when using psycho-
logical tests) explains the development of the Rulon 
(1939) and Guttman (1945) split-half approaches. It 
should be obvious that split-half estimates of the reli-
ability of a test, using any of the split-half methods, 
will typically lead to different estimates of the test’s 
reliability depending on how the test was actually 
divided (or split) into two halves.

The alternate forms approach to reliability yields 
a coefficient of equivalence when the two test forms 
are administered in close temporal proximity. The 
largest influence on the differences in scores across 
the two tests is assumed to be the difference in con-
tent sampled by the two test forms. Internal consis-
tency methods—split-half and other internal 
consistency methods—look instead at the degree to 
which examinee performance is consistent across all 
the items making up a single test form. The various 
split-half methods are similar to the alternate forms 
approach in that they attempt to establish equiva-
lence of test halves by inspecting differences in 
scores on large segments of the examination. The 
more general homogeneity approach to internal con-
sistency looks at the comparability of performance 
across all the items making up a given test. Note that 
the emphasis is not on the homogeneity of the con-
tent, appearance, or format of the questions but on 
the homogeneity of examinee performance. Two pri-
mary factors determine the homogeneity of a test: 
the number of items on the test and how highly the 
various items correlate with each other. Thus, the 
more items on a test, the better the estimate of how 
well an individual would do if he or she took all 
items that could possibly be administered; hence, 
the consistency of the total test scores would be 
high. Recall that the homogeneity methods of esti-
mating test reliability follow the principles of the 

domain sampling model. Their goal is to estimate an 
individual’s true score. Simply put, the more appro-
priate the observations made, the better the estimate 
of true scores. Hence, as test length increases, true 
variance increases relative to error variance, with a 
resultant increase in the reliability coefficient. The 
other major factor is the interitem correlations; this 
factor is largely dependent on the similarity of items 
in terms of their psychological and knowledge 
demand characteristics. That is, items that call on the 
same abilities, skills, and experience are likely to be 
responded to similarly by the individual examinees.

An example may make this point more clear. 
Suppose there are two tests of introductory 
French—tests such as would be administered to stu-
dents in a first course in French. One test could sim-
ply be a test of vocabulary; some words are provided 
in English, and students are expected to provide the 
corresponding French word, and other words are 
provided in French, and students give the English 
translation. The second test might provide the same 
vocabulary items along with a paragraph to be trans-
lated, some questions about French grammar, some 
questions about proper word use, and perhaps even 
an oral component in which the student is expected 
to read a small section of French literature aloud. 
Although one would expect students who do well 
on one component of the second test to also do well 
on others, would the expectation not be that the 
responses on the former test items would be more 
similar than those on the latter, given that the con-
tent is more similar? That is, it is easier to imagine a 
student who knows vocabulary and grammar but 
cannot translate selections or speak French aloud 
than it is to imagine a student who knows some 
words and not others in a haphazard manner. Thus, 
if the domain represented by a test is itself rather 
heterogeneous, a lower reliability coefficient is likely 
to result than if the domain were rather tightly 
defined and each item seemed to measure the same 
psychological quality.

How broad versus how narrow a construct is also 
affects the homogeneity of a domain. This factor 
relates to the narrowness versus the conceptual 
breadth of the measure and its associated construct. 
If one is trying to measure something that is rela-
tively narrow (e.g., self-esteem in algebra), item 
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content is highly similar and item intercorrelations 
are likely to be quite high. However, a construct such 
as general self-esteem has very diverse manifestations, 
and thus the item content is generally quite heteroge-
neous. In this situation, item intercorrelations are 
expected to be lower, and thus more items are needed 
for precise measurement. In fact, if the construct is 
overly narrow, a researcher could derive a highly pre-
cise measurement of a substantive nothing.

The types of reliability coefficients discussed 
next are all indices or coefficients of homogeneity. 
Unlike the split-half methods, most yield identical 
estimates of reliability, given the same test data. 
Rather, these indices differ in that they are each 
aimed at different special uses.

Coefficient alpha. The classic method of assess-
ing the reliability of a test in a homogeneity sense 
is coefficient alpha. Coefficient alpha (Cronbach, 
1951) circumvents the problem of how to split a test 
into two halves because it is mathematically equiva-
lent to the average of all the reliability coefficients 
that would be computed if the test were split into 
every possible pair of halves (as calculated using 
the Guttman [1939] or Rulon [1945] methods). An 
advantage of using coefficient alpha is that items can 
be scored on almost any kind of interval scale–level, 
numerical basis; therefore, this index is often used 
to assess the reliability of essay tests and attitude 
scales on which responses are scored, for example, 
on 1-to-5, 1-to-7, or 1-to-10 bases. Coefficient alpha 
is generally the procedure of choice when the inves-
tigator is interested in the homogeneity among a set 
of test items making up a test. It is appropriate any 
time the component parts of a test are summed to 
form a composite score, as in the case of most edu-
cational and psychological tests. The mathematics 
of the development of coefficient alpha are beyond 
the scope of this handbook; particulars concerning 
coefficient alpha may be found in Cronbach (1951), 
Nunnally (1978), or Cortina (1993). However, the 
conceptual approach inherent in alpha is simple; the 
logic behind coefficient alpha is that items that make 
up a test and that correlate highly among themselves 
contribute more to the variance of the overall test 
scores than do items that do not correlate highly 
with each other. Thus, true variance is that variance 
that is shared by the items composing the test, the 

common thread of the test that causes an examinee’s 
performance to be good, medium, or poor. Error is 
defined as anything that influences examinee perfor-
mance on particular items other than the construct 
or psychological characteristic underlying the test. 
Coefficient alpha is calculated as follows:
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where rxx is the reliability coefficient (in this case, 
coefficient alpha), k is the number of scores being 
included in the overall test score, si

2∑  is the sum of 
the item variances, and sx

2  is the variance of the 
overall test scores. This method of assessing a test’s 
reliability is easy to calculate using a computer and 
is almost always preferable to the various split-half 
methods in most instances. Table 2.3 provides an 
example of the computation of coefficient alpha. 
The coefficient computed in Table 2.3, .93, indicates 
that the items appear quite homogeneous. Thus, 
much of the variation in items is not unique to those 
specific items and is rather shared among them. 
Lengthening a test invariably increases the internal 
consistency reliability and is the most common  
suggestion for increasing this form of reliability. 
Another suggestion is to consider item analysis data 
and remove those items that do not share high cor-
relations with other items or the test as a whole,  
as is explained in Chapter 7 of this volume. Feldt 
(1969, 1980) has presented statistical tests that  
coefficient alpha is equal for test scores emerging 
from two different tests.

Coefficient alpha is sometimes seen as a measure 
of unidimensionality, that is, that the test is well 
represented by a single underlying factor (see Chap-
ter 5, this volume, on the factor analysis of tests and 
items). This interpretation is generally not accurate 
(Cortina, 1993; Green, Lissitz, & Mulaik, 1977). 
Under some circumstances, coefficient alpha can be 
large even when the test clearly measures several 
distinct but correlated factors. Because alpha can 
appear reasonably high even when the measure 
under consideration is multidimensional (if those 
dimensions are highly intercorrelated), one must 
question its use in corrections for attenuation 
(Schmitt, 1996). Also, when tests are composed  
of many scales and an overall alpha reliability  
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coefficient is provided, such indices as well as their 
intercorrelations should also be provided for the 
individual scales.

Several criticisms of alpha have appeared in 
recent years (e.g., Bentler, 2009; Green & Yang, 
2009; Hattie, 1985; Sitjsma, 2009). Criticisms of 
coefficient alpha have centered on the just-noted 
fact that it is a poor index of item unidimensionality 
and, because of this factor, provides a lower bound 
estimate of the internal consistency reliability of a 
set of test scores (Graham, 2006). Structural equa-
tion modeling (and factor analyses; see Chapter 5, 
this volume) has permitted investigations into the 
structure of tests. In fact, it has become clear that 
coefficient alpha and most other internal consis-
tency estimates of reliability require a variety of 
assumptions (Raykov, 1997). When the items com-
posing scores emerging from a measure are not uni-
dimensional, the resultant analyses can lead to 
inaccurate estimates of internal consistency (Miller, 
1995). In this chapter, parallel testing and domain 
sampling models have been presented; recent 
research has subdivided these models into tau-
equivalent, essential tau-equivalent, and congeneric 
models, each of which has somewhat different 
assumptions regarding the degree to which items 
composing a test measure the underlying construct 

equivalently, have equal amounts of error variance 
associated with them, and are essentially differen-
tially precise (Falk & Savalei, 2011; Graham, 2006; 
Raykov, 1997). Cortina (1993) and Schmitt (1996) 
attempted to reconcile questions about the appropri-
ateness of coefficient alpha by suggesting that the 
internal consistency of a set of items includes two 
considerations: item internal consistency and homo-
geneity of items. The former relates only to the sta-
tistical relationships among items and the latter to 
unidimensionality; alpha is appropriate for the for-
mer but not the latter.

Other internal consistency methods. The com-
monly used index known as the Kuder–Richardson 
formula 20, or K–R 20 (Kuder & Richardson, 
1937), is a special case formula for coefficient alpha, 
appropriate when all the items on a test are scored 
dichotomously—typically either right or wrong. 
Such items are scored numerically as 0 for wrong 
responses and 1 for correct responses and are, hence, 
dichotomously scored. Most objective-type cognitive 
test items (e.g., multiple choice or true–false) are 
scored in this way, and an individual’s resultant test 
score equals the sum of all that individual’s correct 
answers. The only difference between the formulae 
for K–R 20 and coefficient alpha is that the si

2∑  
term in coefficient alpha becomes ∑ pq in the K–R 20; 

TABLE 2.3

Reliability Computation of Coefficient Alpha

Individual A B C D E Total test score

Vincent 10 10 9 9 10 48
Marie 9 9 10 8 9 45
Jay 8 10 10 9 8 45
Joseph 6 5 7 7 8 33
Gardner 10 9 9 8 9 45
Dorothy 8 6 7 8 7 36
Paul 6 6 7 6 7 33
Anne 8 7 7 8 7 37
Lee 9 9 9 10 10 47
Susanne 6 7 7 7 7 34
Variance 2.20 2.96 1.56 1.20 1.36 36.16

Note. These data represent a five-essay final examination. Calculation of coefficient alpha:
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this change follows because the variance of any 
dichotomously scored variable is pq, where p is the 
proportion of examinees who passed (answered cor-
rectly) the item and q is the proportion of examinees 
who fail to answer the item correctly. Hence, the  
use of pq instead of si

2 is simply a straightforward 
substitution.

Interrater reliability. Many kinds of competition 
involve judgments in scoring: diving, gymnastics, 
and extreme sports, for example. After each par-
ticipant performs, the various judges reflect for a 
moment and then each enters or holds up a score 
that they believe appropriate for the previous perfor-
mance. In watching such competition, commenta-
tors have wondered aloud how the judges achieved 
such consistency. In judging such performances, the 
scoring rules, training, and experience in judging 
competition is what permits such consistency. More 
troubling still is when the judges disagree. They may 
be sitting in different places and their line of sight 
(visual perspective) makes the performance look 
different and results in varying evaluations. More 
troubling would be if their personal perspectives on 
the performances or national allegiances differ. That 
such differential perceptions might be held explains 
the existence of scoring rules. Judgments similar 
to those made by judges in athletic competitions 
are made in psychology and education everyday. 
Teachers read term papers and essays; clinicians 
determine which diagnosis to make for a client 
and what kind of treatment to provide. Such deci-
sions demand the analysis of interrater reliability. 
Therefore, many books concerned with educational 
and psychological measurement or reliability dis-
cuss interrater reliability, which is sometimes called 
interrater agreement or scorer reliability, even though 
it is basically just a form of internal consistency 
reliability. This use of reliability appears somewhat 
different from the other methods of estimating reli-
ability, which generally concern objective-type tests. 
It is an interpretive difference, however, and not a 
computational one. That is, although this use of the 
concept of reliability is different, the actual methods 
or techniques have already been discussed and are 
typical of other homogeneity techniques. Without 
exception, these methods simply index how similar 

different judges, typically human judges, are able to 
make ratings or judgments.

As noted, until now techniques that are typically 
used with psychological tests have been presented. 
Such tests often use multiple-choice or other similar 
answer formats in that the examinee chooses which 
of several responses to make. Many of the most 
interesting kinds of psychological measurement do 
not use response methods such as multiple choice. 
Clinical psychologists assessing a client’s personality 
may administer performance-based personality or 
projective tests—that is, they may make inferences 
about the individual’s personality by showing the 
individual unstructured stimuli and asking him or 
her to discuss them; these psychologists are making 
judgments that may or may not be highly struc-
tured. Knowing whether another clinician would 
make similar judgments of the same client is useful 
because it would be difficult to have faith in a psy-
chologist who did not agree with his or her col-
leagues. Such a determination of agreement 
concerns interrater reliability. If there are two 
judges, the calculation of the reliability coefficient 
between the two judges is simply the correlation 
coefficient between two sets of judgments, which, to 
be clear, represents only the reliability of a single 
judge, each set having been made by a judge and all 
the sets of ratings having been made on the same set 
of individuals. Again, the correlation coefficient 
serves as the reliability coefficient. In many 
instances, however, more than two raters are avail-
able to make assessments. In such instances, an 
intraclass correlation typically serves as the reliabil-
ity coefficient. One needs a basic understanding of 
analysis of variance to understand the intraclass cor-
relation; the approach uses a repeated-measures 
analysis of variance design. The theoretical formula 
for the intraclass correlation is

σ2(b) / [σ2(b) + σ2(w)], (2.11)

where s2(w) is the pooled variance within subjects 
and s2(b) is the variance of the scores between raters.

A calculation of the standard intraclass correla-
tion coefficient is beyond the scope of handbook but 
may be found in Chapter 3 of this volume (see also 
Kenny, Kashy, & Cook, 2006; Shrout, 1998; Shrout 
& Fleiss, 1979). However, note that if one considers 
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judges as items on a test, a coefficient alpha reliabil-
ity test can be performed on the judges. The coeffi-
cient that resulted would indicate the reliability of 
their pooled judgments. After all, the ultimate ques-
tion is how homogeneous the judgments of the vari-
ous raters are if the judges’ scores are aggregated. 
The description of any assessment procedure that 
involves expert judgment should include statements 
regarding the interrater reliability that has been 
found for the procedure. Similarly, qualifying 
descriptive information regarding the education, 
training, and experience of the examiners should be 
provided. The scoring of many individual tests is 
reliable when performed under the proper condi-
tions with well-trained scorers, but not under other 
conditions; therefore, providing evidence of interra-
ter reliability would be valuable for all potential 
kinds or levels of users of the assessment procedure.

Various techniques have been developed for 
increasing interrater reliability. The development of 
procedures for proper test administration and scor-
ing are paramount. Training the scorers in these 
procedures is also critical. Studies have demon-
strated the effectiveness of rater training on interra-
ter reliability, although in many cases they are more 
effective in reducing systematic errors in ratings 
rather than so-called random errors. A final impor-
tant consideration involves the number of raters or 
observers. Increasing the number of scorers making 
quick assessments typically increases the reliability 
to a greater extent than will having each scorer 
spend more time in making the assessment (God-
shalk, Swineford, & Coffman, 1968). This last con-
sideration makes common sense.

A caution is needed regarding a frequent use of 
interrater reliability in the modern world. This use is 
in conjunction with the use of videotape equipment 
and other observational equipment that preserve 
images and sound digitally. For example, a test 
development researcher may videotape examiners 
assessing some youngsters using an experimental 
intelligence test. Then, to assess the interrater reli-
ability of the instrument, the researcher shows the 
videotapes of individual testing sessions to other 
examiners and asks them to score the examination 
performance that they have seen on the tape. Such a 
procedure would probably lead to an overestimate 

of the test’s reliability. The reason for this overesti-
mate is that when one administers a test, one makes 
all the decisions relating to both administration and 
scoring. When one scores videotaped assessments 
administered by another examiner, the variability 
resulting from administration has been removed and 
only differences due to scoring remain.

When observers are categorizing behavior rather 
than rating it on a scale, the percentage of agreement 
among raters is often provided. Such an index is 
important when one is concerned with the percent-
age of absolute agreement. However, this index suf-
fers from overestimations when the probability (or 
base rate) of assignment into the different categories 
is high. In fact, when the base rate for one or more 
categories is quite high, the reliability as portrayed 
by percentage of agreement is an overestimate, and 
the kappa index is recommended. The kappa index 
(Fleiss, 1981) adjusts the proportion of cases in that 
there is agreement for chance agreements.

SUMMARY OF THE APPROACHES TO 
ESTIMATING RELIABILITY

The various approaches to reliability that have been 
described in this chapter may be differentiated using 
several concepts or dimensions. Probably the most 
important distinction between the various methods 
relates to what various techniques’ primary source 
of error variance is. That is, the various methods dif-
fer largely in terms of the variables that contribute to 
or define measurement errors. These primary 
sources of error are shown in Table 2.4. Among the 
primary sources of error variance are time sampling, 
content sampling across test forms, content sam-
pling across test halves, content sampling among 
items, and differences among raters.

Projecting which kind of reliability coefficient 
will be highest for any given test is difficult. One 
sometimes hears rules, such as that test–retest reli-
ability coefficients tend to be higher than internal 
consistency coefficients, but these rules only apply 
to a given psychological construct or set of con-
structs. No rule applies across the board. One must 
simply consider the differences about which a test 
user must generalize. Then, an honest, professional 
test developer will perform a reliability study that 
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provides the evidence (e.g., stability, content sam-
pling) appropriate to the potential users.

The various approaches to reliability may also be 
distinguished on other dimensions. In considering 
only those appropriate for traditional educational 
and psychological tests, there are two distinctions: 
how many test forms are needed and whether one or 
two test administrations are required. Only the alter-
nate forms approach, whether the second test form 
is administered after waiting a time interval or not, 
uses two forms. However, two test administrations 
are required by the test–retest method, and the alter-
nate forms approach (coefficients of stability and 
equivalence) is used. In many testing situations in 
education and psychology, more than one form is 
already needed, especially in some annual testing 
programs in the schools and with admissions mea-
sures in higher education. Only one test administra-
tion is required by all the internal consistency 
methods (split-half techniques, coefficient alpha, 
and the Kuder–Richardson formulas) and the alter-
nate forms approach (coefficient of equivalence). 
Among the internal consistency methods, two addi-
tional distinctions may be made: whether the test is 
simply divided into halves or whether it is studied at 
the item level, and whether items must be dichoto-
mously scored or not. In regard to the former dis-
tinction, the common split-half, Rulon, and 
Guttman approaches may only be used with test 
halves; coefficient alpha and the Kuder–Richardson 
formulas use individual item data. The Kuder– 
Richardson formulas may only be used when all 
items are scored as either 0 or 1. All other formulations 

may be used with items scored in any numerical 
manner. Again, the recommendation is that split-
half approaches no longer need be considered; this 
author has not encountered a situation in which 
alpha is not preferable.

CONCLUSION

Reliability has long been one of the premier foci in 
the evaluation of tests by analyzing the consistency 
of test scores that result from test administration. 
Reliability represents a set of procedures that have 
been quite stable over the past century of psycholog-
ical testing. In Brennan’s (2006) words, “The generic 
definition of reliability has remained largely intact—
namely reliability refers to the consistency of scores 
across replications of a measurement procedure”  
(p. 5). Indeed, in recent years, there have been psy-
chometric advances in the understanding of internal 
consistency reliability with the advent of structural 
equation modeling. Most of these advances were 
foreshadowed by Cronbach (1951) himself in his 
original article describing coefficient alpha. He per-
ceived the need at that time for multiple types of 
reliability coefficients: alpha, beta, gamma, and so 
on. However, once he was the primary individual in 
the development of generalizability theory (Cron-
bach, Gleser, Rajaratnam, & Nanda, 1972), he did 
not see the need to explore these other approaches 
in as much depth (Brennan, 2006; Cronbach, 2004).

Reliability applies to test scores rather than tests 
per se. Many have recognized, however, that it is 
easy to fall into the trap of talking about a test as 

TABLE 2.4

Primary Sources of Error Variance Implied by the Varying Approaches to Reliability

Approach to reliability Source of error variance

Test–retest (coefficient of stability) Time differences
Alternate form (coefficient of equivalence) Content differences across test forms
Alternate form (coefficient of stability and equivalence) Content differences across test forms
Time differences
Split-half across test halves Content differences
Homogeneity (coefficients of internal consistency: coefficient alpha  

and Kuder–Richardson)
Content differences within the test

Interrater Rater differences
Generalizability Any of the above
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being reliable or unreliable. When one consistently 
finds reliable scores emerging from the administra-
tion of a given test, it is not surprising that one 
refers to the test as reliable. Although technically 
incorrect, it is also common parlance. One should 
be attentive to portraying reliability as a characteris-
tic of scores rather than of a test. Nevertheless, there 
are tests that commonly generate reliable scores and 
those that do not.

In this chapter, the focus has been on the differ-
ent types of reliability based on the methods used to 
estimate the reliability of scores (e.g., test–retest, 
alternate forms, internal consistency). Over the 
years, this author has heard too many psychologists 
refer to a test as reliable on the basis of an internal 
consistency coefficient and then infer that the test 
scores are stable over time. Just as there are different 
types of inferences in terms of validity (see Chapter 
4, this volume), there are different types of inference 
related to the various methods to estimate reliability. 
Researchers and scholars need to be careful about 
making incorrect inferences. Moreover, split-half 
reliability, which was discussed at length in this 
chapter, should be seen primarily as a historical 
approach to estimating reliability; it was invented at 
a time when computers and even optical scanning 
devices did not exist. There is simply no reason to 
use these procedures today. Having said that, in the 
preparation of the Mental Measurements Yearbook 
(e.g., Geisinger, Spies, Carlson, & Plake, 2007), the 
Buros Center for Testing staff has still found that 
during early years of the 21st century, between 20% 
and 30% of test manuals provide such evidence.

Reliability will continue to be a primary tech-
nique for the evaluation of measures. Its primary 
roles continue to be as a necessary requirement for 
the assessment of validity and as information to be 
used in construct validation studies.
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ThE GEnErAlIzABIlITy  
of TEST SCorES

Edward W. Wiley,  Noreen M. Webb, and Richard J. Shavelson

A company wants to design an instrument to 
assess specific aspects of anxiety among children 
whose parents are going through divorce. They 
design a number of tasks in which a trained coun-
selor could interact with the child in one of a vari-
ety of play situations (e.g., drawing pictures, 
conversing with hand puppets). They realize that a 
given child’s measured anxiety might vary depend-
ing on the counselor with whom the child inter-
acts, the play situation presented, or the occasion 
on which the play situation occurred. How many 
types of play situations must be given over how 
many occasions to dependably measure the level of 
a child’s anxiety?

The U.S. Army wants to train its soldiers in how 
to best interact with individuals from a different cul-
ture during field operations. At the end of an exten-
sive training period, trainees participate in several 
simulations during which they are presented with a 
situation typical of those encountered in the field, 
with paid actors posing as members of the other  
culture. The entire simulation is rated along several 
dimensions by expert judges. How many judges 
should rate each session? How many simulations are 
needed to get a good estimate of a trainee’s likely 
response in an actual field situation?

The two preceding examples involve studies of 
reliability—that is, the degree to which scores are 
consistent across multiple conditions (e.g., items, 
judges, tasks, testing occasions). This chapter  
details one theory for addressing such question:  
generalizability theory (Cronbach, Gleser, Nanda, & 
Rajaratnam, 1972).

GENERALIZABILITY: MOTIVATION  
AND BASIC CONCEPTS

Consider the following example. Contemporary 
educational policy initiatives are increasingly 
focused on improving teacher effectiveness—the 
measurement of which is increasingly contentious. 
Current initiatives rely heavily on value-added mod-
els based on student standardized test scores to mea-
sure teachers’ contribution to their students’ test 
score gains (Braun, Chudowsky, & Koenig, 2010). 
Assessments based on teachers’ work samples (e.g., 
lesson plans) represent an alternative measure of 
classroom teachers’ skills. Scoring such assessments 
is more complex than scoring the multiple-choice 
items common to standardized assessments, how-
ever. Such work samples must be rated, usually 
against a standard scoring rubric; if raters vary in the 
stringency with which they score, such variability 
will affect a teacher’s overall assessment score. Fur-
thermore, individual teachers’ work samples may 
vary; for example, three lesson plans submitted by 
the same teacher would likely receive different 
scores. Score variability resulting from factors other 
than differences in teachers’ skills is clearly prob-
lematic; the aim of reliability analysis is to estimate 
the degree to which scores are consistent across 
multiple raters, measurements, and other sources  
of variability.

Cronbach et al. (1972) developed generalizability 
(G) theory as a framework for examining the consis-
tency of behavioral measurements (see also Bren-
nan, 2001; Shavelson & Webb, 1991). G theory 
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provides a framework for modeling factors that con-
tribute to score variability. To what degree do the 
particular aspects of individual tasks or differences 
in stringency among raters contribute error variabil-
ity to observed scores? To improve an assessment’s 
reliability, is one better off (a) increasing the num-
ber of assessment tasks, (b) having it scored by a 
greater number of raters, or (c) some combination 
of the two?

Quoted in a volume in his honor (Snow & 
Wiley, 1991), Cronbach looked back on G theory as 
“a tapestry that interweaves ideas from at least two 
dozen authors, giving the contributions a more sig-
nificant pattern” (p. 394). Most prominent in the 
tapestry of G theory is the greater flexibility in mod-
eling measurement reliability than with the reliabil-
ity methods of one of the interwoven ideas, classical 
test theory. The general classical test theory model 
treats individuals’ observed scores, Xpi, as the sum of 
two independent components: individuals’ true 
scores, Tp (representing stable or nonrandom indi-
vidual differences), and measurement error epi:

Xpi = Tp + epi, (3.1)

where Xpi is individual p’s observed score on test 
item i, Tp is the individual’s true score, and epi is that 
individual’s inconsistent performance or error on 
test item i.

If individuals’ observed scores vary little from one 
condition to the next, then the magnitude of measure-
ment error must be small, and a given observed score 
may be taken as a reliable estimate of that person’s 
true score. If, however, individuals’ observed scores 
vary a great deal from one condition to the next, then 
the magnitude of measurement error must be large, 
and a given observed score cannot be considered a 
reliable estimate of that individual’s true score. In the 
former case, reliability is considered high, whereas in 
the latter reliability is considered low.

Reliability is more formally taken to represent 
the proportion of observed score variance ( )σX pi

2  
resulting from variance among people’s true scores 
( )σTp

2  as opposed to variance attributable to other 
sources ( )σepi

2 . Classical test theory reliability treats 
measurement error as a single random score compo-
nent; factors to which this measurement error might 
be attributed are not individually specified. G theory 

extends the classical test theory notion of reliability 
by providing for the modeling of error variation as 
attributable to multiple systematic sources of score 
variability (such as differences in rating stringency 
among raters or variability in task difficulty) as well 
as those that remain unknown, and by providing for 
estimation of the magnitude of each.

In G theory, a single behavioral measurement 
(such as a rating from a performance assessment) is 
conceived of as a sample from a universe of admissi-
ble observations, which consists of all possible 
observations on an object of measurement (typically 
a person) that a decision maker considers to be 
acceptable substitutes for the observation in hand. 
Each characteristic of the measurement situation 
(e.g., assessment task, rater, alternative test form, 
test item, test occasion) is called a facet. Individual 
instances of a facet (such as a particular assessment 
item or a particular rater, analogous to a factor in 
analysis of variance [ANOVA] models) are termed 
conditions (analogous to the levels of factors).

To evaluate the dependability of behavioral mea-
surements, a generalizability (G) study is designed 
to isolate and estimate variation resulting from the 
object of measurement and as many facets of mea-
surement error as is reasonably and economically 
feasible. A decision (D) study uses the information 
provided by the G study to design the best possible 
application of the measurement for a particular pur-
pose. In planning the D study, the decision maker 
defines a universe of generalization, the set of facets 
and their conditions to which he or she wants to 
generalize, and specifies the proposed interpretation 
of the measurement. The decision maker uses the 
information from the G study to evaluate the effec-
tiveness of alternative designs for minimizing error 
and maximizing reliability. In doing so, G theory 
distinguishes between decisions that concern the rel-
ative ordering of individuals (i.e., norm-referenced 
interpretations of test scores) and those focused on 
the absolute level of each individual’s performance 
independent of others’ performance (i.e., criterion- 
or domain-referenced interpretations).

In this chapter, we describe the conception and 
estimation of reliability in the framework of G the-
ory. Throughout the chapter, we demonstrate vari-
ous concepts using the example of a work-sample 
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assessment of mathematics and science lesson plans 
completed by preservice teachers as part of their 
teacher education programs (e.g., Schalock, Scha-
lock, & Ayres, 2006). For example, consider 20 pre-
service teacher candidates enrolled in a university 
practicum course who submit as part of their train-
ing four separate lesson plans, each of which was 
scored holistically (on a scale ranging from 1 to 4) 
by the same two independent raters.1 This example 
involves measurement of teacher skills; analogues in 
psychological measurement are simple to conceive 
of. For example, Gleser, Green, and Winget (1978) 
assessed the generalizability of measures of psycho-
logical impairment of disaster survivors. In the 
study, disaster survivors (here analogous to teacher 
candidates) participated in two independent inter-
views (here analogous to lesson plans), and each 
interview was rated along several dimensions by two 
independent raters (as in the preceding example).

GENERALIZABILITY ANALYSES OF 
TEACHER LESSON PLAN RATINGS

For our pilot study example, consider a universe of 
admissible observations consisting of combinations 
of lesson plans (hereinafter termed tasks; t) and 
raters (r). The decision maker (such as a program 
faculty member) is interested in the performance  
of teacher candidates (hereinafter termed persons) 

drawn from a particular population. The object of 
measurement, then, is persons. Person is not a 
source of error; hence, it is not considered a facet. 
Assume each teacher candidate’s lesson plan was 
rated holistically by two independent raters. In G 
theory, one might refer to such a study as having a 
person × task × rater, or p × t × r, two-facet 
crossed random effects design in which all persons 
perform all tasks and their performance is scored by 
all raters (see Table 3.1).

Looking ahead, if each teacher’s lesson plan 
scores vary little from one condition (i.e., combi-
nation of task and rater) to the next, then each 
teacher’s observed score must be close to his or 
her true score. Hence, assuming teachers vary in 
their true scores, score reliability must be high. If, 
however, each teacher’s lesson plan scores vary 
substantially from one condition to the next, then 
the correspondence between observed and true 
scores must be minimal, error must be substan-
tial, and as a consequence reliability must be low. 
As we will show, providing a framework for esti-
mating score reliability is but one of the benefits 
of G theory.

Modeling Observed Score  
Components
In the lesson plan example, each observed lesson 
plan score (Xptr) can be decomposed into effects 

1The design described here is simple so as to help us demonstrate basic concepts; in practice, work samples are rated according to a much richer set 
of criteria (rather than merely given a holistic rating). As the chapter progresses, certain aspects are made complex and thus the example will more 
closely resemble G studies common in such contexts.

TABLE 3.1

Lesson Plan Pilot Assessment Example: Random-Effects, Crossed Person × Task × Rater Design

Teacher  

lesson plan

Rater 1 Rater 2

Task 1 Task 2 Task 3 Task 4 Task 1 Task 2 Task 3 Task 4

1 X1,1,1 X1,2,1 X1,3,1 X1,4,1 X1,1,2 X1,2,2 X1,3,2 X1,4,2

2 X2,1,1 X2,2,1 X2,3,1 X2,4,1 X2,1,2 X2,2,2 X2,3,2 X2,4,2

3 X3,1,1 X3,2,1 X3,3,1 X3,4,1 X3,1,2 X3,2,2 X3,3,2 X3,4,2

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .
20 X20,1,1 X20,2,1 X20,3,1 X20,4,1 X20,1,2 X20,2,2 X20,3,2 X20,4,2
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specific to the teacher (person) completing the les-
son plan (task), the actual lesson plan (task) being 
rated, the rater doing the rating, and all combina-
tions of person, task, and rater:

Xptr = μ (grand mean)

+ μp – μ (person effect)

+ μt – μ (task effect)

+ μr – μ (rater effect)

+ μpt –μp – μt +μ (person × task effect)

+ μpr –μp – μr +μ (person × rater effect)

+ μtr –μt – μr +μ (task × rater effect)

+ Xptr – μpt – μpr – μtr + μp + μt + 
    μr – μ (residual). (3.2)

In G theory, μp is called the universe score (analo-
gous to Tp). As such, μp is defined relative to the 
universe represented by the G study design. One’s 
universe score, then, is defined as the long-run aver-
age or expected value (E) of a person’s observed 
score over the universe of admissible observations in 
the G study (here, all possible combinations of tasks 
and raters):

μp = Et Er Xptr. (3.3)

Each teacher’s universe score is the value we are 
most interested in estimating—the score that each 
teacher would receive independent of the particular 
task and rater combination that was used to generate 
that score. The population means for task t and rater 
r are

μt ≡ Ep Er Xptr (3.4)

and

μr ≡ Ep Et Xptr. (3.5)

These represent the magnitude of the effects par-
ticular to task t and rater r, respectively. A positive 
value for μt, for example, would indicate that task 
t tended to be easier than the average task. The pop-
ulation means for the interaction effects pt, pr, and 
tr are

μpt ≡ Er Xptr, (3.6)

μpr ≡ Et Xptr, (3.7)

and

μtr ≡ Ep Xptr, (3.8)

respectively. The degree to which, say, rater r rates 
task t more stringently than she or he does the other 
tasks will show up in the rater × task effect (μtr; 
etc.). Finally, the mean over both the population 
and the universe (the grand mean) is

μ ≡ Ep Et ErXptr. (3.9)

Little attention is typically paid to the grand 
mean in a G theory setting.

Partitioning Observed Score Variance
As defined in Equation 3.2, each score component, 
except for the grand mean, has a distribution. The 
distribution of μp – μ has a mean of zero and the 
variance Ep p p( )2 2µ µ σ− = . This variance—the 
universe score variance—represents the degree to 
which individuals (in our example, teachers) vary in 
whatever construct is targeted for measurement. 
Similarly, the variance component specific to tasks 
(representing variability in observed difficulty  
across tasks) has a mean of zero and the variance 
Et t t( )2 2µ µ σ− = , and so forth for the rater compo-
nent. The person × task component has a mean of zero 
and the variance E Ep t pt p t ptX( )2 2− − +µ µ µ σ=  
and represents the score variability attributable to 
the person × task interaction (pt). This interaction 
component indicates the degree to which individu-
als vary in their relative success across tasks (in 
other words, the degree to which, say, the relative 
standing of teachers varies across tasks). The vari-
ances for the person × rater and task × rater com-
ponents are defined analogously (each with a mean 
of zero). Finally, the residual component has a mean 
of zero and variance E Ep t r ptr pt pr trE X( − − − +µ µ µ
µ µ µ µ σpt pr tr ptr e+ + − )2

,
2= ,  which indicates the 

person × task × rater interaction (ptr) confounded 
with any other error that has not been measured (e). 
The collection of observed scores, Xptr, has a variance 
E E Ep t r ptr Xptr

X( ) =2 2− µ σ , which equals the sum of 

the variance components:

σ σ σ σ σ σ σ σXptr p t r pt pr tr ptr e
2 2 2 2 2 2 2

,
2= + + + + + + . (3.10)

Via a G study, the variance components in Equa-
tion 3.10 are estimated from sample data collected 
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using the G study design. For the lesson plan  
example—a random-effects p × t × r (person × 
task × rater) design in which a random sample of nt 
lesson plan submissions from each of np teachers are 
rated by each of nr raters—variance components 
may be estimated by substituting expected mean 
squares with their observed analogues (the mean 
squares from the ANOVA) and solving the set of 
equations shown in Table 3.2.

Table 3.3 presents variance components esti-
mated from the lesson plan assessment example. 
The person component reflects systematic variation 
among teachers’ lesson plan ratings. In an ideal case, 
most score variability would be attributable to dif-
ferences among teachers, in which case the variance 
component estimate of σp

2  would be large relative 
to the other variance component estimates (all of 
which represent sources of error). This is not the 

case here, however. The variance component of 
0.220 for items ( σ̂t

2 ), for example, suggests that 
tasks vary a great deal in their difficulty and that an 
observed score is quite sensitive to the particular 
task from which it came. The small variance compo-
nent for raters, however, suggests that individual 
raters vary little in the stringency with which they 
assign scores.

Observed scores are affected by interactions 
between sources of error as well; magnitudes of 
these effects are indicated by the variance compo-
nent estimates for interactions (here, σ pt

2 ,  σpr
2 ,  and 

σtr
2 ). Take the variance component for the person × 

task interaction ( )σ
pt

2 . In the lesson plan example, 
σpt

2  indicates the degree to which individual teach-
ers vary in their responses across specific lesson 
plans. In other words, σpt

2  will be larger in cases in 
which some teachers struggle more than others with 

TABLE 3.2

Expected Mean Square Equations for Random-Effects, Multifacet, Crossed p × t × r Design

Source of variation Variance component Expected mean square (EMS) equation
Persons (p) σp

2 EMS n n n np ptr e r pt t pr t r p= + + +σ σ σ σ,
2 2 2 2

Tasks (t) σt
2 EMS n n n nt ptr e p tr r pt p r t= + + +σ σ σ σ,

2 2 2 2

Raters (r) σr
2 EMS n n n nr ptr e p tr t pr p t r= + + +σ σ σ σ,

2 2 2 2

pt σpt
2 EMS npt ptr e r pt= +σ σ,

2 2

pr σpr
2 EMS npt ptr e t pr= +σ σ,

2 2

tr σtr
2 EMS ntr ptr e p tr= +σ σ,

2 2

ptr,e σptr e,
2 EMSptr e ptr e, ,= σ2

TABLE 3.3

Variance Component Estimates From Lesson Plan Pilot Assessment Example: Random Effects, Crossed  
p × t × r Design

Source of variation Mean square estimate Variance component Estimate % total variability
Persons (p) 1.736 σp

2 0.141 16.6

Tasks (t) 9.444 σt
2 0.220 26.0

Raters (r) 0.676 σr
2 0.001 0.1

pt 0.524 σpt
2 0.066 7.8

pr 0.476 σpr
2 0.021 2.5

tr 0.512 σtr
2 0.006 0.7

ptr,e 0.392 σptr e,
2 0.392 46.3

Total 0.847 100.0
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particular tasks. In this example, the nonnegligible 
estimate of σpt

2  (0.066, accounting for 7.8% of the 
total variability) suggests that the relative standing 
of teachers varies somewhat from task to task. The 
other two-way interactions appear to contribute lit-
tle to the variability of observed scores. The large 
estimate of σptr e,

2  (46.3% of the total variability) 
reflects the varying relative standing of person across 
rater–task combinations and other sources of error 
not systematically incorporated into the G study.

One consequence of estimating variance compo-
nents by solving the equations in Table 3.2 is that 
this method may produce negative estimates of vari-
ance components. According to Searle (1971), such 
estimates may arise because of sampling errors or 
because of model misspecification. Two alternative 
approaches to dealing with negative variance com-
ponent estimates that are small in magnitude are  
(a) to substitute zero for the negative estimate and 
carry through the zero in other expected mean 
square equations from the ANOVA (which produces 
biased estimates; see Cronbach et al., 1972) or (b) to 
set any negative estimates of variance components 
to zero but use the negative estimates in expected 
mean square equations for the other components 
(Brennan, 2001). When negative variance compo-
nents are large in magnitude, or when one wishes to 
avoid the possibility of negative variance compo-
nents altogether, approaches involve using likeli-
hood methods (maximum likelihood or restricted 
maximum likelihood) or Bayesian approaches (Box & 
Tiao, 1973; Fyans, 1977). More detail regarding 
these methods can be found later in the chapter.

Generalizability and Decision Studies
Prospective teacher candidates may complete lesson 
plan assignments geared toward a variety of decisions. 
For example, program faculty may want to rank 
teachers in order to identify the top 10% for evalua-
tion purposes. Alternatively, faculty may require 
teachers to achieve a certain score before allowing 
them to take up a student teaching assignment. Deci-
sions will usually be based on the mean over multiple 
observations rather than on a single observation. The 
mean score over a sample of ′nt  tasks and ′nr  raters, 

for example, is denoted as XpTR in contrast to a score 
over a single task and rater, Xptr. A two-facet, crossed 
D study design in which decisions are to be made on 
the basis of XpTR is, then, denoted as p × T × R.

G theory distinguishes between these two types 
of decisions, the first of which involves relative  
(i.e., norm-referenced) decisions and the second  
of which involves absolute (criterion- or domain-
referenced) decisions. A relative decision concerns 
the relative ordering of individuals (e.g., norm- 
referenced interpretations of test scores). In a fully 
crossed p × T × R design, the total error for relative 
decisions is defined as

δ µ µ µpTR pTR TR pX= ( ) ( ),− − −  (3.11)

where µp T R pTRX= E E  and µTR p pTRX= E .
The variance of the errors for relative decisions is

σ δ σ σ σ

σ σ
δ
2 2 2 2
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2

2

= =
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pt

tn

+ +

′
+ ppr

r

ptr e

t rn n n

2
,

2

.
′
+

′ ′
σ

 (3.12)

In this fully crossed design, all teachers are rated 
by the same raters on the same lesson plans. Any 
systematic differences in tasks or raters will affect all 
teachers and therefore will not change their relative 
standing. As such, variance components for tasks, 
raters, and the task × rater interaction are absent 
from Equation 3.12.

G theory is primarily focused on magnitudes of 
variance components and measurement error. How-
ever, because it originated as a framework for better 
understanding error variability used for reliability 
coefficients, it does provide for estimation of a gen-
eralizability coefficient ( )Ερ2  analogous to the clas-
sical test theory reliability coefficient2:

Eρ
σ

σ σδ

2

2

2 2
.= p

p +
 (3.13)

Sample estimates of the parameters in Equation 3.13 
are used to estimate the generalizability coefficient:

Eˆ
ˆ

ˆ ˆ
ρ

σ

σ σδ

2

2

2 2
.= p

p +
 (3.14)

2That is, the ratio of universe score variance to the expected observed score variance.
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In contrast to the relative decision described here 
(identification of the top 10% of teacher candidates), 
an absolute decision (such as the determination of 
whether a threshold score has been met) focuses on 
the absolute level of an individual’s performance, 
independent of others’ performances (i.e., criterion- 
or domain-referenced interpretations). For absolute 
decisions, the error in a random effects p × T × R 
design is defined as

∆pTR pTR pX≡ − µ  (3.15)

and the variance of the errors is

σ

σ σ σ σ σ σ

2 2
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(3.16)

With absolute decisions, the main effects of rat-
ers and tasks—the strictness of the raters and the 
difficulty of the tasks—and the interaction between 
raters and tasks do influence absolute level of per-
formance and so are included in the definition of 
measurement error. Note also that σ σ2 2≥ δ .

G theory provides an index of dependability 
(Kane & Brennan, 1977) for absolute decisions:

Φ =
σ

σ σ
p

p

2

2 2
.

+
 (3.17)

Table 3.4 gives the results for various D study 
configurations from the generalizability analyses of 
the data in Table 3.1. For the design used to collect 
the data (four tasks, two raters), Ε ˆ .ρ2 650= , which 
falls short of commonly used reliability benchmarks 
of .70 and .80 for ranking individuals (i.e., for a rela-
tive, or norm-referenced, decision). The index of 
dependability for making absolute (criterion-based) 
decisions is substantially lower ( ˆ .Φ = 516 ), mainly 
because of the inclusion of the fairly large σ̂t

2  
(0.220) in absolute error variability.

For criterion-referenced decisions involving a fixed 
cut score (λ), it is possible to define a loss function 
based on the squared distance from that cut score. In 
such applications, assuming that λ is a constant that is 
specified a priori, the error of measurement is

pTR pTR p pTR pX X= =( ) ( ) ,− − − −λ µ λ µ  (3.18)

TABLE 3.4

Generalizability Analysis of Data From Table 3.1 (Random-Effects, Crossed, p × t × r Design)

Source of variation

Estimated variance  

component

Decision study configuration

′ =nt 4 ′ =nt 6 ′ =nt 8 ′ =nt 4

′ =nr 2 ′ =nr 2 ′ =nr 2 ′ =nr 3

Estimated variance components
 Persons (p) 0.141 0.141 0.141 0.141 0.141
 Tasks (t) 0.220 0.055 0.037 0.028 0.055
 Raters (r) 0.001 0.001 0.001 0.001 0.0003
 pt 0.066 0.017 0.011 0.008 0.017
 pr 0.021 0.011 0.011 0.011 0.007
 tr 0.006 0.001 0.001 0.000 0.001
 ptr,e 0.392 0.049 0.033 0.025 0.033
Error variances

 σ̂δ
0.076 0.054 0.043 0.056

 σ̂∆
0.132 0.092 0.072 0.112

Coefficients

 E ρ̂2 .650 .722 .765 .715

 Φ̂ .516 .606 .663 .557
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and an index of dependability may be defined as

Φλ

µ λ

λ

σ µ λ

σ µ

=

=

E

E E E
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( )

( )

(

2

2
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2

−
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+ −− +λ σ)
.
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An unbiased estimator of ( )2µ λ−  is ( )2X − −λ
σ̂

X

2 , where X  is the observed grand mean over all 
sampled persons, tasks, and raters and σ̂

X

2  is the 
error variance involved in using X  as an estimate of 
μ, the population grand mean (over all persons, 
items, and raters).

For the p × T × R random-effects design, σ̂
X

2  is

ˆ
ˆ ˆ ˆ ˆ
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The estimate of Φλ  is smallest when the cut 
score λ is equal to the observed grand mean X ; in 
that case, ˆ ˆ .Φ Φλ =

To this point, we have talked about G studies for 
assessing magnitudes of sources of sampling variabil-
ity, for the purpose of assessing reliability for decisions 
made on the basis of a particular design. G theory also 
provides for the estimation of reliability under alterna-
tive D study designs (i.e., designs other than those 
used to collect the original data). For instance, in our 
example, we may want to gauge the effect of doubling 
our number of tasks from four to eight or of doubling 
the number of raters from two to four.

The results in Table 3.4 suggest substantial 
improvements in Eρ̂2  and Φ̂ , with increases in 
numbers of tasks sampled; this is to be expected 
because σ̂t

2  was large in magnitude. Estimated val-
ues of generalizability and dependability for six 
tasks are Ε ˆ .ρ2 722=  and ˆ .Φ = 606 . Adding 
another two tasks (for a total of eight) increases gen-
eralizability and dependability even more 
(Ε ˆ .ρ2 765=  and ˆ .Φ = 663 ). Increasing the num-
ber of raters has less effect on estimated values of 
generalizability and dependability. For example, a 
total of 12 scores per person using four tasks and 
three raters yields somewhat lower estimates 

( ˆ .Ερ2 715=  and ˆ . )Φ = 557  than a total of 12 
scores per person using six tasks and two raters.

Crossed and Nested Designs
Project constraints often prohibit fully crossed D 
study designs. In our example, the decision maker 
may want to sample a larger number of lesson plans 
for each teacher (e.g., eight instead of four) but do 
so without increasing the number of raters (staying 
with two raters) and without increasing the burden 
for each rater. This can be accomplished by giving 
each rater responsibility for a different set of four 
lesson plans. Alternatively, rather than having each 
rater rate all four lesson plans for every person (a 
total of 80 plans for each rater), it may be more fea-
sible to use eight raters and have each pair of raters 
rate a different lesson plan (i.e., each rater rates a 
total of 20 plans). G theory accommodates nested 
designs such as these for which not all levels are 
crossed with all levels of the other facets.

The variance components estimated from a two-
facet crossed G study can be used to estimate error 
variance and generalizability and phi coefficients for 
a wide range of D study designs, including nested 
designs. In fact, any G study can be used to estimate 
the effects in a D study design with the same or 
more nesting than the G study design. Table 3.5 lists 
the possible two-facet G and D study designs for 
which p is the object of measurement and is not 
nested within a facet.

Corresponding to the first scenario described, a 
decision maker who uses a crossed p × t × r G study 
design may choose to use a p × (T : R) design in the 
D study. This D study design would gauge the effect on 
reliability if each rater rated a different subset of the 
tasks. Using the variance components from the p × t × r 
G study design, error variances for relative and abso-
lute decisions for a p × (T : R) D study design are

σ σ σ
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where σt tr,
2  is the sum of σt

2  and σtr
2  from the 

p × t × r G study and σpr ptr e, ,
2  is the sum of σpt

2  and 
σptr e,

2 .  For the same number of total observations 
per teacher (e.g., eight), nesting tasks within raters 
will result in improved precision compared with a 
fully crossed design because a larger number of tasks 
are sampled. Thus, the variance components σt

2  
and σpt

2  are divided by ′ ′n nt r  (8) instead of ′nt  (4).
With values from Table 3.3, Equations 3.21 and 

3.22 are used to find error variances for relative and 
absolute decisions:
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Compared with ˆ .σδ
2 0 076=  and ˆ .σ∆

2 0 132=  
from the original fully crossed G study, the error 
variances from the nested study are somewhat 
smaller, and consequently the estimated reliability 
and dependability coefficients are somewhat larger 
(Ε ˆ .ρ2 675=  and ˆ .Φ = 594  for the nested design 
compared with Ε ˆ .ρ2 650=  and ˆ .Φ = 516  for the 
crossed design).

RANDOM AND FIXED FACETS

G theory is a theory primarily concerned with ran-
dom effects. In a G study, facets are typically consid-
ered random if conditions of the facet (such as a 
given lesson plan task) can be said to represent a 
random sample of all possible conditions of the facet 
that could have been sampled. The sampling of con-
ditions of a facet from a broader universe is what 
drives the purpose of invoking G theory. Gauging 
the variability introduced by this sampling is the pri-
mary purpose of a G study. When the levels of a 
facet have not been sampled randomly from the uni-
verse of admissible observations but the intended 
universe of generalization is infinitely large, the con-
cept of exchangeability may be invoked to consider 
the facet as random (de Finetti, 1937). Even if con-
ditions of a facet have not been sampled randomly, 
the facet may be considered to be random if condi-
tions not observed in the G study are exchangeable 
with the observed conditions.

In contrast to treating a facet as random, a facet 
is treated as fixed if conditions of that facet have not 
been sampled from a broader universe (to which the 
score is to be generalized). Often, a researcher will 
purposely select a few specific conditions and have 
neither basis for nor interest in generalizing beyond 
them; alternatively, the universe of conditions may 
be small enough to include all possible conditions in 
the G study. When it makes sense to do so (e.g., 
when the researcher is interested in a total score 
across the multiple conditions rather than scores 

TABLE 3.5

Possible Random Effects Decision Study Designs 
From Random-Effects, Two-Facet, Generalizability 
Study Design

Generalizability study design Decision study design

p × t × r p × T × R
p × (T: R) or p × (R: T)
(R: p) × T or (T: p) × R
R: (p × T) or T: (R × p)
(R × T):p
R: T: p or T: R: p

p × (r: t) p × (R: T)
R: T: p

p × (t: r) p × (T: R)
T: R: p

r:(p × t) R:(p × T)
R: T: p

t:(p × r) T:(p × R)
T: R: p

(r × t):p (R × T):p
R: T: p or T: R: p

Note. Lowercase letters refer to facets of the G study, 
whereas uppercase letters refer to facets of the D study.
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particular to each condition), the researcher exam-
ines average scores across the fixed facets (Brennan, 
2001; Cronbach et al., 1972). However, when the 
researcher wants to maintain the distinction 
between the conditions of a fixed facet, she or he 
may either (a) carry out separate G studies within 
each condition (Shavelson & Webb, 1991) or  
(b) model data using a multivariate generalizability 
model that treats each condition of the fixed facet as 
a separate dimension (Brennan, 2001).

Earlier, we discussed G theory’s ability to provide 
insight into score variability, variance components, 
and reliability under designs other than that of the G 
study used to collect the original data (via the D 
study). (Recall, for example, the many D study 
designs possible for various G study designs as listed 
in Table 3.5.) Similarly, through the D study the 
researcher may use variance components for effects 
specified as random in the G study to estimate the 
reliability of scores under the assumption of those 
same effects as fixed.

Recall the p × t × r G study of the lesson plan 
assessment in which both tasks and raters were 
modeled as random. If the particular tasks used in 
the assessment are going to remain constant across 
subsequent administrations of the assessment and 
would therefore not be treated as exchangeable with 
others not under consideration, then the assessor 
may ultimately decide it is more appropriate to 
model tasks as fixed rather than random. Such a 
model is referred to as mixed because it includes 
both random facets (raters) and fixed facets (tasks). 
If, in such a case, one was interested in a total score 
across the tasks, we would approach the D study by 
modeling (for each person–rater combination) the 
average score over the four tasks as if it was the 
observed score.

Brennan (2001) details procedures for vari-
ance component estimation in mixed-model D 
studies. Person-level variability, denoted as στ

2  
to distinguish universe score variance in a mixed 
model from that in a fully random model, will  
be affected not only by the person-level variabil-
ity but also by the interaction between persons 
and tasks, averaged over the number of condi-
tions of the fixed facet (four tasks in our 
example):

σ σ σ σ
σ

τ
2 2 2 2

2

= =p pT p

pt

tn
+ +

′
.  (3.23)

To this point, universe score variance has gen-
erally consisted of only σp

2 . However, the treat-
ment of tasks as fixed—and the average scores over 
conditions as analogous to the observed scores—
introduces the need to generalize the notion of uni-
verse score as the expectation over all conditions 
(e.g., possible tasks) to allow us to model it as a 
person’s expected score over only those conditions 
of the fixed facet.

In the lesson plan example with tasks (t) fixed, 
the relative error variance and associated generaliz-
ability component are as follows:
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Similarly, the absolute error variance and index 
of dependability are
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Consider the consequences of modeling tasks as 
fixed rather than random in the lesson plan exam-
ple. Recall that our original G study specified all  
facets as random (p × t × r). Using that design, 
Table 3.4 showed that the fully random design 
would require upward of eight tasks to approach the 
typical benchmark of .80 in our reliability-like indi-
ces. Table 3.6 provides alternative mixed-effect D 
study designs in which tasks are specified as fixed. 
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Reliability-like coefficients are higher when variabil-
ity resulting from task sampling is excluded from 
measurement error; for example, the p × t × r 
design with four tasks and two raters yields 
Eˆ .ρ2 = 650  and ˆ .Φ = 516  with tasks specified as 
random, compared with Eˆ .ρ2 = 726  and ˆ .Φ = 722  
when tasks are modeled as fixed.

As mentioned earlier, in some cases it may not be 
advisable to average over all levels of a fixed facet. If 
tasks measure quite different constructs, for exam-
ple (say, mathematics and science skills), an average 
score across the two would obscure relative perfor-
mances on the two for any given individual. In this 
case, the decision maker may wish to investigate 
dependability for each construct separately. Sub-
stantive arguments such as these aside, the G study 
itself provides quantitative information to help 
guide a decision of whether to model an effect as 
fixed or random. For example, a large variance com-
ponent for an interaction between person and a par-
ticular facet (such as σ̂pt

2 ) suggests that individuals 
varied in their performance on the various tasks, 
which may indicate that the tasks measured differ-
ent constructs or were eliciting responses that dif-
fered across people for some other reason. In any 
event, in such cases one would want to retain the 

score information specific to each condition (subject 
matter, in this case), so one would either (a) carry 
out separate G studies for each condition or (b) treat 
each condition as a separate dimension in a multivar-
iate G study model (for details, see Brennan, 2001).

MULTIVARIATE GENERALIZABILITY 
THEORY

In many cases, researchers are interested in mea-
surement along multiple dimensions, as opposed to 
a single dimension, as we have done to this point. 
That is, so far our example has considered only a 
single, holistic rating for each lesson plan. As noted 
earlier, however, we could rate each lesson plan 
according to a much more comprehensive set of cri-
teria (timing of lesson activities, appropriateness of 
activities, quality of assessments, etc.). In such 
cases, the G study researcher turns to multivariate G 
theory. Because of space limitations, we cannot pro-
vide a full treatment of multivariate G theory here; 
for that, we point the reader to Brennan (2001). 
Here we provide an example of how a multivariate 
treatment of the teacher lesson plan example might 
differ from its analogous univariate treatment.

We focus on using multivariate G theory to esti-
mate the generalizability of composite scores (for 
other uses of multivariate G theory, see Shavelson & 
Webb, 1981; Webb, Shavelson, & Haertel, 2007). For 
this example, rather than treating the four lesson plans 
completed by each teacher as interchangeable, we 
assume that two of these represent mathematics lesson 
plans and two of them represent science lesson plans. 
To reflect specific dimensions in our multivariate 
study, we denote observed scores on math and science 
as m(Xptr) and s(Xptr), respectively. Variability of these 
observed scores is represented by σ

m
Xptr( )

2  and σ
s

Xptr( ) .
2

In multivariate G theory, the individual variance 
components of univariate theory generalize to indi-
vidual covariance matrices. For example, σp

2  gener-
alizes to

σ σ

σ σ
m p m p s p

s p m p s p

2
,

,
2












,  (3.28)

with σ
m p
2  representing person-level variability 

in mathematics, σ
s p
2  representing person-level 

TABLE 3.6

Lesson Plan Example: Variances and Reliability-
Like Coefficients for p × t × r Design With Tasks 
(t) Fixed (Based on Variance Component Estimates 
From Table 3.3)

Variance

Tasks fixed; designs average over  

four specific tasks

′ =nr 1 ′ =nr 2 ′ =nr 3

Universe score variance

 σ̂τ
2 0.156 0.156 0.156

Error variances

 σ̂δ
2 0.119 0.060 0.040

 σ̂∆
2 0.122 0.061 0.041

Coefficients

 Eρ̂2 0.570 0.726 0.799

 Φ̂ 0.565 0.722 0.795
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variability in science, and σ σ
s p mp m p sp, ,=  represent-

ing person-level covariance between mathematics 
and science. We refer to the elements of Equation 
3.28 as person-level covariance components.

Recall from Equation 3.10 that in univariate G 
theory, total score variability σX ptr

2  was decomposed 
into seven independent variance components:

σ σ σ σ σ σ σ σXptr p t r pt pr tr ptr e
2 2 2 2 2 2 2

,
2= + + + + + + .

A parallel decomposition holds for multivariate G 
theory. Consider universe score variability; with two 
separate dimensions, universe score variability must 
include variability in one dimension (mathematics), 
variability in the other dimension (science), and 
covariability (i.e., covariance) between the two, as 
shown in Equation 3.28. To accommodate this, each 
variance component included in Equation 3.10 gen-
eralizes to a 2 × 2 covariance matrix (representing 
the covariances between the two dimensions):
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In univariate G theory, we had little need to 
specify covariance components, because all effects 

were specified to be independent. This is no longer 
the case in the multivariate form of G theory. Con-
sider, for example, that the same two raters rate both 
the mathematics and the science lesson plans. In 
such a case, we might expect rater stringency to 
carry across the two assessments (e.g., tough raters 
rate stringently on both mathematics and science 
assessments). In such a case, we would expect a 
nonzero (here, positive) correlation between the 
rater effects in math and rater effects in science. In 
other words, we would expect σ

m r sr, 0≠ .
When expected values of covariance components 

are nonzero, the two conditions are referred to as 
linked (Cronbach et al., 1972; see also Chapters 10 
and 11, this volume)—in other words, observations 
from the two dimensions share the same conditions. 
Unlinked conditions are those for which the 
expected value of their covariance is zero; this 
would have been the case if raters of mathematics 
lesson plans had been selected from a different rater 
pool than those who rated science lesson plans.

Joe and Woodward (1976) provided a coefficient 
of generalizability for the two-facet, crossed, bal-
anced multivariate composite:

Eˆ
,

ρ =
+ + +

′

′
′
′

′
′

′

a V a

a V a
a V a a V a a V
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pp
pptt pp ppttrr ee
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′ ′( )n nt r

,  (3.30)

where V is a matrix of variance of variance compo-
nents and covariance components, and a is the 
vector of weights that maximizes the ratio of 
between-person to between-person plus within- 
person variance component matrices. Alternatives to 
maximizing the reliability of a composite are to 
determine variable weights on the basis of expert 
judgment or use weights derived from a confirma-
tory factor analysis (Marcoulides, 1994).

Table 3.7 presents covariance and variance compo-
nents from the lesson plan example. The values on the 
diagonal represent variance components specific to a 
given subject matter. For instance, we may note that 
universe score variability is slightly greater for science 
( ˆ . )σ

sp

2 0 162=  than for mathematics ( ˆ . )σ
mp

2 0 120= . 
In contrast, person × task variance appears substan-
tial for the mathematics assessment ( ˆ . )σ

mpt

2 0 120= ; 
individual teachers varied in the degree to which they 
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found specific mathematics tasks more difficult than 
others. The same was not true for science because the 
corresponding variance component appeared to be 
very small ( ˆ . )σ

mpt

2 0 012= .
The off-diagonal elements represent covariance 

components. The large positive value for the person 
covariance component ( ˆ . )

,
σ

s mp p = 0 103  suggests a 
strong relationship between individuals’ ratings on 
math lesson plans and their ratings on science les-
son plans. However, the large negative value for the 
task covariance component ( ˆ . )

,
σ

s nt t = −0 123  sug-
gests that the tasks that teachers found most difficult 

for the science lesson plan were relatively easy for 
the math lesson plan (and vice versa). The relatively 
small covariance components for the other facets 
suggest that variability present in one subject was 
unrelated to variability in the other subject.

The researcher may wish to combine information 
from each subject matter to create a composite 
score, the reliability of which can be determined as 
in Equation 3.30. Doing so requires the specification 
a, a vector of weights for each subject matter. As 
noted in Table 3.7, weighting the two equally pro-
duces a composite score with Eˆ . ;ρ = 817  weighting 

TABLE 3.7

Estimated Variance and Covariance Components of Multivariate Generalizability Study of 
Teacher Lesson Plan Example

Source of variation Estimated univariate variance  

components (facets random)

Estimated covariance and variance  

components from multivariate  

generalizability study
      Math Science

Persons (p) 0.141 Math
Science

0 120 0 133
0 133 0 162
. .
. .











Tasks (r) 0.220 Math
Science

0 258 0 123
0 123 0 182
. ( . )

( . ) .










Raters (r) 0.001 Math
Science

0 001 0 0004
0 0004 0 001

. .
. .











pt 0.066 Math
Science

0 120 0 005
0 005 0 012
. ( . )

( . ) .










pr 0.021 Math
Science

0 015 0 015
0 015 0 027
. ( . )

( . ) .










tr 0.006 Math
Science

0 004 0 002
0 002 0 004
. .
. .











ptr, e 0.392 Math
Science

0 374 0 023
0 023 0 410
. ( . )

( . ) .










Multivariate generalizability coefficients

E ρ̂2 1
2

Math; 1
2

Science






 0.817

E ρ̂2 2
3

Math; 1
3

Science






 0.775

E ρ̂2 1
3

Math; 2
3

Science






 0.816
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math twice as strongly as science produces a com-
posite score with (Eˆ . ),ρ = 775  whereas weighting 
science twice as strongly as math produces a com-
posite score with (Eˆ . ).ρ = 816

UNBALANCED DESIGNS

The designs we have considered up to this point are 
balanced in the sense that the cells in the design 
have the same number of scores. The p × t × r G 
study in which 20 persons submit four tasks (lesson 
plans) that are each scored by two raters is balanced. 
Similarly, a p × (t:r) design in which each person 
submits eight tasks (lesson plans) and four are 
scored by one rater and the other four are scored by 
a second rater may also be considered balanced. An 
“unbalanced” version of this second design would 
have an unequal number of levels, such as five les-
son plans scored by one rater and three lesson plans 
scored by the second rater. Lack of balance may also 
arise when data are missing, such as a teacher failing 
to submit one of his or her lesson plans. Such miss-
ing data would create unbalancedness in both the  
p × t × r and p × (t:r) designs just described.

Unbalancedness is essentially a form of missing 
data—whether planned (such as in the unbalanced 
nested design described) or unplanned (such as  
student absenteeism or failure to complete an activ-
ity). The presence of these missing data causes  
substantial problems in estimation of variance com-
ponents. Only in balanced designs is variance com-
ponent estimation as simple as setting expected 
mean squares equal to observed mean squares and 
solving for estimated variance components (the 
usual ANOVA approach). In unbalanced designs, 
the situation is more complicated. As pointed out  
by McCulloch and Searle (2001), there is  
no unique set of sums of squares as there is with  
balanced data and, consequently, “no unique set of 
[equations equating variance component estimates 
and functions of mean squares] and no unique esti-
mators” (p. 173).

To address this issue, nearly 60 years ago, Hen-
derson (1953) developed estimators based on 
ANOVA-like procedures, and these estimators are 
often used in specialty software available today (dis-
cussed in the Generalizability Study Programming 
Options section; see also extensive discussion in 
Brennan, 2001). Later, Rao (1971a, 1971b, 1972) 
developed a minimum norm quadratic unbiased 
estimation (MINQUE) strategy and its variants (e.g., 
MINQU(0), I-MINQUE), available in software pack-
ages such as SAS (SAS Institute Inc., 2010), to esti-
mate variance components for unbalanced designs. 
More recently, likelihood-based methods (maxi-
mum likelihood estimation, restricted maximum 
likelihood estimation) and methods based on mod-
ern Bayesian simulation strategies such as Markov 
Chain Monte Carlo estimation (see, e.g., Gelman, 
Carlin, Stern, & Rubin, 2004) have become widely 
available in popular statistical packages such R (R 
Development Core Team, 2010), SAS (SAS Institute 
Inc., 2010), and SPSS (SPSS, Inc., 2010). Several 
resources are available for guidance on choosing an 
estimation procedure (Brennan, 2001; McCulloch & 
Searle, 2001; Searle, 1987; Searle, Casella, & 
McCulloch, 1992; Shavelson & Webb, 1981).3

VARIANCE COMPONENT ESTIMATION: 
SAMPLING VARIABILITY

As with any sample statistic, variance component 
estimates are subject to sampling variability. Early in 
the life of G theory, Cronbach et al. (1972, p. 49) 
raised the concern of instability of variance compo-
nent estimates, especially with the modest sample 
sizes often used in G studies (see also Gao & Bren-
nan, 2001, for empirical evidence of such instability).

Exact standard errors for variance component 
estimates are generally unavailable because of the 
inability to derive exact distributions for variance 
component estimates (see Searle, 1971). Satterthwaite 
(1941, 1946) and Ting, Burdick, Graybill, Jeyaratnam, 
and Lu (1990) developed procedures for obtaining 

3Although ANOVA methods are still the most commonly used methods in G studies, the broader statistical community has largely moved away from 
them in favor of likelihood methods. Brennan (2001) promoted ANOVA-type estimators over likelihood methods largely because they (ANOVA 
methods) provide unbiased estimates, whereas likelihood methods require “suspect” assumptions. That said, Searle et al. (1992, p. 221) question 
whether it is appropriate to consider unbiasedness in random effects contexts. McCulloch and Searle (2001, pp. 173–174) make an even stronger case 
against ANOVA estimators, going so far as to summarize with “a consequence of all this is that ANOVA estimation of variance components is losing 
some (much) of its popularity.”
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approximate confidence intervals based on ANOVA 
methods (see also Burdick & Graybill, 1992), but 
these methods require the strong assumption of 
multivariate normality of score effects, which is usu-
ally untenable with a small number of conditions for 
each facet.

Two approaches to estimating sampling variability 
that invoke no distributional form are the jackknife 
(Tukey, 1958) and the bootstrap (Efron, 1982; Efron 
& Tibshirani, 1986). The jackknife involves taking n 
jackknife samples, each of size n – 1 and each omit-
ting a different observation from the original data. 
The sample statistic of interest, then, is calculated for 
each of the jackknife samples, and the distribution of 
jackknife statistics is taken to represent sampling 
variability. The bootstrap is similar to the jackknife in 
that it involves drawing from the original sample a 
large number of bootstrap samples, each of which 
shares the same dimension as the original sample. 
The bootstrap differs from the jackknife in that each 
bootstrap sample consists of observations drawn with 
replacement from the original sample.

Extending these procedures to obtain estimated 
standard errors for variance components is not 
straightforward for multidimensional datasets,  
however (Brennan, 2001). For example, in a p × i 
(Persons × Items) design it is possible to obtain 
bootstrap samples by sampling persons with replace-
ment but not items; by sampling items with replace-
ment but not persons; by sampling persons and 
items with replacement; or by sampling persons, 
items, and residuals with replacement. Bootstrap 
estimates generated under these various strategies 
vary, often a great deal (Brennan, Harris, & Hanson, 
1987; Tong & Brennan, 2007; Wiley, 2001). Wiley 
(2001) showed this inconsistency of results to be a 
function of two factors: (a) the resampling strategy 
used to generate them and (b) incongruence 
between the random effects specifications of a given 
G theory model and the treatment of effects as  
fixed in a given bootstrap strategy. As an example  
of the latter, consider a p × i random effects design. 
The creating of bootstrap samples by sampling  
persons with replacement (but treating items as 
fixed) violates the specification of item effects as 
random. Similarly, creating bootstrap samples by 
randomly sampling items with replacement (with no 

corresponding resampling of persons) treats persons 
as fixed. Wiley (2001) provided guidance on how to 
use the results from different bootstrap strategies to 
produce unbiased estimates of variance components 
and their sampling distributions for one-facet 
designs. Tong and Brennan (2007) provided further 
guidance for more complex designs.

GENERALIZABILITY STUDY 
PROGRAMMING OPTIONS

Several popular computer packages and programs 
provide estimates of variance components in G stud-
ies. These include SAS (SAS Institute Inc., 2010), 
SPSS (SPSS, Inc., 2010), and R (R Development Core 
Team, 2010). Several programs have been developed 
specifically for G theory, the most prominent of 
which are GENOVA (GENeralized analysis Of VAri-
ance; Brennan, 2001; Crick & Brennan, 1983) and 
EduG (Cardinet, Johnson, & Pini, 2009). GENOVA 
handles complete balanced designs; its sister pro-
grams urGENOVA and mGENOVA provide applica-
tions specific to unbalanced designs (resulting from 
nesting and missing data) and multivariate designs, 
respectively. EduG includes a graphical user interface 
for easier use, although it cannot accommodate the 
range of models possible through GENOVA. That 
said, EduG does offer one modeling option unavail-
able through GENOVA—the program is flexible 
enough to specify different sources of variability as 
the measurement object (see Cardinet et al., 2009, 
for the advantages of this flexibility). Each applica-
tion is available at no cost on its publisher’s website.

OTHER ISSUES IN GENERALIZABILITY 
THEORY

We briefly mention additional issues (along with 
references) that are pertinent to G theory:

■■ Principle of symmetry: This principle holds that 
any one of the facets of a typical G study design 
may serve as the object of measurement (see  
Cardinet, Tourneur, & Allal, 1976, 1981).

■■ Generalizability of group means (important in 
cases in which groups of people—rather than 
individual people—serve as the objects of  
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measurement): This is one application of the 
principle of symmetry (see Kane & Brennan, 
1977, for a detailed presentation of the use of  
G theory for group measurement; see also Webb, 
Shavelson, & Steedle, 2012).

■■ Nonconstant error variance for different true 
scores: In this chapter, variability of any given 
effect has (implicitly) been treated in this chap-
ter as constant across the set of np true scores. 
This need not be the case. One might reasonably 
expect the population variability to vary system-
atically with individuals’ true scores (see Bren-
nan, 2001, for a discussion of the problems of, 
and solutions for, nonconstant error variability).

■■ Hidden (or implicit) facets: Sources of variance 
not explicitly modeled in a generalizability analy-
sis are present in any study (Cronbach, Linn, 
Brennan, & Haertel, 1997; see also Shavelson, 
Ruiz-Primo, & Wiley, 1999).

■■ Linking G theory and item response theory: Pro-
viding a single model that incorporates these two 
distinct psychometric approaches has been of 
interest for many years (various strategies have 
been proposed by Bock, Brennan, & Muraki, 
2002; Briggs & Wilson, 2007; Kolen & Harris, 
1987; and Marcoulides & Drezner. 2000).

CONCLUSION

G theory offers a framework for researchers to spec-
ify a comprehensive sampling frame that considers a 
priori the potential sources of error in a measure-
ment. The G study and D study allow the researcher 
to isolate the main sources of error variance, and in 
doing so they can be used to model how to maxi-
mize score reliability for a decision that must be 
made as well as how to choose an optimal design 
given resource constraints.

In this way, the contribution of G theory is much 
greater than simply the statistical mechanics for 
decomposing variance while estimating a reliability-
like coefficient. It provides tremendous flexibility to 
accommodate designs with such issues as nested 
facets, unbalanced facets, and norm- versus  
criterion-referenced decisions. It allows for group 
reliability measurement as well as reliability mea-
surement for multivariate composites. As such, it 

remains one of the major frameworks available to 
the applied psychometrician.
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C h a P t e r  4

TEST vAlIdITy
Stephen G. Sireci and Tia Sukin

In educational and psychological testing, the term 
validity refers to the appropriateness and usefulness 
of a test for a particular purpose. In this sense, valid-
ity refers to an aspect of test quality; however, the 
concept extends beyond the test itself. As stated  
in the Standards for Educational and Psychological 
Testing (American Educational Research Associa-
tion [AERA], American Psychological Association 
[APA], & National Council on Measurement in 
Education [NCME], 1999), “Validity refers to the 
degree to which evidence and theory support the 
interpretations of test scores entailed by proposed 
uses of tests” (p. 9). Thus, when evaluating a test, 
the test itself is not what is evaluated or validated; 
rather, the interpretations or decisions derived from 
test scores are what must be validated. Therefore, 
the concept of validity is comprehensive and refers 
not only to test characteristics but also to the appro-
priateness of test use and to the accuracy of the 
inferences made on the basis of test scores.

In this chapter, we provide a brief overview of 
validity theory, focusing on its evolution from the 
early 20th century to the current era. Next, we  
discuss test validation—the process of gathering and 
analyzing evidence to evaluate the appropriateness 
and utility of a test for a particular purpose. Our  
discussion of validation focuses on the five sources 
of validity evidence specified in the aforementioned 
Standards (AERA et al., 1999).1 Specific research 
methods and statistical procedures that can be used 
to gather and analyze validity evidence are described. 

We conclude with a discussion of some of the  
major unresolved issues in validity theory and  
test validation.

Before proceeding, we must distinguish between 
validity and validation. As mentioned earlier, the 
former concept refers to the degree to which an 
assessment fulfills its intended purpose and test 
results are appropriately interpreted. Validation, 
however, refers to the process of gathering and 
reporting evidence to evaluate the use of a test for a 
particular purpose. In this chapter, we discuss both 
validity theory and test validation.

VALIDITY THEORY: PAST AND PRESENT

The history of formal standardized testing dates 
back at least to the civil service exams used in China 
around 165 B.C. (Teng, 1943). However, the mod-
ern era of standardized testing is typically traced to 
the work of Binet, who was commissioned to ensure 
that no child could be denied education in the Pari-
sian school system without formal assessment 
(Binet, 1905; Binet & Henri, 1899). Binet’s work 
was influential and soon led to intelligence testing 
and IQs (Terman & Childs, 1912; Terman et al., 
1915). Standardized tests became popular because 
they were seen as an objective means for measuring 
unobservable psychological characteristics. The use 
of tests increased rapidly during World Wars I and 
II when hundreds of thousands of recruits needed to 
be evaluated and assigned to various positions.

1At the time of this writing, the Standards are undergoing revision. However, the current draft of the revision retains the categorization of validity evi-
dence into the five sources we describe in this chapter.
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Use of tests on such a large scale generated 
research and debate on the utility and accuracy of 
test results and their interpretation. The concept of 
validity soon emerged to characterize concerns 
regarding test utility and the accuracy of test results.

Early Definitions of Validity
Given that psychological characteristics are gener-
ally unobservable, the earliest definition of validity, 
and one that still perseveres today, is the degree to 
which a test measures what it purports to measure 
(e.g., Garrett, 1937; Smith & Wright, 1928). This 
definition highlights the fact that in addition to 
defending the utility of a test, psychologists were 
also often defending the existence of the something 
a test was measuring. In educational and psychologi-
cal testing, that something is called a construct, 
which as Cronbach and Meehl (1955) pointed out 
“is some postulated attribute of people, assumed to 
be reflected in test performance” (p. 283). Hence, 
validity theory and construct theory (providing  
evidence that the psychological attribute being  
measured actually exists) are closely intertwined. 
Although the notion of a construct was not formally 
linked with psychological testing until the mid-20th 
century (APA, 1954; Cronbach & Meehl, 1955), the 
notion of demonstrating that a test measures what it 
was designed to measure represented the first for-
mulation of a validity theory.

First Validation Endeavors
The degree to which a test measured its theoretical 
something gave early psychometricians a theoretical 
framework for validating tests. How could test spe-
cialists at the beginning of the 20th century, however, 
provide evidence that tests were measuring what they 
purported to measure? As with current test special-
ists, they relied on the statistical procedures available 
at the time. In 1896, Karl Pearson published the for-
mula for the correlation coefficient, which allowed 
quantification of the degree to which two variables 
relate to one another in a linear fashion. This revolu-
tionary statistic was soon used to gauge the degree to 
which test scores correlated with other variables 
thought to measure the same construct. Typically, a 
nontest measure was considered to be the criterion of 
the measurement, and tests that provided scores that 

correlated highly with the criterion were considered 
valid. This perspective led Guilford (1946, p. 429) 
and others to claim “a test is valid for anything with 
which it correlates” (see also Bingham, 1937; Kelley, 
1927; Thurstone, 1932). In keeping with this statisti-
cal validation of tests, correlations between test 
scores and criteria were put forward as validity coeffi-
cients. Ultimately, providing validity evidence that 
was based on relationships among test scores and cri-
terion measures became known as criterion-related 
validity evidence (APA, 1966).

Pearson (1901) extended his work on correlation 
into principal component analysis, which is a statis-
tical method for creating a subset of variables that 
represent the variation among a much larger set of 
variables. Spearman (1904) expanded on Pearson’s 
components by hypothesizing underlying psycho-
logical traits that explained examinees’ performance 
on tests. His methods of factor analysis were subse-
quently used to identify the latent traits that 
explained test performance. The techniques of factor 
analysis (which we explain in the section Validity 
Evidence Based on Internal Structure later in this 
chapter) were used by early 20th-century psychome-
tricians, and are still used today, to provide evidence 
that a test is measuring the construct it is designed 
to measure. Guilford (1946) referred to such evi-
dence as factorial validity.

Concerns Over Criterion  
and Factorial Validity
Although factor analysis and test–criterion relation-
ships provided useful validity information, over time 
it became clear that such information was limited 
and often insufficient to support the use of a test for 
a particular purpose. Concerns over the limitations 
of a purely statistical approach to validation led 
many early test specialists to conclude that a more 
comprehensive strategy was required—one that 
focused on the degree to which a test fulfilled its 
purpose (e.g., Jenkins, 1946; Kelley, 1927; Pressey, 
1920; Thorndike, 1931) and, in some cases, on the 
degree to which the content of a test adequately rep-
resents what is intended to be measured (Ebel, 1956, 
1961; Lennon, 1956; Rulon, 1946).

The issue regarding the degree to which a test 
adequately represented what it was supposed to 



Test Validity

63

measure led to the development of a new source  
of evidence for validating tests on the basis of the 
quality and appropriateness of the test content—a 
concept that was ultimately termed content validity 
(APA Committee on Test Standards, 1952; Cureton, 
1951). Content validity refers to the degree to which 
the content of a test is representative of the targeted 
construct and supports the use of a test for its 
intended purposes (Ebel, 1956; Lennon, 1956; 
Sireci, 1998a). This type of evidence was thought to 
be particularly important for educational tests such 
as those used in achievement testing or in a creden-
tialing context. Content validity evidence is usually 
gathered by having experts review test items and 
make judgments regarding the relevance of each 
item to the construct measured and the degree to 
which the items adequately and fully represent the 
construct (Sireci, 1998b).

Thus, by the middle of the 20th century  
consensus was growing that validation was a com-
prehensive process focused on specific uses and 
interpretations of test scores and multiple forms of 
evidence to support such uses. The awareness of the 
limitations of purely statistical perspectives on vali-
dation, a growing awareness of the importance of 
content validation, and a concern over the use of 
tests for purposes beyond their means led to a move-
ment to develop consensus standards for developing 
and validating tests.

Validity and the Standards for  
Educational and Psychological Testing
By the mid-20th century, several different ideas 
about validity and different types of validity evi-
dence existed. To foster consensus on these issues 
and practices, APA convened a commission that 
developed Technical Recommendations for Psycholog-
ical Tests and Diagnostic Techniques: A Preliminary 
Proposal (APA Committee on Text Standards, 1952). 
Shortly thereafter, AERA and NCME joined in, 
resulting in a joint effort that has produced stan-
dards for educational and psychological testing since 
1954. The first version of these joint standards spec-
ified four types or attributes of validity: predictive 
validity, concurrent validity, content validity, and 
construct validity (APA, 1954). Subsequent versions 
of the standards were published in 1966, 1974, 

1985, and 1999 (APA, 1966, 1974; AERA, APA, & 
NCME, 1985, 1999). Chapter 13 in this volume pro-
vides additional information about these test stan-
dards and their history.

The distinction between predictive and concur-
rent validity regards whether the test is designed to 
predict future performance or current performance. 
Predictive validity is used to describe the degree to 
which test scores are useful for predicting success 
on the job or in an educational setting such as col-
lege or graduate school. Concurrent validity 
describes how well test scores relate to an individu-
al’s standing on a current criterion. A common 
application of concurrent validity is the degree to 
which scores on a short form of a test are strongly 
associated with scores on a longer form of the test.

In Table 4.1, we provide a brief description of the 
different ways in which validity evidence was cate-
gorized in each version of these standards (Sireci, 
2009). As is evident from Table 4.1, predictive valid-
ity and concurrent validity were subsumed under 
the more general term criterion-related validity, 
which as we described earlier refers to the relation-
ships among test scores and external criteria. Con-
struct validity, which was introduced in APA’s 1954 
Technical Recommendations for Psychological Tests 
and Diagnostic Techniques and expanded on by 
Cronbach and Meehl (1955), refers to the degree to 
which test scores represent an individual’s standing 
on the theoretical construct the test is designed to 
measure. Because many test specialists consider con-
struct validity to be the most general category of evi-
dence (e.g., Messick, 1989), we elaborate on the 
concept in the next section.

Current Conceptualizations of Validity
Two concepts are central to understanding contem-
porary validity theory and test validation. The first is 
the unitary conceptualization of validity centered on 
construct validation; the second is the argument-
based approach to validation.

Unitary conceptualization of validity. In describ-
ing construct validity, Cronbach and Meehl (1955) 
stated, “Construct validity must be investigated 
whenever no criterion or universe of content is 
accepted as entirely adequate to define the quality to 
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be measured” (p. 282). Many test specialists argued 
that no criterion or content universe is entirely ade-
quate, and so all validity was essentially construct 
validity (Loevinger, 1957; Messick, 1989). The logic 
underlying this argument is that all interpretations 
of test scores imply an underlying construct. Thus, 
over time, construct validity became more com-
prehensive. Messick (1989), for example, wrote, 
“Construct validity is based on an integration of any 
evidence that bears on the interpretation or meaning 
of the test scores” (p. 17). Obviously, this definition 
implies that construct validity subsumes all other 
types of evidence.

Although the unitary conceptualization of valid-
ity stating that all validity is construct validity is 
intellectually compelling, not all test specialists have 
agreed with this perspective (e.g., Ebel, 1956, 1961), 
and some have argued that avoiding terms such as 
content validity will have a negative impact on vali-
dation practices (e.g., Sireci, 1998a; Yalow & 
Popham, 1983). Nevertheless, construct validity 
theory provides a helpful framework for evaluating 
the use of a test for a particular purpose. For exam-
ple, Messick (1989) claimed, “Tests are imperfect 
measures of constructs because they either leave out 
something that should be included according to the 

construct theory or else include something that 
should be left out, or both” (p. 34). He suggested 
that test validation endeavors focus on (a) identify-
ing sources of construct-irrelevant variance and  
(b) determining whether the construct is under-
represented. Most threats to the validity of test 
scores can be classified into one of these two  
general areas.

Argument-based approach. Kane (1992, 2006) 
borrowed from Cronbach’s (1971, 1988) perspective 
of validation as evaluation to propose an argument-
based approach to validation. In this approach, 
test users develop an interpretive argument, which 
specifies (a) how test scores will be used or inter-
preted and (b) the logical chain of inferences to 
support the interpretations or uses. On the basis of 
this chain of inferences, validity hypotheses are pro-
posed and tested to establish a validity argument. 
The argument-based approach is similar to defend-
ing the use of a test in a courtroom. The idea is to 
present a preponderance of evidence that would 
support the use of a test for a particular purpose. 
This body of evidence should include evidence that 
the test is fulfilling its intended objectives and is not 
producing undesired consequences. The approach 

TABLE 4.1

Categorization of Validity Evidence Over Time in the Standards

Publication Validity classifications

Technical Recommendations for Psychological Tests and 
Diagnostic Techniques: A Preliminary Proposal (APA 
Committee on Test Standards, 1952)

Categories: predictive, status, content, congruent

Technical Recommendations for Psychological Tests and 
Diagnostic Techniques (APA, 1954)

Types: construct, concurrent, predictive, content

Standards for Educational and Psychological Tests and 
Manuals (APA, 1966)

Types: criterion related, construct related, content related

Standards for Educational and Psychological Tests (APA, 1974) Aspects: criterion related, construct related, content related
Standards for Educational and Psychological Testing (AERA, 

APA, & NCME, 1985)
Categories: criterion related, construct related, content related

Standards for Educational and Psychological Testing (AERA, 
APA, & NCME, 1999)

Sources of evidence: content, response processes, internal 
structure, relations to other variables, consequences of testing

Note. APA = American Psychological Association; AERA = American Educational Research Association; NCME = 
National Council on Measurement in Education. From The Concept of Validity: Revisions, New Directions, and 
Applications (p. 26), by R. Lissitz (Ed.), 2009, Charlotte, NC: Information Age. Copyright 2009 by Information Age 
Publishing Inc. Adapted with permission.



Test Validity

65

does not specify a particular kind of validity evi-
dence, and so it assimilates the traditional forms 
of content- and criterion-related validity and is 
consistent with a comprehensive construct validity 
perspective.

The current Standards for Educational and Psy-
chological Testing (AERA et al., 1999) implicitly sup-
port the argument-based approach to validation.  
For example,

A sound validity argument integrates 
various strands of evidence into a coher-
ent account of the degree to which exist-
ing evidence and theory support the 
intended interpretation of test scores for 
specific uses. . . . Ultimately, the validity 
of an intended interpretation . . . relies 
on all the available evidence relevant to 
the technical quality of a testing system. 
This includes evidence of careful test 
construction; adequate score reliability; 
appropriate test administration and scor-
ing; accurate score scaling, equating, and 
standard setting; and careful attention to 
fairness for all examinees. (AERA et al., 
1999, p. 17)

To summarize our historical review of validity 
theory, the earliest validity theorists defined validity 
in terms of test and criterion relationships. Such 
relationships were used to demonstrate that tests 
measured what they were supposed to measure. As 
the consequences associated with tests grew, critics 
argued that more was needed to justify the use of a 
test for a particular purpose. These criticisms led to 
more comprehensive views of validity that require 
(a) evidence that the test is consistent with the the-
ory on which it is based, (b) that it provides the 
desired types of information consistent with its 
intended purposes, and (c) that it does not result in 
negative, unintended consequences for individuals, 
groups, or society. Today, these concerns are 
addressed by the Standards, which support an 
argument-based approach to validating tests, cen-
tered on five sources of validity evidence.

Five sources of validity evidence. The Standards 
stipulate five sources of validity evidence “that 

might be used in evaluating a proposed interpreta-
tion of test scores for particular purposes” (AERA  
et al., 1999, p. 11). The sources are validity evidence 
based on (a) test content, (b) relations to other vari-
ables, (c) internal structure, (d) response processes, 
and (e) consequences of testing.

Given a particular use of a test, one source of evi-
dence is likely to be more important than another. 
For example, validity evidence based on test content 
is likely to be particularly important in educational 
achievement testing. However, one source of evi-
dence is not likely to be sufficient for a compelling 
validity argument, and in most cases, multiple 
sources of evidence are needed.

VALIDATION

The previous review of validity theory demonstrated 
that what needs to be validated is the use of a test for 
a particular purpose. Thus, validation starts with 
explication of the purpose of a test and ends with evi-
dence bearing on the appropriateness of the interpre-
tations based on test scores with respect to the 
specific purpose. Such evidence should be compre-
hensive and compelling so that the interpretations 
made on the basis of test scores can be supported. In 
this section, we focus on how such evidence can be 
gathered, analyzed, and evaluated using the Standards’ 
five sources of validity evidence (AERA et al., 1999).

Validity Evidence Based on Test Content
The first step in developing a test is defining what is 
being measured. From a construct perspective, this 
is called defining the construct; from a content per-
spective, it is called domain definition. Regardless of 
nomenclature, defining the construct tested is also 
the first step in providing validity evidence based on 
test content because the definition of the construct 
has a direct impact on score interpretation and use.

Validity evidence based on test content can be 
categorized into four general areas: (a) construct 
definition, (b) construct relevance, (c) construct 
representation, and (d) appropriateness of test  
construction procedures (Sireci, 1998a). Construct 
definition refers to the appropriateness of how the 
domain to be tested is described and specified. In 
evaluating the construct definition, one evaluates 
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the test developer’s general statements regarding 
what is being tested as well as the specifications that 
describe test content. In educational testing, test 
specifications are often in the form of a 2 × 2 table 
that indicates the content areas and cognitive skills 
measured, although other structures are also possi-
ble. Evaluators typically focus on whether any 
important areas are omitted from the specifications 
or whether superfluous areas are included.

In licensure, certification, and other employment 
contexts, the construct domain tested is often 
defined on the basis of a practice analysis or job 
analysis (Raymond, 2001). (See Volume 3, Chapter 
19, this handbook for additional information on job 
and practice analysis.) Practice analyses are used in 
licensure and certification settings, whereas job anal-
yses are used in noncredentialing contexts. These 
analyses survey or observe practitioners to define the 
most frequent and important tasks conducted on the 
job. On the basis of these frequency and criticality 
data, test specifications are derived to represent the 
job domain. These specifications represent the oper-
ational definition of the tested domain.

After evaluating the construct definition, a sec-
ond important area is evaluating construct rele-
vance. Here, validation focuses on whether each 
item on the assessment is relevant to the construct 
tested. A related area is construct representation, 
which investigates the degree to which the items 
and tasks on an assessment fully represent the 
intended construct and do not contain material 
irrelevant to the construct measured. Traditional 
content validity studies use subject matter experts to 
evaluate test items for relevance and representative-
ness (Crocker, Miller, & Franks, 1989; Martone & 
Sireci, 2009). Items that are not judged relevant to 
the domain are eliminated, and new items are added 
if the experts conclude that aspects of the domain 
are underrepresented. In evaluating construct repre-
sentation, the relative proportion of items measuring 
different aspects of the domain is also appraised.

An evaluation of the appropriateness of the con-
struct definition focuses on how well that definition 
captures the consensus understanding of the con-
struct. An analysis of construct relevance focuses on 
the degree to which each item appropriately mea-
sures some aspect of the construct. An analysis of 

construct domain representation focuses on the 
degree to which the test as a whole adequately rep-
resents the domain. Finally, evaluation of the appro-
priateness of test construction procedures involves 
looking at the various item development, selection, 
scoring, and quality control procedures involved in 
constructing the assessment. Elements looked for in 
evaluating these procedures include training of item 
writers, qualitative and statistical criteria for select-
ing items, adequacy of scoring rubrics, screening out 
potentially biased items (sensitivity review; see 
Ramsey, 1993; Sireci & Mullane, 1994), and quality 
control checks to ensure accurate scoring.

In educational testing, a relatively new aspect of 
validity evidence based on test content is alignment. 
Alignment methodology arose from concerns about 
how well statewide educational tests aligned with 
statewide curricula. According to Webb (1997), 
alignment refers to “the degree to which expecta-
tions [i.e., standards] and assessments are in agree-
ment and serve in conjunction with one another to 
guide the system toward students learning what they 
are expected to know and do” (p. 4). Much of the 
data gathered through an alignment study are simi-
lar to the types of data gathered through traditional 
content validity studies. However, many alignment 
studies are more complex and often involve first rat-
ing the benchmarks (educational objectives) within 
a curriculum framework before rating the items. 
Some alignment methods also evaluate the degree to 
which instruction is consistent with what is mea-
sured on a statewide assessment (Porter, Smithson, 
Blank, & Zeidner, 2007).

To summarize validity evidence based on test 
content, content-related evidence is typically gath-
ered using subject matter experts who review test 
items and rate them with respect to their relevance 
and appropriateness for measuring the construct and 
with respect to the adequacy with which test content 
is congruent with the purpose of testing. Such analy-
ses are important because they represent indepen-
dent appraisals of what is intended to be measured.

Validity Evidence Based on Relations  
to Other Variables
Although criterion-related validity evidence has been 
established as insufficient to fully support claims of 
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validity for score interpretations and use, depending 
on the purpose of the test such evidence may be quite 
useful in building the overall validation argument. 
Validity evidence based on relationships between test 
scores and other variables extends beyond single 
test–criterion relationships and includes the analysis 
of the relationships of test scores with constructs that 
are expected to be positively related, negatively 
related, or unrelated. Confirmation of such theoreti-
cal relationships can reinforce the interpretations and 
uses that are intended to result from a score on a 
given instrument.

Two questions are helpful in guiding the collec-
tion of criterion-related validity evidence: (a) Is the 
rationale for selecting criterion variables and dem-
onstrating their suitability appropriate and (b) are 
the patterns observed between the test scores and 
external variables consistent with prior expecta-
tions? Important issues to consider in gathering 
validity evidence based on relationships with exter-
nal variables include (a) the type of information 
gained, (b) points to consider when selecting crite-
rion variables, and (c) the potential threats to valida-
tion that may be addressed.

Selection of validation criteria. The selection 
of validation criteria is one of the most important 
tasks when constructing a validation argument that 
includes criterion-related evidence. Important con-
siderations include the relevance, practicality, and 
reliability of each criterion. To the extent that the cri-
teria are not relevant to the construct of interest, the 
validity argument will be weakened. Thus, the selec-
tion of the criteria on the basis of the hypothesized 
relationships stemming from the theory underlying 
the construct measured is imperative. Cronbach 
(1988) and Kane (2006) distinguished between 
the strong form of construct validation, in which 
selection of validation criteria is based on construct 
theory, and the weak form of construct validation, in 
which “any correlation of the test score with another 
variable is welcome” (Cronbach, 1988, p. 13).

Selecting criteria that are consistent with the the-
ory underlying the construct is easier said than 
done. Valid external criteria are hard to obtain, 
expensive, or both. In other cases, valid external cri-
teria may simply not exist. Often, collecting criterion 

data is impractical, and even when such data are 
gathered, they may be of questionable reliability or 
corrupted by biases (e.g., supervisors’ ratings used 
in an employment setting or teachers’ ratings in an 
educational setting).

In addition, criterion variables are often subject 
to statistical artifacts such as sampling error, weak to 
moderate reliabilities, and range restriction. Highly 
select samples underestimate validity by restricting 
the range of the observed scores (i.e., the standard 
deviation is smaller in the selected sample than it 
would be in the entire pool of examinees). Sackett, 
Borneman, and Connelly (2008) gave the example of 
a correlation of .50 between the criterion and a pre-
dictor in an unrestricted sample that drops to .33 
when only the top 50% of the candidates are selected 
and thus included in the criterion measures. More-
over, an unreliable measurement of the criterion also 
results in an underestimation of the validity.

Basing judgments of validity on a poor data col-
lection design is misleading because an unreliable 
criterion measure will diminish the correlation of 
the measure with the criterion. Fortunately, statisti-
cal corrections are available for these statistical arti-
facts (Sackett et al., 2008; Sackett & Yang, 2000).

Statistical artifacts aside, the development of a 
validity argument through the use of relationships 
with other variables can help to alleviate common 
threats. The degree to which criterion-related valid-
ity evidence supports a validity argument depends 
in large part on the reasonableness of the validation 
criteria. Next, we discuss the statistical methods 
used in analyzing criterion-related validity data. 
However, no matter how sophisticated the statistical 
analysis, if the results are to provide compelling evi-
dence regarding validity, the criteria included in the 
analysis must be justified on both theoretical and 
technical grounds.

Correlation. The simplest index of test–criterion 
relationship is Pearson’s product–moment correla-
tion coefficient (rxy), which is calculated by dividing 
the covariance between two variables of interest 
(e.g., a predictor variable and a criterion variable) by 
the product of their standard deviations. Correlation 
coefficients range from −1 to 1, where 1 indicates a 
perfect positive linear relationship and −1 indicates 
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a perfect negative linear relationship. As the cor-
relation magnitude approaches zero, so too does the 
strength of this linear dependence.

Multitrait–multimethod correlations. Correlations 
can be used to assess both convergent and dis-
criminant relationships. In fact, correlations are the 
focus of analysis in Campbell and Fiske’s (1959) 
multitrait–multimethod approach to validation. 
Convergent relationships indicate that different 
methods of measurement of the same construct are 
positively and highly correlated with one another, 
whereas discriminant relationships indicate that dis-
similar constructs are not highly correlated.

Campbell and Fiske (1959) suggested that one 
comprehensive approach to evaluating validity 
would be to include different constructs (referred to 
as traits) in the analysis as well as qualitatively dif-
ferent measures of the same construct. For validity 
to be supported, one would expect high correlations 
for the same construct on different measures (con-
vergent validity) and noticeably lower correlations 
among measures of different constructs. Their 
framework specified different measures of the same 
construct as different methods of measuring a trait, 
hence the description multitrait–multimethod.

To evaluate convergent and discriminant valid-
ity and to investigate the presence of construct-
irrelevant method variance, Campbell and Fiske 
(1959) proposed arranging correlations among 
multiple measures of multiple constructs into a 
multitrait–multimethod matrix. This matrix is an 
arrangement of correlations such that the correla-
tions among the different traits are stratified by the 
different methods. Convergent validity is evaluated 
by inspecting the monotrait–heteromethod correla-
tions (same trait measured by different methods), 
and discriminant validity is evaluated by inspecting 
the heterotrait–monomethod (different traits  
measured by the same method) and heterotrait– 
heteromethod correlations. A sound validity argu-
ment based on this approach would exhibit large 
and statistically significant monotrait–monomethod 
correlations that were substantially larger than the 
heterotrait correlations. As Campbell and Fiske 
pointed out, “Tests can be invalidated by too high 
correlations with other tests from which they were 
intended to differ” (p. 81).

Data considerations in correlation analysis. 
Whenever one is interpreting validity evidence 
on the basis of correlations, the nature of the data 
should be considered. The use of correlation assumes 
a linear relationship between the predictor and the 
criterion. If a nonlinear relationship is present, a 
Pearson correlation coefficient will underestimate the 
relationship and result in misleading conclusions.

Another notable problem in correlation analysis 
is restriction in range, which occurs when the sam-
ple used to calculate a correlation is more homoge-
neous (contains less variability) than the population 
to which the validity inference is to generalize. 
Restriction in range is a common occurrence in pre-
dictive validity studies, such as when grades in col-
lege are used to evaluate the predictive power of 
college admissions tests. Because only students who 
were admitted to college have data on the criterion 
(college grades), they represent a more restricted 
sample than the entire population of college appli-
cants who took the test (i.e., many of these examinees 
were not accepted into college). This restricted vari-
ability attenuates (weakens) the correlation.

Disattenuating correlations for restriction in range. 
Fortunately, when there is information regarding the 
variability of the predictor in the population, corre-
lations can be disattenuated for restriction in range. 
Given the observed standard deviations on the 
predictor (σ �x) and criterion (σ �y) for the restricted 
samples, along with the standard deviations for the 
population on the predictor (σ x) and the correla-
tion between the predictor and the criterion (ρ ��xy), 
the standard deviation of the criterion for the entire 
pool of applicants (σ y) can be estimated as
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The standard deviation estimated in Equation 4.1 
can then be used to estimate the disattenuated cor-
relation (ρxy) between the predictor and criterion 
variables by
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Disattenuating correlations for unreliability. 
Another disattenuation formula can be applied to 
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account for the imperfect reliability to which the cri-
terion is measured, if information on the reliability of 
the criterion variable was available. This formula is

ρ
ρ

ρ�xy

xy

yy

= , (4.3)

where ρ �xy is the disattenuated correlation, ρxy indi-
cates the uncorrected correlation, and ρyy represents 
the reliability of the criterion measure.

Correlations can be corrected for statistical arti-
facts such as restriction in range and unreliability of 
the criterion measure. In most cases, reporting both 
corrected and uncorrected correlations is wise (AERA 
et al., 1999, pp. 21–22). In addition, structural equa-
tion modeling (see Chapter 5, this volume) can be 
used to automatically adjust for unreliability of 
observed variables used to measure latent variables.

Multiple regression. Multiple regression is also 
used to gather validity evidence based on the rela-
tions of test scores with other variables. In addition 
to indexing the strength of a test–criterion relation-
ship, multiple regression allows for gauging the pre-
dictive accuracy of test scores as well as the relative 
predictive utility of test scores when used in con-
junction with other predictor variables.

Regression analysis fits a line that minimizes the 
squared deviation of the observed values on the cri-
terion (y) from the values predicted from the regres-
sion line (ŷ):

y x xi i p pi i= + + + +β β β ε0 1 1 � , (4.4)

where yi represents the score on the criterion for 
individual i, β0 indicates the intercept of the regres-
sion line, βp represents the weight or slope (also 
called the regression coefficient) associated with the 
first of p predictors, x i1  represents the score of per-
son i on the first predictor, and εi represents the 
residual for individual i. Each regression coefficient 
represents the expected increase in the criterion 
associated with a one-unit increase in the predictor, 
holding the other predictors constant.

The regression analogue to the correlation coeffi-
cient is the multiple correlation coefficient (R), which 
reflects the correlation between the derived linear 
combination of the predictors and the criterion (ryŷ). 

The square of the multiple correlation coefficient is 
denoted R2 and represents the proportion of variance 
in the criterion variable accounted for or explained 
by the linear combination of the predictors.

In addition to R and R2, each element in a regres-
sion equation can provide validity evidence. The sta-
tistical significance of a predictor (e.g., test score) 
can be evaluated by testing the regression coefficient 
for statistical significance.

In many cases, however, a validity investigation 
may seek to understand whether test scores add to 
predictive accuracy above and beyond other predic-
tors that may be available. Several indices are avail-
able to evaluate the utility of a single predictor in a 
multiple regression analysis including squared semi-
partial correlations, squared partial correlations, and 
the relative Pratt index (Thomas, Hughes, & 
Zumbo, 1998).

The squared semipartial correlation represents the 
proportion of total variance in the criterion variable 
accounted for by the predictor variable above and 
beyond that accounted for by the other predictors. A 
straightforward way to compute the squared semipar-
tial correlation is to run a regression analysis twice, 
with and without the predictor variable of interest. 
For example, suppose a regression analysis involved 
two predictors: x and z. If R y xzi

2  represents the 
squared multiple correlation when both x and z are 
regressed on y and R y zi

2  represents the squared corre-
lation when only z is regressed on y, the squared 
semipartial correlation for predictor x (ry x z( )i

2 ) is

r R Ry x z y xz y z( ) .i i i
2 2 2= −  (4.5)

Instead of focusing on the total variance in the 
criterion, the squared partial correlation focuses on 
the criterion variance unexplained by the other pre-
dictors. It refers to that portion of the unexplained 
variance that the predictor of interest does account 
for. If R y xzi

2  represents the squared multiple correla-
tion when both x and z are regressed on y and R y zi

2  
represents the squared correlation when z is 
regressed on y, the squared semipartial correlation 
for x (rxy zi

2 ) is

r
R R

Rxy z

y xz y z

y z
i

2

2 2
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=
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−
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⋅
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Because the equation for the semipartial correla-
tion is the numerator in the equation for the partial 
correlation, the partial correlation (and its square) 
will always be larger than the semipartial correlation 
(and its square), unless the predictor is completely 
uncorrelated with the other predictors (in which 
case the semipartial and partial correlations would 
be equal). In either case, in interpreting these corre-
lations one must remember that they are not indica-
tors of the strength of the predictor, but rather an 
indication of the proportion of criterion variance 
that is explained after considering the contributions 
of all other variables in the equation.

The relative Pratt index is sometimes used 
instead of squared semipartial or partial correlations 
for determining the relative importance of variables 
because they are sometimes simpler to interpret 
because the sum of all Pratt indices (dx) is 1 when all 
predictors are included. The equation for the rela-
tive Pratt index is

d
b r

Rx
x x=

ˆ
,

2
 (4.7)

where b̂x  represents the estimated regression beta 
weight, rx represents the Pearson correlation 
between the predictor and criterion variables, and R2 
represents the total variance accounted for by the 
complete model.

Differential predictive validity. Regression and 
multiple regression can also be used to evaluate 
potential test bias. Specifically, if test scores are used 
to predict future performance, such as the use of 
college admissions tests to predict academic success 
in college, the degree to which the prediction is con-
sistent and accurate across subgroups of examinees 
is relevant to the question of test bias. If separate 
regression lines are computed for subgroups of 
examinees, the regression weights and intercepts can 
be tested for statistically significant differences that 
may indicate bias (Wainer & Sireci, 2005). However, 
in many cases there are too few members of one or 
more subgroups for stable estimation of regression 
coefficients. An alternate strategy is to fit a single 
regression line for all groups and evaluate the errors 
of prediction to see whether they are consistent 
across subgroups of examinees (e.g., minority vs. 
nonminority examinees). If errors systematically  

differ (result in patterns of over- and underpredic-
tion), the use of the regression equation for all 
groups of interest may be questioned (Sireci & 
Talento-Miller, 2006). However, we should caution 
that in using these approaches, if group means differ, 
the results may be misleading.

Data considerations in multiple regression. Range 
restriction and unreliability of measures are also 
issues of concern in multiple regression, although 
disattenuation formulas such as those described ear-
lier can be used to ameliorate their effects. As with 
correlation analysis, regression also assumes identi-
cally and independently distributed errors. However, 
an additional concern in regression analysis is mul-
ticollinearity, which refers to the case when two or 
more predictor variables are highly correlated. If the 
predictors are highly correlated, the regression coef-
ficients may be unstable.

Hierarchical linear modeling. Although multiple 
regression has been widely used in validity analyses, 
researchers have pointed out that in many cases, 
validity analyses involve a nested structure that vio-
lates the independence-of-observations assumption 
in regression. For example, individuals are often 
nested within classrooms, schools, districts, teams, 
or some other functional unit. An alternative, mul-
tilevel modeling, has been proposed to address this 
problem, the most popular form being hierarchical 
linear modeling (Bryk & Raudenbush, 1992).

Hierarchical linear modeling involves calculating 
different predictor equations for the multiple groups 
or levels, thus treating the levels as fixed effects in 
the model. The first level consists of the model  
for the individual, and the subsequent levels pertain 
to the models associated with the grouping-level 
variables, such as schools, school districts, states, or 
other levels within which individuals can be nested. 
Korbin (2010), for example, applied hierarchical 
linear modeling to demonstrate the utility of a mul-
tilevel model to understand the relationship of insti-
tutional characteristics (e.g., size, type) in 
relationship to the validity of the SAT (among other 
variables) for predicting 1st-year college grade point 
average. When assessing the SAT for its predictive 
validity for different kinds of institutions, 1st-year 
college grade point averages become nested within 
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the institutional variables. Thus, multiple levels are 
required to model the impact of SAT scores in pre-
dicting 1st-year college grade point average. Gener-
ally, in the second and subsequent levels of a 
hierarchical linear model, the intercepts and slopes 
are what become the dependent variables in the next 
level of the model. The generation of the regression 
equations in this manner incorporates the variation 
across the individual subjects within a level, which 
cannot be accomplished by conducting separate 
regression equations.

It is important to note that hierarchical linear 
modeling requires larger data demands than a typi-
cal multiple regression, which limits its applicabil-
ity. For example, Hox (1995) suggested a minimum 
of 20 groups for the highest level and 100 groups 
when variance components are to be estimated with 
low standard errors.

Groups as criteria: Experimental and quasi- 
experimental designs. In many validation endeav-
ors, instead of evaluating prediction, the goal is to 
rule out rival hypotheses in building the validity 
argument. In such cases, experimental or quasi-
experimental studies may be used. The difference 
between experimental and quasi-experimental 
designs is whether participants are randomly 
assigned to conditions in the experiment. Thus, 
when sex or ethnicity is the grouping variable, a true 
experimental design is impossible because these vari-
ables cannot be randomly assigned. Experimental 
designs may also use a repeated-measures format if 
the order of treatment was counterbalanced.

Experimental and quasi-experimental designs are 
typically used to test specific validity hypotheses. In 
these cases, test scores are the dependent variable on 
which the groups are compared. Validity hypotheses 
may specify statistically significant differences across 
two or more groups or may hypothesize no differ-
ence. For example, if a test is designed to measure 
sensitivity to instruction, students can be randomly 
assigned to instruction and noninstruction groups 
and then given the test after the students in the 
experimental group completed the instruction. The 
validity hypothesis would be that students in the 
experimental group would perform better on the test. 
A validity hypothesis predicting no difference across 

groups would be exemplified by testing programs 
that administer parallel forms of a test delivered 
either over a computer or via traditional paper-based 
testing. Some studies of computer-based and paper-
based test comparability have used experimental 
designs (Bennett et al., 2008; Kim & Huynh, 2007), 
and others have used quasi-experimental designs 
because of difficulties in making random assignments 
(Glasnapp, Poggio, Carvajal-Espinoza, & Poggio, 
2009; Puhan, Boughton, & Kim, 2007). Quasi- 
experimental designs in this context typically involve 
matching students who took a test on computer or 
paper on demographic and academic variables (e.g., 
prior year’s test scores). Quasi-experimental designs 
have also been used to evaluate the effects of test 
accommodations on students’ performance on educa-
tional tests (Sireci, Scarpati, & Li, 2005).

Validity generalization and meta-analysis. Before 
concluding our discussion of criterion-related valid-
ity evidence, we should mention two other topics 
that cut across statistical procedures—validity gen-
eralization and meta-analysis. Validity generaliza-
tion is a process through which validity evidence 
from different studies is quantitatively merged to 
determine the degree to which statistical evidence 
of validity gathered in one situation extends to dif-
ferent settings, such as organizations, time periods, 
jobs, and geographical areas. Quantitative methods 
for validity generalization include meta-analyses 
and Bayesian techniques. Typically, the goal is to use 
the results of existing criterion-related studies and 
apply them to new situations, new settings, and new 
populations of examinees.

Meta-analysis refers to statistical summary of sev-
eral studies on a particular topic. With respect to 
validity generalization, meta-analysis is used to sum-
marize the results of several criterion-related validity 
studies so that the general trend and magnitude of 
prediction or utility can be ascertained. The use of 
meta-analysis for supporting validity generalization 
involves the collection of data that span situations, 
settings, and populations. The more areas to which 
the results are shown to generalize, the greater the 
confidence in applying the criterion relationships to 
unique situations. Here, it is especially important to 
remember that each observed validity statistic is a 
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sample statistic and thus subject to artifactual vari-
ance because of differential restriction in range, 
small sample sizes, and differential criterion unreli-
ability (Schmidt, 1988).

Meta-analysis can involve several approaches to 
summarizing validity data. For example, when a test 
score is used as a single predictor for a specific crite-
rion, the median test–criterion correlation or, more 
commonly, a weighted average correlation, in which 
the weighting is based on the sample size, can be 
reported. Effect size measures may also serve as the 
summary index. When the criterion is a grouping 
variable, Cohen’s (1988) delta may be used to sum-
marize the results across studies (e.g., weighted 
average delta). In correlation analysis, the weighted 
average squared correlation may serve as a summary 
index. Meta-analysis also involves drawing confi-
dence intervals or other information regarding 
expected variability so that the degree to which the 
results might replicate can be provided.

The Standards (AERA et al., 1999) point out that 
the different contexts of the studies involved in 
validity generalization should be considered. They 
recommend that the characteristics of all studies 
summarized be reported and any substantive differ-
ences across studies be considered. For example, if 
subsets of studies in a meta-analysis differ according 
to some feature (e.g., job family, region of the coun-
try, or other moderator variable), the Standards rec-
ommend reporting separate effect-size estimates for 
each feature (AERA et al., 1999, p. 22).

Validity Evidence Based  
on Internal Structure
The term internal structure refers to the dimension-
ality or underlying factor structure of an assessment. 
The theory used to develop a test will often hypoth-
esize a specific dimensionality. For example, an 
assessment of self-concept may hypothesize separate 
dimensions for academic self-concept and social 
self-concept. Statistical analysis of test data can 
determine how many dimensions (or factors) are 
needed to characterize the variation in the data. The 
degree to which these empirically derived dimen-
sions are congruent with the theorized dimensional-
ity of the construct is one way to evaluate how well 
the test morphologically represents the construct.

Validity evidence based on internal structure can 
come from many different sources, including analy-
sis of (a) internal consistency, (b) dimensionality, 
and (c) measurement invariance. In some cases, 
investigations of internal structure simply seek to 
justify the use of a particular scoring model, such as 
when unidimensional item response theory (IRT) 
models are used to calibrate items and provide 
scores for examinees. In other cases, the hypothe-
sized multidimensionality of a construct is empiri-
cally tested through factor analysis or other means.

Important issues to consider and clarify in gath-
ering validity evidence based on the internal struc-
ture of an assessment include (a) the type of 
information gained from collecting this kind of evi-
dence, (b) the scoring model for the assessment,  
(c) the declaration of dimensionality, and (d) the 
decision to report subtest scores, composite scores, 
or both. Furthermore, validity investigations based 
on internal structure can be analyzed across sub-
groups of examinees to evaluate whether the test as 
a whole, subtests, or individual items are invariant 
across relevant subgroups of test takers.

Understanding dimensionality. Some assessments 
are intended to be unidimensional, and others are 
designed to be multidimensional. A dimension is a 
homogeneous continuum that accounts for variation 
in examinees’ responses to test items. Analysis of 
internal structure involves some type of comparison 
of the hypothesized and observed dimensionalities. 
The type of scores derived from the assessment, 
such as a composite score, subtest scores, or score 
profile, must also be considered. For example, the 
Standards state,

It might be claimed . . . that a test is 
essentially unidimensional. Such a claim 
could be supported by a multivariate sta-
tistical analysis, such as a factor analysis, 
showing that the score variability attrib-
utable to one major dimension was much 
greater than the variability attributable 
to any other identified dimension.. . . 
When a test provides more than one 
score, the distinctiveness of the separate 
scores should be demonstrated, and the 
interrelationships of those scores should 
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be shown to be consistent with the 
construct(s) being assessed. (AERA et al., 
1999, p. 20)

Thus, validity evidence based on internal structure 
should be reported to defend the types of scores pro-
vided by the test as well as the theoretical interpreta-
tion of those scores.

Statistical methods for evaluating internal structure. 
Numerous methods exist for evaluating the dimen-
sionality of an assessment. These methods range 
from reporting estimates of internal consistency 
reliability to more sophisticated methods that are 
based on factor analysis, multidimensional scal-
ing, and structural equation modeling. Next, we 
provide descriptions of some of the most relevant 
approaches.

Dimensionality analyses. Supporting claims 
of dimensionality for an assessment relative to the 
construct or content domain of interest is important. 
The following sections describe several methods 
for conducting dimensionality analyses, including 
exploratory factor analysis (EFA), confirmatory 
factor analysis (CFA), multidimensional scaling 
(MDS), and IRT residual analysis. Readers with 
interest in factor analysis and IRT should consult 
Chapters 5 and 6 in this volume.

Exploratory factor analysis. Pearson (1901) 
developed principal-components analysis to reduce 
large sets of correlations (or covariances) to a 
smaller number of components that represented the 
majority of the variation observed in the full set of 
correlations. The method derives a first component 
by finding a weighted linear combination of vari-
ables that account for the most observed variance 
among the correlations. A second component is 
then derived that accounts for the most remaining 
residual variance. This process is repeated until most 
of the variation is accounted for and any remaining 
components account for trivial variance.

Although principal component analysis is some-
times used to evaluate the internal structure of an 
assessment, EFA is more common and more appro-
priate. Spearman (1904) expanded principal compo-
nent analysis into factor analysis by partitioning the 
total observed variance into common variance and 
unique variance. The components derived using  

factor analysis are called factors, and rather than 
representing observed variance, they represent the 
shared variance among the items. In the context of 
the analysis of test structure, each factor in an EFA 
refers to a hypothesized latent variable that explains 
examinees’ responses to test items. (A full descrip-
tion of principal component analysis and EFA is 
beyond the scope of this chapter, but readers are 
referred to Chapter 5, this volume.) Essentially, the 
EFA model represents the response of an individual 
i to an item j as

m a f eij jk ik i
k

= +∑ , (4.8)

where k is a particular factor. Thus, a person’s 
response to an item is determined by the item’s load-
ing on a factor (ajk) and a person’s factor score (fik). 
The matrix algebra version of the EFA formula is 
more illuminating regarding how it can be used to 
evaluate internal structure because it describes the 
analysis in terms of the matrix of correlations among 
the variables:

R VLV= , (4.9)

where R = the matrix of correlations among the 
variables (e.g., test items), V = a matrix of eigenvec-
tors, and L = a diagonal matrix of eigenvalues. 
Eigenvectors are vectors of the factor loadings, which 
are the weights of each variable on each factor. 
Eigenvalues are an index of the magnitude of each 
factor and represent the sum of squared factor load-
ings for a factor.

When EFA is used to evaluate test structure, the 
analyst must decide how many of the resulting fac-
tors are real because some factors may be trivially 
small. When the hypothesized structure of a test is 
known, the analyst attempts to identify the hypothe-
sized factors in the solution. If other, meaningful 
factors emerge, it could signal a lack of validity of 
the assessment, or it could result in a renewed 
understanding of the construct.

Confirmatory factor analysis. Given that 
researchers typically have a theoretical dimensional 
structure in mind when seeking validity evidence 
based on test structure, CFA is an attractive alterna-
tive to EFA. CFA comes from structural equation 
modeling, which is a comprehensive procedure for 



Sireci and Sukin

74

analyzing the relationships among multiple vari-
ables. CFA represents a measurement model within 
structural equation modeling, in which a model is 
posited that describes which items are loading on 
which factors and how the factors are related to one 
another. The CFA model is

y = +Λη ε (4.10)

where y is a (p × 1) column vector of scores for per-
son i on p items, Λ is a (p × 1) column vector of fac-
tor loadings of the p items on the latent factor, η is 
the latent variable score for person i, and ε is an 
(N × 1) column vector of measurement residuals.

If the test data are dichotomous or polytomous, 
tetrachoric and polychoric correlations and their 
asymptotic covariances typically serve as input for a 
CFA. The hypothesized factor loadings, taken from 
the test specification blueprint, for example, are 
used to specify the model. Correlations among the 
factors can also be modeled.

Once a model is specified, it can be fit to the 
data, and the goodness of fit can be evaluated. 
Numerous descriptive indices evaluate how well a 
hypothesized model fits the observed data. Three 
indices often used in the context of CFA are the 
root-mean-square error of approximation (RMSEA), 
the standardized root-mean-square residual (SRMR), 
and the adjusted goodness-of-fit index (AGFI). The 
RMSEA is an index of the average residual variance 
in the data unaccounted for by the model. The 
SRMR is the standardized difference between the 
observed covariance and the predictive covariance. 
For both RMSEA and SRMR, a value of zero indi-
cates perfect fit. The AGFI is an index of the propor-
tion of variance in the data accounted for by the 
model after adjusting for the number of parameters 
fit to the data. Rules of thumb for interpreting fit of 
the model to the data using the standard error of the 
mean suggest that the RMSEA and SRMR should be 
less than .10 (and preferably below .05), and the 
AGFI should be .90 or higher (Browne & Cudek, 
1993; Byrne, 1998; Kline, 2005; Mulaik et al., 1989). 
However, the literature on goodness of fit in struc-
tural equation modeling is extensive, and other indi-
ces and guidelines have also been recommended.

In addition to testing the fit of specific models of 
internal structure to observed data, CFA can also be 

used to evaluate the relative superiority in fit of com-
peting models. For example, if one were interested 
in determining whether a unidimensional model 
could be used to represent test performance, the fit 
of that model could be compared with that of a 
higher dimensional model. If maximum likelihood is 
used in fitting the CFA model, the difference in fit 
between any two nested models can be tested for sta-
tistical significance (Raju, Laffitte, & Byrne, 2002).

Multidimensional scaling. MDS can also be used 
to provide validity data based on internal structure. 
MDS is a data-analytic procedure that fits dimen-
sions to data so that the underlying structure of the 
data can be understood. In evaluating the structure 
of an assessment, either distances are computed 
among items or an interitem correlation matrix is 
calculated and then converted to dissimilarities. 
In single-group analyses, the matrix of observed 
item dissimilarities is modeled in 1, 2, . . ., or 
R-dimensional space; the MDS model provides a 
representation of the observed response data in any 
R-dimensional item space as

d x xjj jr j r
r

R

′ ′
=

= −∑( ) .2

1

 (4.11)

Thus, items can be presented by their coordi-
nates, x jr  for item j on dimension r ( ,..., )r R= 1 , or 
graphically displayed.

The fit of an MDS model to test data is typically 
evaluated using the fit values STRESS and R2. 
STRESS represents the square root of the normalized 
residual variance, and so the smaller the stress value 
is, the better the fit of the model to the data. R2 rep-
resents the proportion of variance accounted for by 
the MDS model, and so the larger the value, the bet-
ter. As with EFA, the interpretability of the solution 
also plays a major role in determining the MDS solu-
tion that best represents the data (and hence test 
structure).

Analyzing fit of item response theory models. 
Today, many educational and psychological assess-
ments are developed using IRT. Because IRT posits a 
specific measurement model, the fit of the model to 
the data can be directly evaluated to assess internal 
structure. Although multidimensional IRT models 
do exist, unidimensional models are much more 
commonly used. Thus, most IRT residual analyses of 
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internal structure seek to determine whether (a) the 
test data are truly unidimensional and (b) the spe-
cific IRT model used fits the data.

A variety of IRT models exist, and all describe 
the probability that an examinee at a particular point 
on the proficiency continuum (denoted θ) will pro-
vide a particular response. A full description of IRT 
is beyond the scope of this chapter; interested read-
ers are referred to Chapter 6 in this volume for more 
information.

During IRT model fit analyses, the actual propor-
tions of examinees at various intervals along the θ 
continuum are plotted along the item characteristic 
curve that displays the IRT model-based probability 
that examinees at any point along θ will answer the 
item correctly. The degree to which these observed 
proportions deviate from the predicted value repre-
sents model misfit.

Evaluating invariance of internal structure. EFA, 
CFA, MDS, and IRT residual analysis all represent 
important means for evaluating the internal struc-
ture of an assessment and comparing it with the 
structure hypothesized by the theory of the underly-
ing construct measured. Similar to concerns raised 
in analyses of criterion-related validity evidence, 
such as differential predictive validity, the degree 
to which the internal structure of an assessment is 
invariant across subgroups of examinees is often 
an important validity question. CFA and MDS are 
excellent statistical methods for evaluating the 
invariance of test structure across multiple groups 
because the data for multiple groups can be analyzed 
in a single analysis (Sireci, Patsula, & Hambleton, 
2005; Sireci & Wells, 2010). At the item level, 
invariance can be evaluated by inspecting differen-
tial item functioning (DIF).

Differential item functioning. As with the impact 
at the total test score level discussed earlier with 
respect to differential predictive validity, impact can 
also occur at the item level. When such differences 
occur, they could reflect a true group difference 
with respect to what the item measures, or the item 
could be biased in some way to members of one 
group. The term differential item functioning refers 
to the situation in which examinees who have equal 
standing on the construct measured by the test but 

who are from different groups (e.g., ethnicity, sex) 
have different probabilities of responding to the item 
(Holland & Thayer, 1988). DIF represents a statis-
tical interaction between group membership and 
item performance, after matching examinees across 
groups on some criterion (usually total test score).

DIF, by proxy, indicates multidimensionality and 
thus represents a difference in a secondary profi-
ciency or item parameter after conditioning on the 
skill or ability the test was intended to measure 
(Camilli & Shepard, 1994; Roussos & Stout, 1996). 
DIF is a necessary but insufficient condition for a 
claim to be made that an item is biased. For bias to 
exist, the secondary ability must be an unintended 
component irrelevant to the purpose of testing. 
Thus, DIF is determined on the basis of statistics 
alone, and bias is determined only after follow-up 
studies prompted by DIF results.

Several methods for assessing DIF exist, includ-
ing methods based on contingency table analysis 
such as the Mantel–Haenszel method (Holland & 
Thayer, 1988) and methods based on IRT such as 
the likelihood ratio method (Thissen, Steinberg, & 
Wainer, 1993). A complete description of these 
methods is beyond the scope of this chapter; inter-
ested readers are referred to Holland and Wainer 
(1993) or Chapter 7 in this volume. Essentially, all 
DIF procedures match examinees from different 
groups on some measure of the construct of interest 
(typically, total test score) and then look for differ-
ences in item performance after the matching takes 
place.

Evaluating the invariance of test structure. As 
noted at the beginning of this chapter, validity is 
sometimes described as the degree to which a test 
measures what it purports to measure. But what if 
what it measures changes depending on the charac-
teristics of the examinees who take it? The degree to 
which the construct measured by a test is consistent 
across subgroups is known as construct equivalence. 
Concerns regarding construct equivalence often 
arise in cross-cultural research in which constructs 
such as intelligence or conscientiousness can be 
culturally dependent (van de Vijver & Poortinga, 
2005). It also arises in the case of test accommo-
dations or computer-based testing when the test 
administration conditions are altered, and the degree 
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to which such alterations affect the construct is 
unknown.

There are many aspects of evaluating construct 
equivalence, both statistical and qualitative. For 
example, in cross-cultural assessment, a first step is 
often establishing that the construct is legitimate 
and appropriate in all cultures assessed. Statistically, 
test specialists study structural equivalence, the 
degree to which the internal structure of an assess-
ment is consistent, or invariant, across subgroups. 
Such subgroups could be defined by culture, lan-
guage, test administration condition, or other fac-
tors. (See Volume 3, Chapter 26, this handbook, for 
considerably more information on equivalence.)

CFA and weighted MDS can both be used to 
evaluate structural equivalence because they are 
able to analyze the structure of data from multiple 
groups simultaneously. In CFA, the degree to which 
the hypothesized structure of an assessment ade-
quately fits the data for multiple groups can be ana-
lyzed using descriptive measures of fit such as 
RMSEA, SRMR, and AGFI. Alternatively, the 
hypothesized structure of an assessment can be con-
strained to be equal across all groups and the fit of 
that model can be statistically compared with mod-
els in which different degrees of constraint are 
relaxed.

A typical hypothesis tested using CFA is whether 
the factor loading matrix is equivalent across all 
groups. Complete structural invariance would result 
if a model that estimated all parameters separately 
for each group did not exhibit statistically signifi-
cant improvement in fit (using the likelihood ratio 
test) over the model constraining the factor load-
ings, errors associated with those loadings, and fac-
tor correlations to be equivalent across groups. 
When numerous groups are involved in the analy-
ses, descriptive fit indices are more generally used 
(Byrne & van de Vijver, 2010).

Evaluating structural invariance using MDS 
requires weighted MDS, in which a weight is incor-
porated into the distance model to adjust the overall 
structure of the assessment to best fit the data for 
each group. Specifically,

d w x xijk ka ia ja
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where dijk is equal to the Euclidean distance between 
stimuli (e.g., test items) i and j for group k, wka is the 
weight for group k on dimension a, xia is the coordi-
nate of stimulus i on dimension a, and r is the dimen-
sionality of the model. The weights for each subgroup 
on each dimension (wka) contain information regard-
ing structural equivalence. If the pattern of weights is 
similar across groups, the structure is consistent 
across the groups. If a dimension is needed to account 
for variation among the items in one group but not 
another, that group will have a relatively large weight 
on that dimension, whereas the other groups will 
have much smaller weights on the dimension. Such a 
finding indicates a lack of structural equivalence.

CFA and weighted MDS can be used to evaluate 
test structure across groups in complementary fash-
ion (Sireci & Wells, 2010). CFA evaluates the 
hypothesized test structure, whereas MDS is an 
exploratory analysis that fits dimensions to best 
account for the data in all groups.

Validity Evidence Based  
on Response Processes
Gathering validity evidence based on response pro-
cesses is perhaps the most difficult validity evidence to 
gather because it involves demonstrating that examin-
ees are invoking the hypothesized constructs the test 
is designed to measure in responding to test items. As 
the Standards (AERA et al., 1999) describe, “Theoreti-
cal and empirical analyses of the response processes of 
test takers can provide evidence concerning the fit 
between the construct and the detailed nature of per-
formance or response actually engaged in by examin-
ees” (p. 12). Gathering this type of evidence is 
difficult because one cannot directly observe the cog-
nitive processes going on within people’s heads as 
they respond to test items. Although some studies 
have used MRI to see which regions of the brain are 
activated when responding to tasks (e.g., Owen, 
Borowsky, & Sarty, 2004), most studies of response 
processes use indirect means such as cognitive inter-
views, think-aloud protocols, focus groups, or analysis 
of answer patterns and item response time data.

Methods for gathering response process data. 
Messick (1989) pointed out that the information-
processing models in cognitive psychology provide 
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several means for investigating the response pro-
cesses used by examinees in responding to items. 
Gathering evidence based on response processes 
involves determining the cognitive strategies used 
by test takers or ruling out specific construct-
irrelevant strategies such as guessing or test wise-
ness. The evidence can take many forms, including 
interviewing test takers about their responses to test 
questions, systematically observing test response 
behavior, evaluating the criteria used by judges 
when scoring performance tasks, analyzing item 
response time data, and evaluating the reasoning 
processes examinees use when solving test items.

Think-aloud protocols and cognitive interviews. 
Protocol analysis refers to both think-aloud protocols 
and cognitive interviews. In think-aloud proto-
cols, examinees explain what they are thinking as 
they respond to test items, and their explanations 
are recorded. Retrospective analyses can also be 
conducted in which examinees explain why they 
responded to an item in a particular way. In cogni-
tive interviewing, a specific interview protocol is 
designed and examinees are asked questions to test 
whether they are responding to the item in the man-
ner intended (Beatty, 2004).

Think-aloud and interview protocols can be used 
to see whether examinees are guessing, eliminating 
distractors in multiple-choice items, or using the 
hypothesized cognitive strategies intended by the 
test developers. An advantage of the cognitive inter-
view is that specific hypotheses can be tested. For 
example, if there is a construct-irrelevant threat that 
may affect test performance, such as test wiseness, 
the interview can include questions about such 
threats. Cognitive interviews and think-aloud proto-
cols can also test specific theories regarding why an 
item may exhibit DIF across groups (e.g., Ercikan  
et al., 2010).

Chronometric analysis. Chronmetric analysis 
refers to the analysis of item response time data, 
which record how long it takes an examinee to 
respond to a test item. Before the age of computer-
based testing, gathering such data was hard, but 
doing so is relatively easy when a test is adminis-
tered on a computer. One analysis that could be 
done is to test whether examinees take more time 

to answer items that are hypothesized to require 
greater processing load. If so, support for the differ-
entiation of the specified cognitive levels measured 
by the test is provided.

Wise and his colleagues (Wise, 2006; Wise & 
Kong, 2005) have used the amount of time examin-
ees take to respond to items to measure rapid guess-
ing behavior and the degree to which examinees are 
engaged in the test. Identifying such unmotivated 
responses helps explain the performance of certain 
examinees and can be used to identify unmotivated 
examinees and adjust group statistics when a lack of 
motivation attenuates aggregate statistics.

Evidence-centered test design. Many test special-
ists have argued that the cognitive skills measured 
on educational tests need to be more carefully 
specified using cognitive theories (Huff, Steinberg, 
& Matts, 2010; Mislevy, 2009; Snow & Lohman, 
1989). The incorporation of cognitive theories into 
test development is often referred to as evidence-
centered design or principled assessment development. 
The general idea underlying this approach is that 
the skill or objective measured by each test item is 
clearly specified in terms of the skill the item mea-
sures and the different types of responses that indi-
cate different levels of the skill. Different models can 
be established, such as the task model that specifies 
the claims regarding what the item measures and 
the observable evidence in the form of examinee 
responses. Mathematical models can be developed 
that relate the different sets of skills measured by 
the test and which ones are needed to succeed on 
specific test items. The degree to which success on 
the test and item difficulty are congruent with the 
specification of the skills measured provides evi-
dence that the targeted cognitive processes are being 
measured and hence supports valid interpretations 
of the test scores.

Mathematical modeling of item difficulty. Similar 
to evidence-centered design, some educational test 
specialists have investigated modeling item difficulty 
on the basis of specific attributes of test items related 
to cognitive processes (Mulholland, Pellegrino, & 
Glaser, 1980; Sheehan & Mislevy, 1990; Tatsuoka, 
1987; Whitely, 1983). Many of these models are 
extensions of IRT in which different item attributes 
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are treated as facets. In other cases, the difficulty is 
modeled after the test is assembled to provide more 
diagnostic information regarding examinees’ perfor-
mance (Sheehan, 1997). When item difficulty can 
be explained using the cognitive attributes of the 
items, validity evidence based on response processes 
is provided.

Evaluating processes used by graders. One 
other area of evidence based on response processes 
focuses not on examinees but on the people who 
score their responses. Whenever tests involve grad-
ers or observers, such as when students write essays 
that are scored by graders or when observers judge 
the performance of an examinee performing a task, 
the degree to which the graders rate performance 
in accordance with the scoring rubric is a critical 
validity issue. Analyses of grader accuracy, scoring 
rubric stability, and interrater reliability all provide 
important validity evidence based on the response 
processes of the graders.

Other evidence based on response processes. In 
addition to the methods mentioned thus far, several 
other methods for gathering validity evidence based 
on response processes have been proposed. These 
methods include analysis of eye movements in 
which the direction and duration of examinees’ eye 
movements during task performance are measured 
(Messick, 1989), analysis of systematic errors such 
as performing an analysis of the incorrect response 
options on a multiple-choice test (Abedi, 2007; 
Thissen, Steinberg, & Fitzpatrick, 1989), and analy-
sis of omit rates. When items are left blank by many 
examinees, reasons for such omit rates should be 
explored because they are likely to influence score 
interpretations. Another method used to evaluate 
response processes is review of scratch paper and 
other draft material students create in responding  
to items.

Summary of validity evidence based on response 
processes. Validity evidence based on response 
processes is typically hard to gather, and so exam-
ples of comprehensive studies in this area are rare. 
However, computer-based testing, evidence-centered 
design, and other developments offer promise for 
more research in this area. Regardless of the method 

used, the quality of the data gathered must be con-
sidered, particularly when such data are based on 
subjective judgments such as observers and inter-
viewers. Biases in examinees’ responses to observa-
tions and interviews, such as social desirability, must 
also be considered. Although such potential prob-
lems exist in gathering response process data, the 
effort put into gathering such data is typically well 
worth it, because data based on response processes 
represent a unique perspective from which test score 
interpretations can be evaluated.

Validity Evidence Based  
on Consequences of Testing
Validity evidence based on consequences of testing refers 
to evaluating both the intended and the unintended 
consequences associated with a testing program. 
Tests are used to promote positive consequences 
such as appropriate diagnosis of psychological disor-
ders, protection of the public, improved instruction, 
and better understanding of the constructs measured. 
Unintended positive consequences that were not 
explicitly intended or envisioned may also emerge. 
However, unintended negative consequences may 
also occur in a testing program. Examples of unin-
tended consequences may be adverse impact that 
leads to decreased education and employment oppor-
tunities for members of certain groups, increased 
dropout rates in schools, and poor decisions regard-
ing resource allocations or employees’ salaries on the 
basis of test performance.

Whether validity evidence based on the conse-
quences of testing is relevant in evaluating the valid-
ity of inferences derived from test scores is a subject 
of some controversy (Popham, 1997; Shepard, 
1997). Considerations of testing consequences are 
an important social policy issue, but many test spe-
cialists believe they are extraneous to validity.  
However, others see the evaluation of testing conse-
quences as a critical element in evaluating the 
appropriateness of using a test for a particular pur-
pose (e.g., Messick, 1989). We believe this debate is 
one of nomenclature, and given that virtually all 
testing programs have consequences on some level, 
it is important to evaluate the degree to which the 
positive outcomes of the test outweigh any negative 
consequences.
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Gathering validity evidence based on consequences. 
Gathering validity evidence based on testing con-
sequences should start with an analysis of potential 
consequences. Identification of the positive conse-
quences starts with the stated purposes of the test. 
Is the test fulfilling its purposes? Evidence to the 
affirmative should support claims of positive conse-
quences. Identification of negative consequences can 
be easy in the context of high-profile or high-stakes 
tests because concerned citizens or special inter-
est groups often loudly criticize such tests. These 
criticisms are fertile soil for identifying potential 
negative consequences. For example, critics of state-
mandated educational tests often claim that these 
tests take away valuable instructional time and nar-
row the curriculum. An analysis of how tests have 
affected instruction could investigate both the posi-
tive claim that the tests are improving instruction 
(e.g., by providing valuable information to teachers) 
and the negative claim that the tests are narrowing 
the curriculum.

Identifying the consequences to study depends 
entirely on the testing purpose and context. In 
employment testing, for example, adverse impact (as 
when hiring or promotion decisions that are based 
on test scores lead to lower acceptance rates for 
underrepresented minority examinees than for non-
minority examinees) is important to study because 
an unnecessarily less diverse workforce is an injus-
tice to society, and not getting a job or a promotion 
is a dire consequence for an individual. In clinical 
assessment, improper diagnosis of a disorder may 
lead to unhelpful or even harmful treatment. In edu-
cational testing, differential referral rates for remedi-
ation may be a potential concern. Similarly, when 
tests are used to evaluate instructional programs, 
such as native language instruction, test scores may 
serve as one impetus for closing some programs or 
getting rid of such instruction altogether. Whenever 
such negative consequences occur, the technical 
quality of the test must be demonstrated, as should 
the benefits associated with the testing program.

A valuable way to gather evidence of testing con-
sequences is to gather feedback from test takers and 
other stakeholders (e.g., clinicians, teachers, policy-
makers). Surveys, interviews, and focus groups can 
be used to gather data on consequences from these 

groups. Evaluating trends in test performance over 
time, such as tracking student achievement, gradua-
tion rates, or diagnostic classifications over time 
(and across subgroups), are other important means. 
In the context of educational achievement testing, 
other examples of evidence based on testing conse-
quences that could be used to support the use of a 
test could be analysis of educational gains associated 
with testing programs, the degree to which the tests 
have positively influenced instruction and provided 
professional development for teachers (Cizek, 
2001), the effects of the test on retention and drop-
out, and the degree to which the tests may have 
increased parents’ involvement in their children’s 
education.

Validity evidence based on testing consequences 
has received a great deal of attention in the court-
room. For example, adverse impact on educational 
tests, employment tests, and licensure tests has led 
to legal challenges to test use. In fact, an analysis of 
testing consequences is one way a test can be legally 
challenged owing to (a) Title VI of the Civil Rights 
Act of 1964, (b) Title VII of the Civil Rights Act of 
1964, and (c) the Equal Protection Clause of the 
14th Amendment (Sireci & Parker, 2006). Essen-
tially, these laws allow plaintiffs to challenge the 
appropriateness of a test for such high-stakes deci-
sions whenever disparate impact occurs. For this 
reason, these testing programs monitor the success 
rates for various subgroups of examinees. If a test is 
challenged in court for the unintended consequence 
of disparate impact, other validity evidence is used 
to defend the test, mainly evidence based on test 
content and appropriate test construction and stan-
dard setting practices (Sireci & Green, 2000; Sireci 
& Parker, 2006).

Who should gather validity evidence based on 
testing consequences? Given the importance of 
studying the consequences of testing, an important 
question is, “Who should do it?” Likely candidates 
are test developers (e.g., a test development con-
tractor), testing agencies (e.g., a state department 
of education), and test users (e.g., a school district 
using a commercial test). Virtually all partners in 
the testing process, including measurement profes-
sionals, could, and probably should, be involved. 
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However, studying testing consequences is quite 
a bit harder than computing a coefficient alpha or 
a Mantel–Haenszel statistic. Thus, although the 
endeavor is important, it is likely to be expensive 
and time consuming, with few volunteers stepping 
forward to do it.

Nevertheless, the responsibility remains, and 
there are good examples of comprehensive assess-
ments of testing consequences (e.g., Lane, Parke, & 
Stone, 1998; Taleporos, 1998). Test developers are 
responsible for providing evidence that a test mea-
sures what it claims to (evidence based on test con-
tent), and according to the Standards, they are also 
responsible for warning against inappropriate test 
use (AERA et al., 1999, pp. 17–18). However, test 
developers cannot be expected to conduct longitudi-
nal studies of tests they develop for one purpose that 
are ultimately used for another, unanticipated pur-
pose. For this reason, development of clear and 
comprehensive statements of the purpose and intent 
of a testing program is critical.

Messick (1989), Popham (1997), and Shepard 
(1993, 1997) argued that much of the responsibility 
for investigating the consequences of test use lies 
with test users. Messick referred to this as an ethical 
responsibility of test users, because they are in the 
best position to evaluate the value implications spe-
cific to their setting. In some instances, test users 
adapt existing tests for a new purpose. In these cir-
cumstances, the test user is clearly responsible for 
evaluating testing consequences. Although gather-
ing such evidence may be difficult, as are all valida-
tion endeavors, determining the consequences to be 
studied and devising ways to gather and analyze the 
data requires creativity on the part of the validator.

SUMMARY

In this chapter, we have provided a historical view 
of validity theory and have described current con-
ceptualizations of validity. In addition, we have 
described the different types of evidence that can be 
gathered to evaluate the appropriateness of the use 
of a test for a particular purpose. Our categorization 
of the evidence has followed the current version of 
the Standards for Educational and Psychological Test-
ing (AERA et al., 1999). We also have described 

common statistical techniques used to analyze sev-
eral types of validation data. Our hope is that these 
discussions and descriptions advance understanding 
of how tests should be developed and evaluated. We 
also hope our descriptions of the statistical proce-
dures and our cautions regarding conducting such 
analyses empower researchers to conduct more 
comprehensive and informative validation studies. 
The numerous references to theoretical and applied 
validity research we provided in this chapter should 
be valuable resources to those interested in learning 
more about validity theory and test validation.

One point that should be clear throughout this 
chapter is that any serious validation effort must be 
comprehensive and involve multiple sources of evi-
dence that bear on the degree to which a test suffi-
ciently fulfills its purpose. The evidence should be 
integrated with theory and focus on (a) the degree 
to which test score interpretations are congruent 
with their intended purposes and (b) the defensibil-
ity of those interpretations. The evidence should ref-
erence theories underlying the construct measured 
and how the test development and evaluation pro-
cesses are true to measurement of that construct. If 
such an integrated validity argument is developed, 
the strengths and limitations of the use of a test for a 
particular purpose will be documented, and better 
decisions regarding the use of tests will be made.
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C h a P t e r  5

fACTor AnAlySIS of TESTS  
And ITEmS

Li  Cai

When broadly conceived, factor analysis can be 
defined as a body of interrelated statistical and psy-
chometric techniques that are particularly useful for 
exploring and testing the structure of psychological 
assessment tools. Factor analysis seeks to uncover 
the relationships between the observed test scores 
(or item responses) and the hypothesized latent 
variables (factors) that represent the psychological 
constructs being measured as well as the associa-
tions among the latent variables themselves. On one 
hand, the latent factors may be posited as statistical 
devices that can explain the observed individual dif-
ferences in test scores. On the other hand, the num-
ber, nature, and interrelatedness of factors as seen 
through the lens of statistical factor analysis may 
lend empirical support to the reliability and validity 
of psychological assessments. Before discussing fac-
tor analysis methods and all the terminology in 
detail, however, it is helpful to briefly review the 
history behind this widely used (and abused) 
method.

HISTORICAL BACKGROUND

Factor analysis made its debut when Spearman 
(1904) published his seminal article on general 
intelligence. Spearman produced the world’s first 
table of factor loadings, presented in the form of cor-
relations of the observed test scores (e.g., classics, 
English, various sensory discrimination tasks) with 

the latent general intelligence factor (g) presumed to 
be the underlying cause of the observed pattern of 
correlations (p. 276). The ingenious methods that 
he used to obtain those numbers are based on partial 
correlations. Thus, the early phase of factor analysis 
was as much about the analysis of correlation matri-
ces as about the theory of primary mental abilities. 
Somewhat unfortunately, the early history of factor 
analysis as a statistical method was overshadowed 
by a debate about the existence and heritability of 
Spearman’s g. A recent discussion about these early 
developments can be found in Cudeck and MacCal-
lum’s (2007) excellent edited volume (particularly 
the first 4 chapters).

In the 1930s and 1940s, L. L. Thurstone initiated 
major new developments in factor analysis at the 
University of Chicago (Thurstone, 1947). He clearly 
described the statistical factor analysis model as a 
linear model that was based on his factor-analytic 
theory of primary mental abilities. His factor analy-
sis model is now known as the common factor model. 
The model implies a certain covariance structure 
model, which can be fitted to a sample of data and 
falsified via model fit tests. This conceptualization of 
factor analysis has since become dominant in prac-
tice, and statisticians have developed comprehensive 
and elegant theories for the analysis of linear covari-
ance structures (see, e.g., Browne & Arminger, 
1995). In particular, normal theory maximum likeli-
hood, pioneered by Lawley and Maxwell (1963) and 
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subsequently extended and perfected by Jöreskog 
(1969), now provides a solid statistical basis for fac-
tor analysis.

Applications of factor analysis of dichotomous 
item responses began to emerge not long after Thur-
stone’s (1947) development of common factor anal-
ysis (Guilford, 1941). However, the common factor 
model, being a linear model, is not adequate when 
directly applied to Pearson correlations computed 
from dichotomous test items that have endorsement 
probabilities substantially different from one half, 
resulting in the so-called “difficulty” factors (Fergu-
son, 1941). By the early 1950s, a new kind of mental 
test theory that was based on individual item 
responses began to emerge (e.g., Lazarsfeld, 1950). 
The ensuing progress (e.g., Lord & Novick, 1968) 
led to nonlinear statistical models and psychometric 
methods known collectively as item response theory 
(IRT). The need to factor analyze item-level data  
initiated the development of modern item factor 
analysis methods that are closely related to IRT. 
Ultimately, an interest in likelihood-based inference 
for IRT and item factor-analytic models propelled 
the contemporary view of factor analysis as a mem-
ber of a large family of generalized linear and latent 
variable models that has been embraced not only by 
psychometricians but also by statisticians (Bar-
tholomew & Knott, 1999), especially as Bayesian 
formulations of hierarchical models have become 
increasingly popular in the past decade (e.g.,  
Dunson, 2000).

RECURRING ISSUES

As mentioned, factor analysis can be applied to bat-
teries of tests (using the linear common factor analy-
sis model) or it can be applied to test items directly 
(using the nonlinear item factor analysis model). 
There are many book-length treatments of factor 
analysis of tests (e.g., Gorsuch, 1983; Harman, 1976; 
McDonald, 1985). Recently, some nontechnical 
review articles on item factor analysis have also 
appeared in the psychological literature (e.g., Wirth 
& Edwards, 2007). Although the underlying linear 
factor analysis model and the nonlinear item factor 
analysis model have important mathematical differ-
ences, a number of similar methodological issues 

arise in the applications of both. They are briefly 
described here, and subsequent sections of this 
chapter revisit many of them in more detail.

Component Analysis Versus  
Factor Analysis
The key distinction between principal component 
analysis and factor analysis is clear. Principal com-
ponent analysis does not require the use of latent 
variables in the model, but factor analysis must 
involve latent variables. Because the computations 
involved in principal component and factor analysis 
can be quite similar (or they can be quite different, 
as in the case of item factor analysis), the two popu-
lar multivariate techniques typically reside in the 
same procedure in many statistical packages (e.g., 
SPSS), which has contributed to the confusion 
between the two. As a data condensation or reduc-
tion technique, principal component analysis holds 
unique advantages over factor analysis. However, 
because it does not involve any latent variables, it is 
not a formally testable model, unlike the factor anal-
ysis model, which is falsifiable.

Exploratory Versus Confirmatory Use
As the names suggest, factor analysis can be either 
exploratory or confirmatory. When it is used in the 
exploratory mode, the goal is to extract a number of 
factors that would result in substantively interpreta-
ble factor patterns, adequate model fit, and consis-
tently replicable findings across samples. Under 
exploratory factor analysis (EFA), the best-fitting 
factor pattern is suggested by the data, which is in 
contrast to confirmatory factor analysis (CFA), in 
which the researcher must suggest a factor pattern 
before the analysis can begin. Generally speaking, 
when little is known about a particular domain, fac-
tor analysts should typically start in an exploratory 
mode, but as evidence begins to emerge and accu-
mulate over time, the focus naturally shifts to testing 
and confirming theoretically driven factor struc-
tures, implying an increased reliance on CFA. How-
ever, for many studies aimed at developing, 
improving, or studying the features and psychomet-
ric properties of psychological assessment instru-
ments, both EFA and CFA may be useful within the 
same study. The CFA is typically conducted using a 



Factor Analysis of Tests and Items 

87

separate replication sample that is distinct from  
the initial EFA sample to serve as a form of cross- 
validation (e.g., Hawkley, Browne, & Cacioppo, 2005).

Dimensionality
In both EFA and CFA, dimensionality may be taken 
to mean three separate but related identities. At its 
simplest, dimensionality may refer to the number of 
latent factors in a particular factor analysis model. In 
this case, the dimensionality of the model is a number 
that is specified by the researcher. Determining this 
number is one of the major tasks in EFA. At a more 
qualitative level, dimensionality may be attached to 
the psychological assessment instrument itself, as a 
description of the number of distinct constructs or 
domains that the instrument intends to measure. 
Finally, a mathematical definition of dimensionality 
follows from conditional covariance theory (e.g., 
Zhang & Stout, 1999). Loosely speaking, a set of psy-
chological test items or a battery of psychological tests 
is said to be d dimensional if d is the minimal number 
of latent factors such that after controlling for (or con-
ditioning on) these latent factors, the test items or 
tests become independent. As such, conditional inde-
pendence is the hallmark feature of factor analysis 
models. In practice, approximate conditional indepen-
dence (e.g., as judged from residual covariance) is an 
indication of adequate dimensionality specification.

Model Fit Assessment
Whenever a statistical model is fitted to data, the 
adequacy of fit must be examined. A factor analysis 
model is no exception. In both EFA and CFA, model 
fit assessment is strongly related to dimensionality 
as well as to the distributional specifications. When 
the number of factors is not correctly specified 
(over- or underfactoring), the interpretability of the 
factor solution may be severely undermined. It is a 
standard assumption in factor analysis of tests and 
items that the latent factors are multivariate normal-
ity distributed. Although this assumption may be 
adequate for cognitive abilities in the general popu-
lation, it may be inappropriate when the latent vari-
ables correspond to mental illness or special, mixed 
populations. A variety of statistical tests, fit indices, 
and residuals are available (and should be exam-
ined) to assess the fit of the factor analysis model.

Indeterminacies
Factor analysis models have a number of indetermi-
nacies. The latent variables do not have a priori 
defined location and scale parameters. The EFA 
model is also rotationally indeterminate. That is, one 
can transform the factor solution by arbitrarily rotat-
ing the orientation of the axes of the coordinate sys-
tem of the factor space without altering the fit of the 
model. Therefore, the initial (unrotated) extraction 
in EFA should never be directly interpreted. In EFA, 
many analytical rotation methods exist, with the 
goal of simplifying the interpretation of the obtained 
factor solution. Even in the case of (the relatively 
more stable) CFA model, the factor pattern is still 
indeterminate under reflection (permutation of 
signs), that is, one can arbitrarily change the direc-
tion of the factors without changing the model fit. 
More discussions on rotation are provided in a sub-
sequent section. A straightforward explanation (not 
the only explanation) for the multitude of indeter-
minacies is the fact that there are many more param-
eters in the factor analysis model than there are 
pieces of available observed information. In the 
absence of additional restrictions called identification 
conditions, there exist an infinite number of solu-
tions that fit the data equally well. Latent variable 
models, factor analysis models included, all possess 
indeterminacies.

Hierarchical Versus Higher  
Order Solutions
Of historical and practical interest is the distinction 
between hierarchical and higher order factor solu-
tions. The two kinds of solutions are best illustrated 
with path diagrams—graphical depictions of the 
model structure particularly useful in factor analy-
sis. As the conventions of path diagrams go, rectan-
gles represent observed variables and circles 
represent latent variables. Single-headed arrows 
indicate directional influence.

Figure 5.1 shows a hierarchical factor model for 
nine observed variables. The factor F represents the 
target trait being measured, and the specific factors 
S1 to S3 represent residual correlations specific to 
subsets of tests that are not fully represented by the 
general dimension F. Historically, one may adopt 
the methods of Schmid and Leiman (1957) or 
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Wherry (1959) to produce a hierarchical factor solu-
tion. The advent of CFA methods made fitting a 
hierarchical factor model considerably more stream-
lined. Hierarchical factor solutions are characterized 
by mutually uncorrelated layers of factors. For a typ-
ical hierarchical factor model, each observed vari-
able is directly influenced by exactly one latent 
variable in a given layer. For instance, there are two 
layers of factors in Figure 5.1. The specific factors S1 
to S3 may be called Layer 1 factors because they are 
more numerous. The general factor F is a Layer 2 
factor. When there are exactly two layers, the model 
is called a bifactor model (Holzinger & Swineford, 
1937). Efficient methods for item bifactor analysis 
also exist (Cai, Yang, & Hansen, 2011; Gibbons & 
Hedeker, 1992).

A higher order factor model is shown in Figure 
5.2 for the same tests as in Figure 5.1. Factors F1 to 
F3 are called first-order factors. They are influenced 
by (regressed on) a single second-order factor G. In 
this model, G is still presumed to represent the tar-
get trait. A feature of the higher order factor model 
is that the observed variables receive only indirect 
influence from the second-order factor G. All direct 
influences must come from the first-order factors. In 
an important article, Yung, McLeod, and Thissen 
(1999) revealed an interesting relation between the 
higher order factor model and the hierarchical factor 
model. They showed analytically that the class of 
higher order factor models is in fact nested within 
the class of hierarchical factor models, which 

implies that one can quantitatively test the tenability 
of the higher order model. F. F. Chen, West, and 
Sousa (2006) empirically compared the higher order 
and hierarchical factor models for quality-of-life 
data and found that the hierarchical (in their case, 
bifactor) model tends to fit data better.

FACTOR ANALYSIS OF TESTS

The descriptions of factor analysis of tests are largely 
based on the classical linear common factor model. 
These methods assume that the test scores are con-
tinuous. Throughout the rest of this chapter, the 
assumption is that the reader has some familiarity 
with matrices (at least at a superficial level), which 
are rectangular arrays of numbers.

Common Factor Model
Consider a data matrix Y with N rows (each row is 
for an individual) and n columns (each column is 
for a variable). In other words, the ijth element of 
this matrix, denoted as yij, is the score of person i on 
test or variable j. The common factor model speci-
fies the following linear regression equation for the 
observed test score:

yij j j i jp ip ij

j jk ik ij
k

= + + + +

= + +
=

µ λ η λ η ε

µ λ η ε

1 1

1

�
pp

∑ ,  (5.1)

where μj is the mean of observed variable j, ηik the 
ith person’s score on common factor k, and εij is the 
ith person’s score on the jth unique factor. The 

F

S1 S2 S3

FIGURE 5.1. A hierarchical factor model. F = general 
factor; S1, S2, and S3 = specific factors.

G

F1 F2 F3

FIGURE 5.2. A higher order factor model. F1, F2, and 
F3 = first-order factors; G = second-order factor.
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regression coefficient λjk is referred to as the factor 
loading of test j on common factor k. Because the 
loadings are regression coefficients, they can be 
interpreted in the same manner as the expected 
increase in y given a 1-unit increase in η, holding 
other ηs constant. When both y and η are standard-
ized, which is routinely done in EFA, the loadings 
become standardized regression coefficients. In 
brief, a common factor model regresses the observed 
test scores (outcome variables) on the latent factor 
scores (predictor variables). Equation 5.1 reveals the 
fundamental difficulty of factor analysis: The predic-
tors are completely unobserved.

The ηs in Equation 5.1 are the primary abilities, 
traits, and propensities that are presumed to influ-
ence more than one test. They are referred to as 
common factors because they are common to more 
than one observed variable, and as such the individ-
ual differences on these common factors induce cor-
relations among the observed test scores. The εs are 
specific to only one test, and they do not explain 
correlations among the observed variables. Hence, 
they are referred to as the unique factors. The unique 
factor is made up of two parts: systematic and error 
of measurement. In the linear common factor 
model, there are altogether p + n factors, p the com-
mon and n the unique. The factor loadings indicate 
the direction and magnitude of the influence of 
common factors on observed test scores, where 0 
indicates no influence. One can infer the nature of 
the factors from the pattern of loadings. If a subset 
of observed variables is substantially influenced by 
one common factor, the shared characteristics of 
this subset of variables provide a basis for naming 
and interpreting the meaning of the factor (or the 
lack of meaning). Thus, a central goal of statistical 
factor analysis is to obtain accurate estimates of fac-
tor loadings.

Some derived parameters are also of substantive 
interest. For example, the proportion of variance in 
the jth observed variable that is explained by the 
common factors is referred to as communality. This 
value is analogous to the squared multiple correla-
tion coefficient routinely reported in regression 
analysis. One minus communality is the uniqueness, 
that is, the proportion of variance in an observed 
variable that is due to the associated unique factor. 

This value shows that the observed variance is 
decomposed by the factor analysis model into two 
parts: common variance and unique variance.

With some help from matrix algebra, the com-
mon factor model for a vector of scores from the 
same person can be represented in a matrix equa-
tion. Let yi be an n × 1 column vector of scores from 
respondent i. Similarly, let ηi be a p × 1 vector of 
common factor scores and ei an n × 1 vector of 
unique factor scores. Let μ be an n × 1 mean vector. 
Then the common factor model is
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or, even more compactly,

yyi i i= + +µ η εΛ , (5.2)

where the n × p matrix of coefficients Λ is known as 
the factor loading matrix. The jth row of this matrix 
contains the loadings of manifest variable j on all p 
latent common factors. The kth column of this 
matrix contains the loadings of all observed vari-
ables on common factor k. Equation 5.2 is often 
referred to as the factor analysis data model.

Derived Mean and Covariance  
Structure Model
From the data model, a mean and covariance struc-
ture model can be derived. Two basic assumptions 
are required. First, both the common factors and 
the unique factors have zero means. Second, the 
common factors and the unique factors are assumed 
to be uncorrelated. Translated into matrices, the 
first assumption implies that the expected values of 
the observed test scores are E(yi) = μ. In other 
words, the factor analysis model implies a saturated 
mean structure; that is, the model does not impose 
additional restrictions on the observed variables’ 
means. Other than simultaneous factor analysis in 
several populations (Sörbom, 1974), one may 
ignore the mean structure for practical purposes. 
Indeed, analysis of correlation matrices also elimi-
nates the mean structure altogether. Let the covari-
ance matrix of the common factors be Φ and that of 



Li Cai

90

the unique factors be Δ. The implied factor analysis 
covariance structure model is

var(yi) = Σ = ΛΦΛt
 + Δ. (5.3)

Equation 5.3 is the fundamental factor analysis 
covariance structure model.

A Numerical Example
These technical issues are best illustrated with an 
example. Consider a hypothetical data set consisting 
of four tests. Suppose the first two tests are designed 
to measure reading literacy and the third and fourth 
to measure math literacy. Suppose the test scores 
have been standardized and the covariance (or in 
this case, the correlation) matrix of the test scores is
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Some authors (e.g., Thissen & Wainer, 2001) have 
referred to this arrangement of factor loadings as the 
principal axis orientation. The first factor in this solu-
tion accounts for the most variance, and the second 
factor accounts for most of the additional variance 
that is independent of the first factor, and so forth. 
The factors are orthogonal (uncorrelated), as 
reflected by the Φ matrix. The unique variances are 
all equal to .51, indicating that 49% of the variances 
of the observed variables are associated with the two 
common factors.

The two-factor solution highlights the indetermi-
nacies described earlier. First, the scale of the latent 
factors is indeterminate. Assigning a scale for each 

latent variable is one aspect of model identification. 
For instance, the following solution fits the observed 
correlations equally well:
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Note that an increase in the common factor vari-
ances is canceled out by a corresponding decrease in 
factor loadings, leaving the implied covariance 
matrix unaltered. It is customary to standardize the 
latent variables, but it is by no means a requirement. 
Second, for a solution with more than one factor, 
the factor loadings are rotationally indeterminate. 
That is, there exist an infinite number of loading 
matrices that all reproduce the observed correlation 
matrix equally well. Thurstone’s (1947) simple 
structure criterion is often used to resolve the inde-
terminacy. For instance, the solution
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represents an orthogonal simple structure arrange-
ment. In fact, it is in Kaiser’s (1958) varimax orien-
tation. Simple structure eases the interpretation of 
the factors. Take the first factor, for instance. The 
two reading literacy tests load highly on this factor, 
but the math tests have low loadings. This factor 
could therefore be termed reading literacy. In a simi-
lar way, the second factor could be named math lit-
eracy. Thurstone’s (1947) simple structure criterion 
is not restricted to uncorrelated factors. Indeed, the 
solution
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yields an even cleaner interpretation. In this solu-
tion, the reading and math literacy factors are corre-
lated at .50. Eliminated are the small but nonzero 
cross-loading of reading tests on the math factor and 
the cross-loading of math tests on the reading factor. 
The arrangement shown here uses Jennrich’s (1966) 
direct quartimin rotation method.

Graphically, rotation literally means a reorienta-
tion (rotation) of the coordinate axes in the factor 
space. Before analytical rotation methods became 
available, rotation was done graphically, by hand. As 
Figure 5.3 shows, the observed variables are the 
arrows (vectors) living in the factor space (in this 
case, two dimensional). The dashed lines represent a 

pair of orthogonal coordinate axes, one for the read-
ing factor and the other for the math factor. The vec-
tors point from the origin (0,0) to points defined by 
the factor loadings. For instance, the dotted-and-
dashed vectors are pointing in the principal axes ori-
entation, whereas the solid vectors are in the varimax 
simple structure orientation. The varimax loadings 
can be obtained by rotating the vectors from the prin-
cipal axes orientation counterclockwise by 45 
degrees. As can be seen, the varimax-rotated vectors 
are much closer to the axes. If the coordinate axes are 
allowed to be oblique (correlated), with a correlation 
equal to .50 (the cosine of the angle between the two 
axes), then a perfect independent cluster solution can 
be obtained by making the axes and the vectors coin-
cide, that is, the axes go through the solid vectors.

Estimation
After observing data from a sample of size N, a 
sample covariance matrix can be computed 

as S y y y y= −( ) ∑ −( ) −( )′−

=N i
N

i i1
1

1
, where 

y y= ∑−
=N i

N
i

1
1  is the sample mean vector based on a 

sample of test scores from N individuals. When 
appropriate identification conditions are met (so 
that the solution becomes unique), the covariance 
structure model can be fitted to a sample covariance 
matrix by minimizing the discrepancy between Σ 
and S. This is usually accomplished iteratively 
(aided by a computer) by gradually improving the 
estimates of factor loadings, correlations, and 
uniqueness from some initial values so that the 
resulting Σ (as a function of Λ, Φ, and Δ) becomes 
closest to S. Different assumptions about the distri-
butions of the observed variables lead to different 
estimators. The simplest of such estimators is the 
ordinary least squares estimator. The ordinary least 
squares estimator is defined by minimizing the fol-
lowing discrepancy function:

FOLS Σ Σ, ,S S( ) = −( )





1

2

2
tr  (5.4)

where tr(·) denotes the trace operator (sum of the 
diagonal elements). A discrepancy function mea-
sures the difference between the factor analysis 
model–implied covariance matrix and the observed 
sample covariance matrix, and it is zero if and only 
if Σ is the same as S. A more technical definition of 
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FIGURE 5.3. Factor rotation. Dashed lines represent 
orthogonal coordinate axes. Dotted-and-dashed vectors 
point in the principal axes orientation, and solid vectors 
are in the varimax simple structure orientation. arccos = 
inverse cosine function.
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discrepancy function can be found in Browne 
(1984), among others. The ordinary least squares 
discrepancy function uses the sum of squared differ-
ences as a measure of discrepancy. This definition of 
discrepancy does not require assuming a specific 
distributional form of the observed variables.

Alternatively, an estimator with some very specific 
distributional form assumptions is the maximum Wis-
hart likelihood (MWL) estimator, which is defined by 
minimizing the MWL discrepancy function:

FMWL (Σ, S) = log |Σ| + tr(SΣ-1
) − log |S| − n, (5.5)

where | · | denotes the determinant of a matrix. 
MWL is developed from normal theory. As such,  
it requires multivariate normality of the observed 
variables. When distributional assumptions are  
met, (N − 1) times the minimized value of FMWL is 
distributed asymptotically as a central chi-square 
variable under the null hypothesis that the factor 
analysis model fits exactly in the population, as 
shown by Bock and Bargmann (1966) and Jöreskog 
(1969), among many others. This is often referred to 
as the overall model fit chi-square statistic. When the 
model is not exactly correctly specified, the model fit 
chi-square statistic is distributed as a noncentral chi-
square variable (Steiger, Shapiro, & Browne, 1985). 
The latter distributional result is particularly useful 
for model-fit indices that directly depend on the min-
imized value of FMWL such as the root-mean-square 
error of approximation (Steiger & Lind, 1980).

MWL enjoys widespread use partly as a conse-
quence of the success of maximum likelihood esti-
mation in general, but blind reliance on the MWL 
chi-square test statistic can have adverse conse-
quences. Setting aside issues such as non-normality, 
one of the most prominent problems is that the null 
hypothesis in the model fit test is never true (Mac-
Callum, 2003) because all models are wrong to vary-
ing degrees (as noted by, e.g., Box, 1979). This fact 
implies that with a large enough sample size, the 
chi-square statistic is always going to lead to a rejec-
tion of the model. Cudeck and Henly (1991) dis-
cussed this sample size “problem” in detail and 
offered remedies. However, MWL may not be an 
ideal estimation method for EFA after all. MacCal-
lum and Tucker (1991) and Briggs and MacCallum 
(2003) documented conditions under which MWL 

fails to recover major factors but ordinary least 
squares continues to function as expected in EFA. 
Another analytically tractable and flexible estimator 
that has seen some use in practice is the general 
weighted least squares estimator (see Yuan & 
Bentler, 2007). Without appealing to a formal justi-
fication (specification testing of the Hausman 
[1978] type), in applications of factor analysis using 
several estimation methods is often helpful to con-
firm that the results are not particularly sensitive to 
the choice of estimators.

PRACTICAL CONSIDERATIONS  
FOR FACTOR ANALYSIS OF TESTS

In the previous section, the fundamental factor anal-
ysis model equations were presented. Assuming 
continuous observed variables, several estimation 
methods were discussed. Issues such as rotation 
were illustrated. Now, it is useful to revisit some 
practical aspects of factor analysis of tests.

Two Modes of Uses
Different objectives for factor analysis can lead to 
different techniques for data analysis. The underly-
ing statistical model remains the same, but the 
exploratory and confirmatory applications of factor 
analysis highlight different aspects of the statistical 
methodology.

Exploratory factor analysis. Under the first mode, 
an investigator uses factor analysis as an exploratory 
tool to identify the number of underlying factors 
and their nature for a battery of psychological tests. 
This gives rise to EFA. Applied EFA is centered 
around two key issues: selecting a number of com-
mon factors and factor rotation.

Several methods have been proposed to address 
the number-of-factors problem. The review of Fabri-
gar, Wegener, MacCallum, and Strahan (1999) 
showed that the applied factor analysis literature is 
dominated by the use of decision rules with the sole 
aim of uncovering a true number of factors. A 
widely adopted (not necessarily optimal or strongly 
endorsed) decision rule sets the number of factors to 
be the number of eigenvalues that exceed 1.0 for the 
sample correlation matrix. Another method (the 
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scree test) is a graphical procedure that requires the 
investigator to plot the series of eigenvalues of the 
sample correlation matrix and identify the last major 
discontinuity in the sequence to ascertain the num-
ber of factors. Yet a third method is parallel analysis 
(Horn, 1965), which is based on a comparison of 
eigenvalues that one expects to find from random 
data with those from the observed data. More 
sophisticated users examine the model fit tests, for 
example, the MWL chi-square test. Even more 
sophisticated users combine this with examination 
of fit indices such as the Tucker–Lewis (1973) index 
(also known as the nonnormed fit index) and other 
indices (see the review in Browne & Cudeck, 1993) 
such as the root-mean-square error of approxima-
tion and expected cross-validation index. For a most 
clear review of significance testing and model fit 
indices used to decide the number of factors, please 
refer to Bentler and Bonett (1980).

Although some of these methods may have a cer-
tain degree of theoretical basis, a more useful princi-
ple is to realize that all models are wrong to some 
degree and thus no one true number of factors 
exists. Tucker, Koopman, and Linn (1969) and Mac-
Callum and Tucker (1991) provided clear examples 
in which the true number of factors is probably far 
too many to be accounted for in any parsimonious 
manner. It is therefore useful to adopt the good-
enough principle (Serlin & Lapsley, 1985) and 
choose such a number of factors that the model fit 
deteriorates markedly if fewer factors are retained 
and does not improve dramatically if more factors 
are added into the model. In practice, the heuristic 
procedures mentioned earlier, model fit tests and 
indices, and examination of residuals should be 
taken together. Finally, the substantive interpret-
ability of the obtained solution should be the most 
important criterion in justifying the choice of the 
number of factors.

In EFA, analytical rotation to simple structure is 
carried out routinely. Fabrigar et al.’s (1999) review 
indicated a preference for orthogonal rotation in the 
applications of factor analysis. However, it is rare, if 
ever, that batteries of tests are designed to measure 
completely uncorrelated constructs. Given the con-
ceptual superiority of oblique rotation, however, 
one should at least attempt both orthogonal and 

oblique rotation. When some prior knowledge about 
the nature of the factors is available, Browne (2001) 
recommended partially specified target rotation, 
which can be conducted either orthogonally or 
obliquely. He noted that instead of relying on heu-
ristic rules about the magnitude of the factor load-
ings, the significance of factor loadings can be tested 
statistically with the availability of standard errors 
for rotated loadings in software packages such as 
CEFA (Browne, Cudeck, Tateneni, & Mels, 2010). 
Regardless of the choice of rotation methods, 
Browne’s (2001) review makes it amply clear that 
much human judgment and interpretation are 
required to achieve satisfactory factor rotation 
results.

Confirmatory factor analysis. Under the sec-
ond mode, an investigator has already developed a 
hypothesis about the number and nature of factors 
before the data analysis and uses CFA methods as a 
tool to test the psychological theory from which the 
hypothesized factor pattern is derived. Thus, the key 
focus of CFA is on specifying and testing falsifiable 
models. One way to distinguish EFA from CFA is 
that for the same number of factors, an EFA model 
only imposes the minimum number of constraints to 
achieve model identification (e.g., setting the scale 
of the latent variables, choosing an initial axes ori-
entation), whereas CFA models contain not only the 
identification constraints but also testable substan-
tive restrictions in the form of fixing, equality, range 
restrictions, or complex nonlinear dependence. 
Coupled with the ability to estimate factor means, 
CFA proves to be a flexible framework not only for 
the purposes originally intended (i.e., psychologi-
cal measurement), but in other contexts as well, for 
example, latent curve models (Meredith & Tisak, 
1990). In CFA, the researcher must usually specify a 
sufficiently large number of a priori zeros in the fac-
tor loading matrix, whereas in EFA, the lack of such 
a priori zeros results in rotational indeterminacy that 
must be resolved by rotating the loadings to simple 
structure. Yet even without the pitfalls of incorrectly 
conducted rotation, applied CFA often involves 
model respecification and empirically driven model 
specification searches (MacCallum, Roznowski, & 
Necowitz, 1992). MacCallum et al. (1992) strongly 
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recommended cross-validation using independent 
samples.

One of the most useful features of CFA in prac-
tice is its ability to simultaneously estimate CFA 
models in several populations. When this is com-
bined with the capability to impose user-defined 
restrictions, CFA offers a powerful methodology for 
studying factorial invariance. Millsap and Meredith 
(2007) reviewed the historical perspectives of facto-
rial invariance. When the inclusion of multiple 
groups is viewed as a rudimentary form of covariate 
analysis, actual covariates can be added into CFA 
models, further expanding their utility (see, e.g., 
Muthén, 1989). A prime example is the multiple 
indicators, multiple causes (MIMIC) model (see, 
e.g., Hauser & Goldberger, 1971).

Exploratory factor analysis or confirmatory factor 
analysis. Before Jöreskog (1969) developed the 
first successful and widely implemented computa-
tional algorithm for CFA, the applications of factor 
analysis relied predominantly on EFA methods, with 
Bock and Bargmann’s (1966) analysis as a notable 
exception. However, the availability of more flexible 
factor rotation methods that permit the direct speci-
fication of loading patterns (e.g., partially specified 
target rotation; see Browne, 2001) has blurred the 
boundaries of exploratory and confirmatory analy-
ses. In practice, well-executed factor analysis often 
involves a combination of EFA and CFA methods 
(e.g., Hawkley et al., 2005), with CFA conducted on 
one or more separate samples serving as a form of 
cross-validation (Browne & Cudeck, 1993). Finally, 
what should not be confused with either EFA or 
CFA is principal component analysis, a statistical 
procedure serving an entirely different purpose (data 
condensation), although it bears some algebraic 
similarity to EFA.

Sample Size
In the applications of factor analysis, two kinds of 
questions about sample size are particularly rele-
vant. The first kind is about adequate sample size to 
achieve stable estimation. Many factor analysis pro-
cedures are derived under large sample conditions, 
and iterative estimation methods such as MWL tend 
to perform better when N is large. MacCallum, 

Widaman, Zhang, and Hong (1999) showed that 
there is no unequivocal rule of thumb about N. The 
sample size required for stable estimation actually 
depends on the communality of the observed vari-
ables. The second kind of questions about sample 
size involves statistical power computations: What 
is the minimum N for a particular statistical test 
(e.g., to distinguish a three-factor solution from a 
four-factor solution) so that the power of the test is 
equal to some established cutoff, say, .80. MacCallum, 
Browne, and Cai (2006); MacCallum, Browne, and 
Sugawara (1996); and Satorra and Saris (1985)  
provided methods to address such questions.

Nonnormality
Many of the inferential procedures associated with 
factor analysis require normality for accurate Type I 
error rates of the model fit test statistics or appropri-
ate confidence interval coverage on the basis of esti-
mated standard errors. When the normality of 
observed variables is suspect, it is advisable to adopt 
statistical corrections. Browne’s (1984) asymptoti-
cally distribution-free estimator and Satorra and 
Bentler’s (1994) scaled chi-square correction are  
the two most widely used alternatives under non-
normality. They provide nonnormality corrected 
test statistics, standard errors, and fit indices. If, 
however, the observed variables are not normally 
distributed because they are discrete item-level 
responses, the item factor analysis methods dis-
cussed in the next section are more appropriate.

ITEM FACTOR ANALYSIS

Thus far, the discussion has focused on factor analy-
sis of batteries of tests. The observed variables in the 
statistical analyses are assumed to be continuous, 
often normally distributed (if MWL estimation is 
used). However, if one were to factor analyze cate-
gorical item-level data, item factor analysis models 
and methods would be required.

Item Factor Analysis Model
The normal ogive item factor analysis model pre-
sented here is based on Thurstone’s (1947) common 
factor model and has roots in Thurstone’s (1925) 
earlier work. For the ith person’s response to the 
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jth item, a p-factor model is assumed for the under-
lying response process1 variate yij

*  such that 
yij k

p
jk ik ij

* = +=∑ 1 λ η ε , where the ηs continue to 
denote the normally distributed latent common fac-
tors with mean zero and unit variance, λjk is the fac-
tor loading, and εij is normally distributed with 
mean zero and unique variance σ λj k

p
jk

2
1

21= − =∑  so 
that yij

*  is has unit variance. The common factors 
and unique factors are uncorrelated.

For brevity, only the dichotomous version of the 
model is presented. The observed 0 − 1 response 
yij is related to yij

*  via a threshold parameter τj, also 
referred to as standardized difficulty in the education 
literature, such that yij = 1 is observed if yij

*  > τj and 
yij = 0 otherwise. It follows that person j endorses 
item i (or obtains a correct response, in an educa-
tional testing context) with probability

P y
t

dtij i

z i=( ) = −










−∞

( )∫1
1

2 2

2

| ,η
η

π
exp  (5.6)

where z i

jk ik jk

p

j

η( ) = −
=∑ λ η τ

σ
1 . 

In terms of the item parameters, Bock and Aitkin 
(1981) used the following parameterization: 

z(ηi) = αj + Σ
k

p

=1
βjk ηik,

where αj = −τj / σj is the item intercept, and βjk = 
λjk /σj is called an item slope. The αs and βs are also 
known as the unstandardized parameters, whereas 
the τs and λs are the standardized parameters. In 
practice, maximum likelihood estimation of the item 
factor analysis model often involves a logistic substi-
tution. That is, instead of Equation 5.6, the proba-
bility of endorsement or a correct response is

P y
D

ij i

j k
p

jk ik

=( ) =
+ − + ∑( )



=

1
1

1 1

| ,η
exp α β η   (5.7)

where D is a scaling constant (often equal to 1.702) 
such that the logistic cumulative distribution func-
tion becomes virtually identical in shape to the nor-
mal cumulative distribution function in Equation 5.6.

Note that this item factor analysis model is still 
rotationally indeterminate unless the analysis is 

done in a confirmatory mode, with a sufficient  
number of fixed zero loadings. More general ver-
sions of the model for ordinal and nominal data are 
straightforward extensions (see, e.g., Cai, 2010a, 
2010b; Thissen, Cai, & Bock, 2010). Multiple group 
versions of these models are also available (see, e.g., 
Bock & Zimowski, 1997; Cai et al., 2011).

Estimation
Estimating the parameters of the item factor analysis 
model is a nontrivial task. The researcher must deal 
with a multiway contingency table formed by the 
cross-tabulations of the item responses and, at the 
same time, tackle the numerical integration problem 
that results in an exponentially increasing computa-
tional burden in the number of factors for full- 
information methods based on raw item response 
data and (unless limited-information shortcuts are 
taken) an exponential increase in the number of 
items for methods based on tetrachoric or poly-
choric correlations. As reviewed by Wirth and 
Edwards (2007), there are two basic classes of esti-
mation methods: those that identify the parameters 
from lower order marginal tables (limited informa-
tion) and those that identify the parameters directly 
from the raw data (full information).2

Limited-information methods. Typically, limited-
information methods refer to a multistage estimation 
procedure in which the categorical item responses 
are first used to estimate a tetrachoric–polychoric 
correlation matrix (depending on item type), along 
with the full asymptotic covariance matrix of the 
tetrachoric–polychoric correlations (e.g. Muthén, 
1978) or only a part of it, such as the diagonal ele-
ments. In some cases, thresholds are estimated 
separately even before the first stage by invert-
ing the observed category proportions using the 
inverse normal cumulative distribution function. 
In the second stage, the correlations are analyzed 
in a standard factor analysis software program by 
the weighted least squares method with the inverse 
of the asymptotic covariance matrix serving as the 
weights. There are several variations on this basic 

1The word process in response process is somewhat archaic English meaning number.

2Testlet analysis based on the nominal categories model (Thissen, Steinberg, & Mooney, 1989) also uses full-information estimation.
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setup, but they share the feature that the estimation 
of the interitem tetrachoric–polychoric correlation 
matrix is accomplished in a pairwise manner. Hence, 
each tetrachoric–polychoric correlation only draws 
information from a bivariate subtable of the item 
response cross-classifications. Although this may 
be computationally advantageous, replacing the full 
n-dimensional integral with a set of bivariate integra-
tions, the tetrachoric–polychoric correlation matrix 
thus obtained may not be positive definite. Methods 
such as Fraser and McDonald’s (1988) NOHARM 
also use limited information but do not involve the 
computation of correlations. Wirth and Edwards 
(2007) noted that limited-information methods tend 
to be more useful when the number of items is small.

Full-information methods. Pioneered by Bock, 
Gibbons, and Muraki (1988), current full-information 
methods use either maximum likelihood or Bayesian 
estimation to obtain loading and threshold estimates 
directly from raw data. This line of work is princi-
pally developed out of multidimensional IRT (see, 
e.g., Reckase, 2009). Full-information methods can 
handle a more flexible class of item responses but 
are much more computationally demanding.

General Hierarchical Item Factor Models
A special class of item factor models deserves sepa-
rate comments. This class includes Gibbons and 
Hedeker’s (1992) bifactor model (see also Gibbons  
et al., 2007); Wainer, Bradlow, and Wang’s (2007) 
testlet response theory model; Cai’s (2010c) two-tier 
item factor model; and Cai et al.’s (2011) generalized 
bifactor model, just to name a few. These models 
tend to have a hierarchically arranged factor pattern, 
with one or more primary dimensions that can influ-
ence all items and a set of mutually orthogonal spe-
cific dimensions that only influence specific and 
nonoverlapping subsets of items, accounting for 
residual dependence after the extraction of the pri-
mary dimensions. Frequently, the hierarchical factor 
pattern not only provides a clean interpretation of the 
construct or constructs that the items are purported 
to measure but, more important, leads to highly effi-
cient full-information estimation methods that can 
dramatically reduce the dimensionality of the model.

Practical Considerations
Because of the relatively more technical nature of 
the full-information approach, two practical issues 
must be considered. The first involves parameter 
estimation algorithms, which tend to be computa-
tionally intensive. The second is model fit evalua-
tion, which remains an area of active research.

Algorithms for full-information estimation. To 
the practitioner, full information methods contain 
a bewildering array of estimation algorithms. For a 
small number of factors, Bock and Aitkin’s (1981) 
expectation–maximization (EM) algorithm tends 
to be a robust choice. The generalized dimension 
reduced EM algorithm (Cai, 2010c) is efficient for 
hierarchical models. For a small to medium num-
ber of factors, Schilling and Bock’s (2005) adaptive 
quadrature-based EM algorithm can be substantially 
more efficient than Bock and Aitkin’s (1981) EM 
algorithm using fixed quadrature. Computation 
of standard errors in item factor analysis has been 
a chronic problem because of the reliance on EM 
algorithms that do not provide standard errors on 
convergence. To address this, Cai (2008) offered a 
method to compute standard errors for IRT models 
and item factor analysis models using a supple-
mented EM algorithm.3

Researchers have recently devoted increased 
attention to the development of more efficient and 
flexible algorithms for high-dimensional item factor 
analysis, from both Bayesian and likelihood 
approaches. Either Bayesian Markov chain Monte 
Carlo methods must be used (e.g., Edwards, 2010) 
or a Monte Carlo–based optimization algorithm 
such as the Metropolis-Hastings Robbins-Monro 
algorithm (Cai, 2010a, 2010b) should be used for 
maximum likelihood estimation.

Model evaluation. In comparison with linear fac-
tor analysis of tests, model evaluation and model 
fit assessment for item factor analysis are in a much 
less developed state. The main problem is the 
inherent sparseness of the underlying multiway 
contingency table. In practice, overall goodness-
of-fit tests that are based on limited information 
(e.g., Cai, Maydeu-Olivares, Coffman, & Thissen, 

3The supplemented EM algorithm is implemented in IRTPRO (Cai, Thissen, & du Toit, 2011).



Factor Analysis of Tests and Items 

97

2006; Maydeu-Olivares & Joe, 2005) seem to be 
much more promising than the traditional Pearson 
chi-square or likelihood ratio chi-square statistics. 
Under appropriate conditions, the likelihood ratio 
chi-square difference test can still be used to gauge 
the relative fit of nested models (Maydeu-Olivares & 
Cai, 2006). Among tests that can diagnose sources of 
model misfit, the item fit tests developed by Orlando 
and Thissen (2000) and the local dependence indi-
ces developed by W. H. Chen and Thissen (1997) 
seem more promising.

CONCLUDING COMMENTS

Factor analysis seeks to improve the understanding of 
the structure of psychological tests. Factor analysis 
can be applied to batteries of tests, or it can be applied 
to test items directly. Tracing the historical develop-
ments from Spearman’s (1904) initial contributions, 
an overview of both linear common factor analysis 
and nonlinear item factor analysis was provided.

From its inception, factor analysis has been a 
method that is studied, applied, and scrutinized by 
both psychologists and statisticians. After more than 
100 years, it still represents a lively area in the statis-
tical methodology literature. When applied to sets of 
psychological tests, it has deepened psychologists’ 
understanding of psychological tests and assess-
ments. When applied to a set of test items, it clarifies 
the underlying dimensionality of the test and can aid 
the construction of better measurement instru-
ments. Even more broadly, factor analysis paved the 
way for the success of general latent variable model-
ing frameworks such as structural equation model-
ing. As Cudeck and MacCallum (2007) noted, factor 
analysis is indeed a success story in both psychology 
and statistics.
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APPlyInG unIdImEnSIonAl  
ITEm rESPonSE ThEory modElS 

To PSyCholoGICAl dATA
Steven P. Reise, Tyler M. Moore, and Mark G. Haviland

The application of unidimensional item response 
theory (IRT; de Ayala, 2009; Embretson & Reise, 
2000) measurement models is generally standard 
practice in cognitive aptitude assessment. Moreover, 
with the developments in psychometric theory and 
the increase in computing power over the past 25 
years, researchers are now able to apply complex 
statistical models to ordinal item response data in 
ways not imagined in the past; as such, IRT applica-
tions in noncognitive assessment are increasingly 
common and effective (Cella et al., 2007; Reise & 
Waller, 2009).

IRT modeling offers researchers many clear 
advantages over traditional psychometric practices 
(see Morizot, Ainsworth, & Reise, 2007; Reise, Ain-
sworth, & Haviland, 2005; Reise & Henson, 2003). 
Noteworthy examples are (a) a more extensive evalu-
ation of a measure’s psychometric properties, (b) a 
better metric for scaling individual differences and 
comparing group means, (c) a foundation for evalu-
ating differential item and test functioning (i.e., 
bias), and (d) a basis for more informed scale and 
item bank development as well as short forms and 
computerized adaptive tests. Although these advan-
tages are attractive, researchers wishing to apply IRT 
models to noncognitive item response data face a 
number of obstacles (Reise, 2010; Reise & Moore, 
2012). Fitting an IRT model, for example, requires 
extensive technical knowledge. Moreover, item 

response data need to be consistent with several  
difficult-to-meet assumptions. In contrast, traditional 
psychometric methods are relatively simple to under-
stand, and the assumptions are few and easy to meet.

This chapter is not a complete introductory sum-
mary of item response modeling and its virtues and 
potential applications. This information is available 
in the articles cited earlier. Instead, we provide a 
tutorial for empirically exploring the degree to 
which item response data are consistent with a uni-
dimensional IRT model. Our guide is divided into 
two sections: In the first, we review commonly 
encountered unidimensional IRT models for dichot-
omous and polytomous item responses, and in the 
second, we present the assumptions of IRT model-
ing and demonstrate the process of fitting IRT mod-
els to noncognitive item response data; notably, 
empirically evaluating whether the data are appro-
priate for such modeling. In this evaluation, 
researchers must consider the nature of the con-
struct being assessed as well as information about 
monotonicity, dimensionality, and local 
dependence.

ITEM RESPONSE THEORY MODELS

IRT models can be grouped according to several  
different characteristics, and one important way  
is whether they are designed for dichotomous or  

This work was supported by the Consortium for Neuropsychiatric Phenomics: National Institutes of Health Roadmap for Medical Research Grants 
UL1-DE019580 (principal investigator, Robert Bilder) and RL1DA024853 (principal investigator, Edythe London), the National Institutes of Health 
Roadmap for Medical Research Grant AR052177 (principal investigator, David Cella), National Cancer Institute Grant 4R44CA137841-03 (principal 
investigator, Patrick Mair) for item response theory software development for health outcomes and behavioral cancer research, and the Institute of 
Educational Sciences Grant 00362556 (project director, Noreen Webb). The content is solely the responsibility of the authors, however, and does not 
necessarily represent the official views of the funding agencies.
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polytomous items. Dichotomous items have only two 
response options (e.g., correct vs. incorrect, yes vs. 
no, agree vs. disagree), which are common in cogni-
tive testing where items are often graded as simply 
correct or incorrect. Polytomous items have more 
than two response options, as in the case of a rating 
scale with, for example, five agree/disagree options 
(strongly agree, agree, neither agree nor disagree, dis-
agree, and strongly disagree). In the sections that fol-
low, we begin with dichotomous IRT models and 
then describe how these models are changed and 
expanded to handle polytomous items.

Item Response Theory Models for 
Dichotomous Item Responses
The fundamental unit of a parametric IRT model is a 
mathematical equation to accurately capture the 
relationship between a continuous latent variable 
measured by a scale and the probability of endorsing 
an item (responding “correct” or in the keyed direc-
tion). Such functions are referred to as item response 
curves (IRCs), and variations on IRT models are 
nothing more than different equations to describe an 
IRC. Today, most software programs estimate the 
parameters of so-called “logistic” models; for exam-
ple, Equation 6.1 is the unidimensional (one latent 
trait) three-parameter logistic model (3PL).

P x c c
a b

a b
( | ) ( )

exp ( )

exp ( )
= = + −

− 
+ − 

1 1
1

θ
θ

θ 
. (6.1)

In Equation 6.1, θ represents individual differ-
ences on a latent variable, which can in turn be 
identified by assuming its mean is 0 and variance is 
1 in the population. The a (or “slope”) parameter 
determines the steepness of the IRC (see Figure 
6.1). Items with higher a are more discriminating or 
psychometrically informative. The b parameter is an 
item location parameter, which typically ranges 
between −2.5 and 2.5. Items with high endorsement 
rates have negative location parameters and IRCs 
shifted to the left. Items with low endorsement rates 
have positive location parameters and IRCs shifted 
to the right (see Figure 6.1). Finally, c determines 
the lower asymptote of the IRC. The c parameter is 
primarily used to model multiple-choice aptitude 
test items on which even individuals who are low on 
the latent variable can obtain a correct answer by 
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FIGURE 6.1. Item response curves (top panel) 
and item information curves (middle panel) for 
three BIS items (3, 4, and 17) and the scale infor-
mation curve (bottom panel) for the entire BIS 
measure.
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guessing or some other means than actually know-
ing the answer.

For items taken from noncognitive measures, on 
which individuals are not expected to guess at the 
keyed answer, a more restricted two-parameter logis-
tic (2PL) model may be appropriate to describe the 
IRC. In this model, there is no lower asymptote 
parameter, and, thus, the probability of endorsing the 
item goes toward zero for people in the lowest trait 
ranges. The 2PL model is shown in Equation 6.2.

P x
a b

a b
( | )

exp ( )

exp ( )
.= =

− 
+ − 

1
1

θ
θ

θ
 (6.2)

In this model, items are allowed to vary in two 
ways—slope (a) and location (b). Equation 6.2 states 
that the conditional probability of endorsing the item 
is a weighted (by the a parameter) function of the 
difference between an individual’s standing on the 
latent variable (θ) and the item’s location parameter 
(b). As in Equation 6.1, a reflects the discrimination 
of the item—higher values reflect more discriminat-
ing items. Moreover, b determines the location of the 
IRC and indicates the point on the latent variable 
continuum at which the probability of endorsing an 
item is .50. Thus, if b is 0.75, then individuals with 
latent trait values below 0.75 will have a less than 
50/50 chance of endorsing the item, whereas individ-
uals with latent trait values above 0.75 will have a 
greater than 50/50 chance of endorsing the item.

Finally, if one is willing to assume that all the 
items in a measure are equally discriminating, then 
the item slope parameters can be constrained to be a 
constant across items. Such a one-parameter logistic 
(1PL) model is shown in Equation 6.3.

P x
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θ
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��

��
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In this model, ä means that the slopes are con-
strained to equality across items; in other words, the 
items are not allowed to vary in their discrimination. 
The b location parameter is interpreted exactly as 
before, that is, as the point on the latent variable 
scale at which the probability of endorsement is .50.

To illustrate the application of these models, we 
used a sample of 401 community members who 
responded to the 30-item Barratt Impulsivity Scale 

(BIS) Version 11 (Barratt, 1959; Patton, Stanford, & 
Barratt, 1995). Item responses were dichotomized for 
the sake of these analyses. Coefficient alpha was .76, 
with an average item intercorrelation of .10. Listed in 
Table 6.1 are the item descriptive statistics (item 
means, item–test correlations) and estimated IRT 
item parameters from Equation 6.2 (2PL). All analy-
ses in Table 6.1 and subsequent figures were done 
with mvIRT (Multivariate Software, Inc., 2010), and 
all program defaults (full information or marginal 
maximum likelihood estimation methods) were used.

TABLE 6.1

Classical Descriptives and Item Response Theory 
Parameter Estimates for the Barratt Impulsivity 
Scale Version 11

Item

Descriptives IRT model (2PL)

M Item–test r a b

1 0.31 .48 1.11 0.92
2 0.12 .42 1.69 1.68
3 0.52 .20 0.18 –0.49
4 0.40 .19 0.12 3.51
5 0.08 .25 0.91 3.08
6 0.18 .33 0.94 1.88
7 0.37 .42 0.87 0.72
8 0.16 .47 1.46 1.52
9 0.29 .55 1.54 0.81
10 0.52 .39 0.68 –0.13
11 0.16 .33 0.88 2.18
12 0.17 .48 1.54 1.40
13 0.49 .44 0.93 0.08
14 0.13 .38 1.34 1.82
15 0.43 .28 0.34 0.90
16 0.28 .30 0.57 1.78
17 0.21 .54 2.43 0.98
18 0.14 .36 1.07 2.02
19 0.25 .44 1.49 1.01
20 0.23 .50 1.44 1.14
21 0.18 .25 0.55 2.87
22 0.14 .34 0.98 2.14
23 0.14 .22 0.38 4.84
24 0.09 .30 0.97 2.71
25 0.16 .38 1.04 1.91
26 0.25 .40 1.10 1.23
27 0.39 .22 0.29 1.58
28 0.17 .36 1.09 1.79
29 0.52 .22 0.19 –0.39
30 0.37 .43 0.77 0.79

Note. IRT = item response theory; 2PL = two-parameter 
logistic.
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Several noteworthy findings are shown in Table 
6.1. First, as with any IRT application, there are 
links between classical test theory indices and IRT 
parameter estimates. For example, the item means 
correspond to the item locations in the 2PL (low 
means → high locations), and the item–test correla-
tions correspond to the item slopes (high correla-
tions → high slopes). Second, in the 2PL, the low 
item slopes for Items 3 and 4 mean that these items 
contribute little to the measurement of the common 
latent variable (ostensibly, impulsivity), whereas the 
relatively high slope for Item 17 shows that this is a 
critical or highly differentiating item.

For illustration, in the top panel of Figure 6.1, 
we show the IRCs for three items that vary in slope 
and location. The slope and location parameter esti-
mates are essential in IRT modeling because they 
determine the amount and location of psychometric 
information. Item information refers to how well 
responses to an item differentiate or discriminate 
among individuals along the latent variable contin-
uum; items with a high slope provide more informa-
tion, and where that information is located is 
determined by the location parameter. In the middle 
panel of Figure 6.1, for example, we show the item 
information curves for the three items in the top of 
Figure 6.1. Clearly, Item 17 provides more informa-
tion in the high range of the latent variable, whereas 
Item 3 provides essentially no information.

Finally, if one assumes our data meet IRT mod-
eling assumptions, then item information curves are 
additive across items within a measure. (Note that, 
in the next section, we provide details on the vari-
ous IRT assumptions and the ways in which they 
can be evaluated.) Researchers can thus calculate a 
scale information curve that illustrates how infor-
mative an item set is across the latent variable con-
tinuum. In the bottom of Figure 6.1, we show the 
scale information curve for the BIS measure. 
Clearly, this function is peaked at the high end, 
showing that the measure provides its best preci-
sion in the high (impulsivity) trait range. The scale 
has a relatively limited amount of information in 
the low trait range; in other words, the measure 
does not differentiate among low-trait individuals. 
The peaked information in the high range is not 
surprising given that the measure was designed to 

differentiate impulsive from nonimpulsive individu-
als rather than to scale people precisely from impul-
sive to high constraint.

The importance of scale information is best under-
stood by recognizing that an individual’s standard 
error of measurement is an inverse function of the 
information. Specifically, a conditional standard error 
is one divided by the square root of the information. 
In this scale, the maximum information is around 8, 
so the standard error of measurement for individuals 
in that trait range is 1 8 356/ .= . Note that the stan-
dard errors are even larger for individuals scoring in 
trait ranges away from the peak of the scale informa-
tion function. The overall low scale information val-
ues across the latent variable range are not surprising 
given that even with 30 items, coefficient alpha is 
only .76. Stated in different terms, the items are not 
highly intercorrelated (average r = .10), suggesting 
that what they share in common (impulsivity) is only 
weakly measured by these items.

Item Response Theory Models for 
Polytomous Item Responses
Noncognitive assessment (e.g., personality and health 
outcomes) relies heavily on questionnaires with mul-
tipoint or polytomous item response formats. Such 
data require slightly more sophisticated IRT models. 
There are numerous polytomous IRT models (see 
Nering & Ostini, 2010; Ostini & Nering, 2006), but 
in this chapter, we describe only the graded response 
model (GRM; Samejima, 1969) because of its popu-
larity in personality, psychopathology, and health 
outcomes research (Reise & Waller, 2009).

To illustrate the GRM, we use an eight-item set 
(N = 1,168) of polytomous responses from an 
Extraversion parcel (E1: Warmth) from the revised 
NEO Personality Inventory (NEO PI–R; Costa & 
McCrae, 1992). Coefficient alpha in this college stu-
dent sample was .76 with an average interitem cor-
relation of .28. A subsample from this dataset has 
previously been analyzed in Reise and Henson’s 
(2000) simulation of computerized adaptive testing 
with the NEO PI–R. In these examples, our empha-
sis is on the item parameter estimates and evalua-
tions of model assumptions. Moreover, because of 
the very small number of responses in the lowest 
category for some items, we collapsed the first and 
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second response categories (0 and 1), resulting in 
four category responses (0–1–2–3) instead of the 
original five (0–1–2–3–4). The new response labels 
were 0 = strongly disagree and disagree combined, 
1 = neutral, 2 = agree, and 3 = strongly agree.

Graded Response Model
The chief objective of polytomous IRT models is to 
estimate a set of best-fitting category response curves 
(CRCs). These CRCs represent the relationship 
between a person’s latent trait level (θ) and the proba-
bility of responding in a particular category. It is easy 
to intuit the GRM in that it is simply a generalization 
of the 2PL (Equation 6.2) to account for the multiple 
thresholds between response categories in a polyto-
mous item. For a dichotomous item, there is only one 
threshold between the response options, and thus 
only a single equation is needed to describe the prob-
ability of responding above that threshold (i.e., transi-
tioning from a 0 to a 1 response), and only a single 
location parameter needs to be estimated. For a mul-
tipoint item, however, there are the number of cate-
gories (k) minus 1 thresholds (m = k − 1) between 
the response options. One thus needs to estimate m 
2PL models with the constraint that the slope param-
eters are equivalent within items. These 2PL models, 
one for each dichotomy (e.g., for a 4-point item: 0, vs. 
1, 2, 3; 0, 1, vs. 2, 3; 0, 1, 2, vs. 3), are called threshold 
response curves (TRCs). The TRCs represent the 
probability of responding above a between-category 

threshold as a function of the latent variable. These 
functions, however, are not the same as the functions 
describing CRCs. CRCs must be derived indirectly 
from the TRCs, which is why the GRM is classed as 
an indirect IRT model (Embretson & Reise, 2000, pp. 
96–98). The indirect, two-step process required to 
derive the CRCs of the GRM is as follows.

The first step is to estimate a set of m TRCs for 
each item, where k is the number of response cate-
gories. These TRCs are represented by Equation 6.4, 
which is identical to Equation 6.2 but with equal 
slopes within each item.

P
a b

a b
x

j

j

*
exp

exp
,θ

θ

θ
( ) =

−( ) 
+ −( ) 1

 (6.4)

where j = 1 . . . m. By definition, the probability of 
responding in or above the lowest response category 
is P x( )

* .= ( ) =0 1 0θ , and the probability of responding 
above the highest response category is 
P x( )

* .= ( ) =4 0 0θ . The second step involves using the 
information provided by Equation 6.4 (TRCs) to 
describe the relationships (CRCs) between each 
response category and the latent variable, and the 
CRCs can be derived by simple subtraction of TRCs:

P P Px x xθ θ θ( ) = ( ) − ( )+( )
*

( )
* .1  (6.5)

To illustrate the GRM, Table 6.2 displays  
the estimated item parameters for the set of NEO–
PI–R items scored with four response options.  

TABLE 6.2

Response Frequencies, Item Statistics, and Graded Response Model Item Parameter Estimates for the 
Revised NEO Personality Inventory E1 (Warmth) Data

Item

Response frequencies

M Item–test r

IRT graded response model

0 1 2 3 a b1 b2 b3

1 0.11 0.22 0.53 0.14 1.7 .58 1.12 –2.23 –0.78 1.96
2 0.05 0.08 0.46 0.41 2.2 .63 1.61 –2.44 –1.65 0.30
3 0.04 0.13 0.54 0.29 2.1 .65 1.48 –2.70 –1.44 0.85
4 0.08 0.14 0.42 0.35 2.1 .65 1.41 –2.24 –1.21 0.58
5 0.05 0.11 0.49 0.35 2.1 .71 2.14 –2.14 –1.31 0.48
6 0.17 0.19 0.41 0.23 1.7 .59 1.21 –1.63 –0.60 1.28
7 0.07 0.12 0.48 0.34 2.1 .53 0.91 –3.28 –1.91 0.86
8 0.08 0.20 0.62 0.11 1.8 .54 0.95 –2.97 –1.20 2.56

Note. IRT = item response theory.
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The program IRTPRO (Cai, Thissen, & du Toit, 
2011) was also used to estimate GRM parameters, 
and the figures shown are graphs taken directly from 
IRTPRO output. Note that as with dichotomous IRT 
models, there is a relationship between the IRT 
parameter estimates and the traditional statistics in 
polytomous models. For example, Item 5 has the 
highest item–test correlation and IRT slope (a = 
2.14), and Item 7 has the lowest item–test correla-
tion and IRT slope (a = 0.91). Although there is not 
much variation in item means, it is clear from Table 
6.2 that category response frequencies correspond 
roughly to the values of the threshold parameter 
estimates. Generally speaking, polytomous items 
with relatively low means have thresholds shifted to 
the right, whereas relatively higher means have 
thresholds shifted to the left.

Figure 6.2 shows the CRCs for two NEO PI–R 
items, Item 5 with relatively high discrimination and 
Item 8 with relatively low discrimination. The first 
thing that is apparent in these figures is that the 
CRCs mimic the response frequencies fairly well. 

That is, for Item 5, most people responded in Cate-
gory 2, and thus the CRC for this category covers a 
broad range of the latent variable. Also notice that the 
CRCs are shifted to the left for Item 8 relative to Item 
5 (because it is an “easier” item) and that the CRCs 
are more sharply distinguished for Item 5 relative to 
Item 8 (because it is a more discriminating item).

In Figure 6.3, we show the item information for 
these two items. Generally, because of the multi-
point response format, polytomous items tend to 
provide more item information, and that item infor-
mation tends to be better spread out across the latent 
variable continuum. In these data, as expected, Item 
5 provided substantially more information than did 
Item 8. Finally, the scale information is shown in the 
bottom panel of Figure 6.3. As with the BIS (dichot-
omous example), the scale information for this NEO 
PI–R measure is rather low for all trait ranges, and 
thus the standard errors of measurement are high for 
all trait ranges. The standard errors tend to range 
between .4 and .5 for most individuals and then 
increase for individuals with high trait-level esti-
mates. Owing to the polytomous response format, 
the scale information tends to spread out somewhat, 
although it is still clearly peaked.

APPLYING ITEM RESPONSE  
THEORY MODELS

There are many good reasons to apply an appropri-
ate IRT model to a particular data set, but before 
doing so one should always confirm that certain  
criteria are met. Almost all such criteria have to do 
with characteristics of the data itself, such as 
whether the assumptions of IRT are judged to have 
been met. In the sections that follow, we list and 
describe the assumptions of IRT and explain why 
they are important.

Are the Data Appropriate for Item 
Response Theory?
Most researchers are likely familiar with the basics 
of traditional scale development and evaluation 
(e.g., true scores, standard errors of measurement, 
item–test correlations, coefficient alpha internal 
consistency estimates). As such, these basic princi-
ples and their respective conventional standards 
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have been applied to scale development and evalua-
tion automatically, regardless of the type of con-
struct being assessed, the structure of the data, or 
the intended purpose of the measure. Sadly, this 
approach has led to a proliferation—with no end in 
sight—of individual differences constructs and asso-
ciated measures of varying and often low quality. 
IRT model application, however, requires research-
ers to, in advance, address a number of questions 
and meet several requirements. Much as in confir-
matory factor analysis, the requirements of IRT 
models have forced researchers to be more circum-
spect when proposing constructs (an underlying 
latent variable) and in claiming that their item sets 
validly scale individuals on such constructs.

When considering an IRT application, the first 
question that needs to be asked is, “Is the construct 
and its measure (existing or proposed) consistent 
with such a model?” IRT models are latent variable 
modeling techniques (see Borsboom, 2005), and 
they make assumptions about item response data 
and the nature of the underlying construct (Bollen 
& Lennox, 1991). For example, latent variable 
models propose the existence of a continuous latent 
variable (serving as a proxy for a psychobiological 
trait), which, in some sense of the term, affects or 
causes variation in diverse behaviors (i.e., content-
diverse items). These diverse behaviors (items) are 
correlated because of the common latent variable 
(i.e., the common cause). If behaviors or items are 
not content diverse, then correlations between 
them could be explained simply on the basis of 
semantic similarity, and there would be no need to 
propose a latent variable measurement model (see 
Tellegen, 1991).

Clearly, not all constructs that psychologists 
want to measure fit nicely under this latent variable 
rubric (see Bollen & Lennox, 1991). For example, 
Gough’s “folk constructs” (Tellegen, 1993), assessed 
with the California Personality Inventory (Gough & 
Bradley, 1996), were developed to assess social per-
ceptions, not latent traits. As such, applying an IRT 
model to these scales would be inappropriate. More-
over, many well-established scales were not devel-
oped using modern methods of scale analysis (e.g., 
confirmatory factor analysis) and are likely poor 
candidates for an IRT application.
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For an example of a gold-standard measure that 
cannot be fit to an IRT model, see Reise, Horan, and 
Blanchard’s (2011) analysis of the Social Anhedonia 
Scale (Eckblad, Chapman, Chapman, & Mishlove, 
1982). Among other things, their analysis illustrates 
how having overly redundant item content increases 
interitem correlations and, thus, coefficient alpha, 
ultimately making the scale look better. IRT model-
ing also revealed multidimensionality, which makes 
measuring a common latent variable particularly 
challenging. Indeed, as we demonstrate, the BIS and 
NEO PI–R E1 data used in this chapter also illus-
trate the problem of content redundancy, which 
inflates traditional scale indices (e.g., coefficient 
alpha and interitem correlations) and ultimately 
greatly complicates meaningfully fitting an IRT 
model.

However, scales intending to measure conceptu-
ally narrow constructs or that are carefully con-
structed through the informed use of factor analysis 
(e.g., the Multidimensional Personality Question-
naire; Tellegen, 1995, 2003) are likely viable candi-
dates for IRT modeling (e.g., Reise & Waller, 1990). 
As we underscore in the following, however, even 
carefully designed measures can present challenges 
because of the ever-present tension between wanting 
to scale individuals on one construct but needing to 
include content-diverse items to properly represent 
the construct. To be sure, obtaining an item set that 
affords measurement of a single latent variable that 
validly reflects what a diverse set of indicators have 
in common is both necessary and hard.

Assumptions of Unidimensional Item 
Response Theory Models
Unidimensional IRT models make three fundamen-
tal assumptions, two of which are interrelated. Next, 
we address these assumptions using these example 
data sets to illustrate various points. We then review 
the effects of failing to meet model assumptions on 
item parameter estimates and the identification of 
the latent variable. Ultimately, we argue that the 
degree to which the data meet the model’s assump-
tions has profound consequences not only for the 
viability of IRT applications (e.g., computerized 
adaptive testing) but also for evaluating substantive 
hypotheses.

Monotonicity. The first assumption of unidimen-
sional IRT modeling is that the relation between 
the latent variable and item response propensity is 
monotonically increasing; as trait levels increase, 
individuals score higher on the item. Some have 
referred to this as the dominance response process 
assumption. This assumption is necessary because 
logistic IRT models (Equations 6.3, 6.4, and 6.5) 
are parametric, monotonically increasing functions. 
(Note that this is not the case with nonparametric 
IRT models and unfolding models, which are more 
flexible in terms of shape of the IRC.)

The monotonicity assumption is easy to explore 
graphically using the rest-score function. For each 
item, a rest-score function is nothing more than a 
plot of the raw summed score (minus the item 
score) on the x-axis and the observed response pro-
portions for each rest-score grouping on the y-axis. 
Typically, because there will seldom be enough peo-
ple at each possible rest-score to compute a reliable 
proportion, rest-scores are often “binned” or 
grouped together (see the following examples). One 
can show that if item responses are monotonically 
increasing at the raw score level, then they must also 
be monotonically increasing at the latent variable 
level (Thissen & Orlando, 2001).

Rest-score curves and statistical tests of mono-
tonicity are generated easily using the Mokken 
library (Van der Ark, 2007) available in the R 2.12 
freeware statistical package (R Development Core 
Team, 2010). To illustrate, Figure 6.4 shows rest-
score functions for three BIS items. Using the 
default bin-size selection option, the program 
grouped people into four rest-score groups: those 
with scores of 0–4, 5–7, 8–10, and 11–26. Notice 
that in the top graph (Item 6), the response pro-
portions do not change much as a function of the 
raw scores, but in the middle graph (Item 17), 
response proportions increase nicely (high dis-
crimination). In the bottom graph (Item 16), the 
largest monotonicity violation is shown, in which 
the response proportion for the highest group is 
.05 lower than the second highest rest-score group. 
Nevertheless, this is not a statistically significant 
violation (details about statistical testing are given 
in the manual). In fact, no BIS item significantly 
violated monotonicity.



Applying Unidimensional Item Response Theory Models to Psychological Data 

109

Rest-score functions for polytomous items fol-
low the same principle as those for dichotomous 
items, but they are a little trickier to interpret 
because there are m = k − 1 curves to inspect plus 
the curve for the mean response. Shown in the top 
portion of Figure 6.5, for example, is the rest-score 
function for NEO PI–R E1 Items 1 and 6, respec-
tively. The solid line in the middle is the item 
mean score divided by the number of response cat-
egories for people falling in rest-score groups 1–9, 
10–11, 12–13, 14, 15, 16–17, and 18–21. Clearly, 
the average item score is increasing as the rest-
score increases, and there are no apparent viola-
tions for this item. The dotted lines represent 
response proportions. These curves should be 
increasing, and the space between them indicates 
conditional proportions. For example, the space 

from the top dotted line to the top of the figure is 
the conditional proportion responding zero, the 
space between the top two dotted lines is the con-
ditional proportion responding 1, the space 
between the bottom two dotted lines is the condi-
tional proportion responding 2, and the space from 
the bottom dashed line to the bottom of the figure 
is the conditional proportion responding 3. The 
steeper these curves are, the more discriminating 
the response categories. The relative spacing 
between the curves shows the relative response 
proportions; for Item 1, a response of 2 is most 
common, whereas for Item 6, the distribution of 
category responses is more evenly spread.

Although we need not show the rest-score curves 
for all E1 facet items, we note that regardless of their 
score on the measure, people tend to select either 
Category 2 or Category 3. Categories 0 and 1 are  
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seldom used, regardless of rest score. Much the same 
information could have been gathered from the cate-
gory frequencies in Table 6.2. Nevertheless, evaluat-
ing monotonicity of category response both visually 
and statistically is still important to diagnose prob-
lematic category functioning. In these data, E1 Item 
5 (bottom of Figure 6.5) was the worst-functioning 
item in the sense that three monotonicity violations, 
out of a possible 84 comparisons, were observed. 
The largest was a .04 decrease in proportions 
endorsed. Nevertheless, considered across the entire 
item, these minor violations are not statistically sig-
nificant. As with the BIS, no items had statistically 
significant monotonicity violations.

Unidimensionality. Unidimensionality is the 
second assumption. Commonly applied IRT mod-
els assume that a single common latent variable 
accounts for all the common variance among the 
items. Stated differently, when controlling for a 
common factor, there should be no correlation 
among the items. On the surface, this requirement 
seems simple—most measures are designed to 
assess a single construct. However, except for the 
most conceptually narrow measures on which all 
items tap the same content theme, no real-world 
data set, strictly speaking, will be unidimensional. 
Because this issue is complex, before describing 
statistical approaches to the evaluation of unidi-
mensionality, we first consider the concept of (uni)
dimensionality and the reality of psychological 
measurement.

First, part of the problem in writing about and 
assessing dimensionality is that it is routinely misin-
terpreted in the literature. Dimensionality, whether 
unidimensionality or multidimensionality, is purely 
a statistical property of a correlation–covariance 
matrix; that is, only empirical data have dimension-
ality. Yet, it is common to find references to unidi-
mensional or multidimensional constructs in the 
literature or to find statistical procedures (such as 
confirmatory factor analysis) that have demon-
strated that a construct is unidimensional or multi-
dimensional. Such verbiage regarding the 
dimensionality of a construct is very confusing, 
because a construct is a hypothetical entity proposed 
to explain some observed phenomenon; it is always 

one thing regardless of the content diversity or het-
erogeneity of its behavioral indicators.

A second complexity is that assessment writers 
often confuse the property of unidimensionality 
with the property that a single systematic factor 
influences scale scores. These ideas are related but 
distinct. Dimensionality refers to how many common 
latent factors influence item response behavior. We 
recognize that if a data set is truly unidimensional 
(one common factor), raw scores (or, by extension, 
IRT trait-level estimates) are unambiguously inter-
pretable as reflecting a single latent variable and 
error. Even a unidimensional measure, however, can 
yield scores that reflect mostly error (e.g., if loadings 
are low). Moreover, even highly multidimensional 
measures can yield scores that predominantly reflect 
a single common latent variable. In fact, this phe-
nomenon was noted long ago by Cronbach (1951) 
and continues to be emphasized by authors such as 
Gustafsson and Aberg-Bengtsson (2010) and Reise, 
Moore, and Haviland (2010). The important recog-
nition here is that some multidimensional data sets 
can be fit quite nicely by a unidimensional IRT 
model; it depends entirely on the degree of multidi-
mensionality and its structure.

Finally, it has long been recognized (e.g., Hum-
phreys, 1970) that even if one could create a unidi-
mensional measure or, more correctly, a measure 
that yielded unidimensional data, such an index 
may be undesirable because of a lack of content 
breadth. With this in mind, many researchers have 
noted that scales are typically constructed to contain 
item content representing the diverse manifestations 
of the construct (F. F. Chen, West, & Sousa, 2006) 
but, at the same time, predominantly measure one 
construct. This goal is accomplished by listing out, 
or empirically discovering, different aspects of a 
construct (i.e., different manifestations) and then 
writing sets of items (content parcels) that reflect 
this diversity (for a recent example, see Aluja, Kuhl-
man, & Zuckerman, 2010). Typically, scale develop-
ers will include three to five items to measure each 
of several distinct but correlated aspects of a 
construct.

This recognition—that many measures are 
designed explicitly to yield multidimensional data—
is critically important because it influences one’s 
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approach to evaluating dimensionality. Stated differ-
ently, the interest is not so much in statistical guide-
lines that tell one when a data set is or is not 
unidimensional or multidimensional or essentially 
unidimensional or has a strong first factor. Although 
those guidelines are the dominant indices used in 
the IRT literature, they raise and, to some extent, 
answer the wrong question. The question of interest, 
given multidimensionality caused by item content 
diversity, is “Can we still validly fit an IRT model?” 
That is, does multidimensionality bias or otherwise 
obfuscate attempts to measure a common dimension 
running among the items? Addressing this question 
requires a different statistical approach.

Assuming that item response data will typically 
not be purely unidimensional, IRT researchers have 
explored the robustness of IRT item parameter esti-
mates to multidimensionality violations. We do not 
summarize this large literature here but note that a 
basic conclusion, and one reiterated in popular texts 
(Embretson & Reise, 2000), is that IRT item parame-
ter estimates are reasonably robust if there is a strong 
common factor. In turn, several statistical approaches 
have arisen to explore whether data are unidimen-
sional enough for application to IRT modeling. These 
approaches include inspection of eigenvalues from 
principal component or factor analysis (e.g., how 
large is the ratio of the first to second eigenvalue?), 
determining dimensionality through parallel analy-
sis, comparing the fit of a one-factor confirmatory 
model against benchmarks (e.g., comparative fit 
index > .90), inspection of residuals after fitting a 
unidimensional IRT model, and many others.

We now consider some of these indices as 
applied to the example data sets. Starting with the 
BIS, the literature has shown that although the mea-
sure is ultimately used to yield a single raw score 
reflecting impulsivity, items were written to cover 
six different aspects of impulsivity. Given this con-
tent diversity, we do not expect the data to be per-
fectly unidimensional, but if we want to fit an IRT 
model, we need evidence of a common trait (and a 
strong one) running among the items.

To explore the number of common dimensions 
in the BIS data, we used the Psych library (Rev-
elle, 2010) available in R freeware to conduct par-
allel analysis, inspect eigenvalues of a tetrachoric 

correlation matrix, perform cluster analyses from 
two to six clusters, and interpret minres factor 
solutions of between one and six (correlated) 
dimensions. Although the ratio of the first to sec-
ond eigenvalues (7.3 to 3.4) is somewhat sugges-
tive of a dominant first factor, from all analyses 
we concluded that there were between four and 
six discernable dimensions. Because six was the a 
priori hypothesis, for illustrative purposes we 
assume that six is the appropriate dimensionality. 
(If this were a research project we intended to 
publish, however, we would certainly explore and 
report on findings for several dimensional solu-
tions.) Note that the finding of six factors is not 
necessarily inconsistent with unidimensionality; 
there could be one strong factor and several 
smaller “nuisance” dimensions caused by parcels 
of item content that are highly intercorrelated 
because they measure the same aspect of the 
construct.

The NEO PI–R E1 scale has only eight items  
and ostensibly measures only one narrow facet of 
extraversion—warmth—and hence there is no need 
for multi-item content parcels here. Thus, we expect 
the data from this scale to better conform to a 
“pure” unidimensional measure. Nevertheless, we 
conducted a parallel analysis, inspected eigenvalues 
of a polychoric correlation matrix, performed cluster 
analyses from two to three clusters, and interpreted 
minres factor solutions of between one and three 
(correlated) dimensions. Interestingly, parallel anal-
ysis based on principal component analysis sug-
gested one component, but more important, a 
parallel analysis based on the common factor model 
suggested four factors. Yet, four factors for eight 
items is mathematically intractable, and when we 
explored a three-factor solution, only one item (7) 
loaded on the third factor. Although the ratio of the 
first to second eigenvalues was 3.5 to 1.0, suggesting 
unidimensionality, all other evidence pointed to one 
or two small secondary factors. We suspect that one 
or two small secondary “nuisance” factors may be 
caused by overly redundant item content (e.g., two 
items to represent interpersonal warmth vs. cold-
ness, and two items for preference for verbal interac-
tion with others). We explore this hypothesis more 
thoroughly next.
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These analyses are useful in exploring the dimen-
sionality of an item response matrix, determining 
the relative strength of a single factor, and checking 
whether a priori hypothesized content dimensions 
manifest in real data. Yet, all these approaches are 
only indirect methods that do not necessarily tell a 
researcher what he or she needs to know, namely, 
the extent to which item parameter estimates are 
biased by multidimensionality in the data. In other 
words, the real question is do the item parameters 
reflect what is in common among the items or are 
they biased by multidimensionality? To better 
address this question, and others, several research-
ers have suggested that a bifactor model be used as a 
framework for exploring the unidimensionality 
assumption in IRT (Reise, Cook, & Moore, in press; 
Reise, Morizot, & Hays, 2007).

A bifactor model is a factor structure in which all 
items load on a general dimension (the target trait) 
and one so-called “group” factor. The general 
dimension and the group factors are all orthogonal. 
This model, it has been argued, is more consistent 
with the view that item response data measure a sin-
gle common dimension but also contain secondary 
common factors caused by content parcels as 
described earlier. These group factors that emerge 
because of content parcels have historically been 
referred to as nuisance dimensions (they interfere 
with the measurement of the construct of interest).

As argued in Reise, Cook, and Moore (in press) 
and Reise, Moore, and Maydeu-Olivares (2011), an 
exploratory bifactor model is useful to address sev-
eral important questions. First, by inspecting the 
size of the loadings on the general factor, one can 
judge whether the items all reflect a single common 
dimension and, if so, how strongly. Note that in the 
bifactor model, the general factor is, in a sense, free 
of the contamination caused by multidimensional-
ity. Second, inspection of the factor loadings on the 

group factors shows the degree to which items are 
being influenced by secondary common factors, 
potentially preventing any attempt to fit a unidimen-
sional model. Third, one can compare the loadings 
on the general factor of the bifactor model with the 
loadings from a unidimensional model; if not dra-
matically different, it would be hard to argue that 
multidimensionality made much difference. Fourth, 
and more important, the bifactor allows the compu-
tation of two highly useful statistics: (a) the proportion 
of common variance due to the general factor—a 
direct index of unidimensionality—and (b) coeffi-
cient omega hierarchical (ωh; McDonald, 1999; Zin-
barg, Revelle, Yovel, & Li, 2005), which reflects the 
percentage of variance in scores due to the general 
factor.1

To illustrate, we again used the Psych library 
available in the R statistical package to estimate an 
exploratory bifactor model, specifically the Schmid–
Leiman orthogonalization (Schmid & Leiman, 
1957), and to compute coefficient omega hierarchi-
cal. For the BIS, we specified one general and six 
group factors and for the NEO PI–R E1 data, we 
specified one general and two group factors. Note 
that our analyses were based on polychoric (E1) or 
tetrachoric (BIS) correlations, not Pearson correla-
tions. Thus, the interpretation of the coefficient 
alpha and coefficient omega hierarchical statistics to 
be reported on must be considered in this light.

The results for the BIS are shown in Table 6.3 
(loadings of .30 and higher). Starting with the bifac-
tor results, inspection of the loadings on the general 
factor makes it clear that the scale contains many 
items that do not measure the general trait (impul-
sivity). Although much the same could have been 
determined from a one-factor model (third column), 
Items 10 and 30 would mistakenly have been 
included in the measure. Moreover, comparison of 
the loadings on the group factor with the loadings 

1To interpret coefficient omega hierarchical, one must be mindful of what is being analyzed. Coefficient omega is the sum of loadings on the general 
factor, squared (not the sum of the squared loadings), divided by the sum of the variance–covariance matrix of item responses. By the variance sum 
law, the sum of the variance–covariance matrix is equal to the variance of raw scores. There are three situations: (a) If the covariance matrix is factor 
analyzed, then coefficient omega hierarchical is the percentage of raw score variance explained by the general factor and is similar to a correlation 
between the observed scores and a single underlying latent variable; (b) if the Pearson correlation matrix is factor analyzed, coefficient omega hier-
archical is the percentage of summed standardized item score variance explained by a general factor, which is analogous to the distinction between 
alpha (computed on a covariance matrix) and standardized alpha (computed on a correlation matrix); and (c) if one begins with a tetrachoric or 
polychoric correlation matrix, the interpretation of omega hierarchical is more complicated because the denominator does not refer to the variance 
of either summed raw scores or summed standardized item scores. Instead, the denominator term is the variance of the underlying item response 
propensities. This does not defeat its purpose—high values of omega hierarchical mean that a single latent trait is the dominant influence on item 
responses and ultimately latent trait-level estimates.
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on the general factor in the bifactor model shows 
that the loadings in the unidimensional model are 
highly inflated because of multidimensionality. 
Once that multidimensionality is controlled for, as 
in the bifactor model, the items appear to be rela-
tively much weaker indicators of impulsivity.

The bifactor group factor loadings show that the 
data are contaminated not so much by multiple 
interpretable content dimensions, but by doublets 
and triplets of items, which in turn manifest as 
group factors. Consider Items 12 and 20, which are 

essentially the same item, one with the word careful 
and the other with the word steady. Group Factor 2 
is defined by the item pair asking about whether one 
is restless or squirmy at social functions that require 
long periods of attention. Coefficient alpha is .87 
(computed using tetrachorics), which meets or 
exceeds acceptable internal consistency standards. 
Yet, coefficient omega hierarchical is only .51 (com-
puted using tetrachorics). The difference in these 
two statistics provides an estimate of the degree to 
which coefficient alpha overestimates the precision 

TABLE 6.3

Factor Loadings in a One-Factor Model and a Bifactor Model for the Barratt Impulsivity Scale Version 11 
(Impulsivity) Data

Item Abbreviated content 1-Fac General factor

Group factors

1 2 3 4 5 6

12 Thinks carefully .60 .41 .80
20 Thinks steadily .60 .40 .65
9 Concentrates .67 .52 .52 .38 .30
15 Thinks about complex problems .51 .34
1 Plans carefully .51 .33 .49
8 Self-controlled .61 .44 .32
28 Restless theater–lectures .52 .45 .67
11 Squirmy plays–lectures .46 .39 .61
18 Gets bored with complex 

problems
.48 .41 .44 .40

14 Speaks without thinking .60 .48 .30
26 Extraneous thoughts pop into 

head
.55 .45 .54

6 Racing thoughts .47 .38 .54
21 Changes where lives .30 .45
24 Changes activities .44 .34 .35
27 Present oriented .31 .36
19 Acts spur of the moment .67 .63 .76
17 Acts on impulse .80 .67 .57
13 Plans for future job security .42 .31 .71
10 Has a regular savings plan .33 .53
30 Future oriented .38 .48
25 Spends over budget .46 .33 .39
16 Changes jobs .37
7 Long-term planning of trips .40 .36
5 Doesn’t pay attention .44 .44 .88
23 Thinks of one thing at a time .37
2 Acts without thinking .68 .53
22 Impulsive buying .48 .33
3 Quick decision making
4 Happy-go-lucky
29 Likes to work on puzzles

Note. 1-Fac is one factor minres factor analysis. Loadings below .30 are not shown.
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of the measure resulting from multidimensionality. 
Coefficient omega hierarchical is the proper statistic 
to use if a researcher is interested in the degree to 
which scores reflect variation on a single common 
factor (i.e., the general factor in a bifactor model). 
Finally, given that the percentage of common vari-
ance due to the general factor is only 32%, we con-
clude that the data provide little evidence of a strong 
common factor. This instrument appears to be the 
type of measure that is better represented by a set of 
subscales.

The analogous results for the NEO PI–R are 
shown in Table 6.4. In the second column are the 
loadings from a one-factor model, and in the 
remaining columns are the loadings from the gen-
eral bifactor model and two group factors. As with 
the BIS, a comparison of the loadings on the one-
factor solution with the loadings on the general fac-
tor shows that loadings are inflated around .10 in 
the one-factor solution. Unlike the BIS, however, all 
E1 items show at least modest loadings on the gen-
eral factor in the bifactor, and a few items have 
strong loadings. Inspection of the group factor load-
ings shows the presence of two item doublets: 
Group Factor 1 contains Items 2 and 5, and Group 
Factor 2 contains Items 3 and 4. Interestingly, 
although there are only two group factors, the per-
centage of common variance due to the general fac-
tor is only 56%. This suggests that the group factors 

have almost as much influence on the reliable por-
tion of the resulting summed scores as the target 
dimension. Finally, coefficient alpha is .81 (com-
puted using polychoric correlations) and coefficient 
omega hierarchical is .56 (with polychoric correla-
tions). As with the BIS, it is clear that alpha is highly 
inflated by multidimensionality.

Local independence. Third, and very much related 
to the second, is the assumption of local indepen-
dence. Local independence and unidimensionality 
are intertwined but distinct concepts. Technically 
speaking, unidimensionality exists when item 
responses are locally independent (e.g., uncorre-
lated) after controlling for a single common factor. 
Thus, claiming that a data set is unidimensional is 
the same as claiming that responses are locally inde-
pendent after extracting a single factor. However, 
there are situations in which local dependence (LD) 
can occur, but we would not want to claim multi-
dimensionality. For example, in verbal tests, sets of 
items (testlets) are often attached to a given reading 
comprehension passage. These items are often more 
highly intercorrelated with each other than they are 
with the remaining items. This situation causes a LD 
violation, but we would certainly not claim a second 
dimension, although perhaps, technically speaking, 
we could if one were identified.

A second type of LD violation occurs when a non-
cognitive measure contains a near duplicate pair of 
items (“I’m happy almost all the time” and “I’m happy 
much of the time”). Again, such items will be corre-
lated with each other beyond what can be explained 
by a single common factor (because the items share 
the common factor, depression, and a group content 
factor, happiness). This is a LD violation but not nec-
essarily a violation of unidimensionality. Pairs of 
items with LD violations are important to identify 
because they can inflate psychometric indices such as 
coefficient alpha as well as prevent researchers from 
correctly modeling the underlying common latent 
variable, as described in more detail next.

Several statistics are designed to identify LD vio-
lations (Yen, 1993), but the W. Chen and Thissen 
(1997) approach included in mvIRT (Cai et al., 
2011) is what we use here. We do not summarize 
and comment on all of the technical details of this 

TABLE 6.4

Factor Loadings in a One-Factor Model and a 
Bifactor Model for the Revised NEO Personality 
Inventory E1 Scale Data

Item 1-Fac

General  

factor

Group factors

G G

1 .53 .43
2 .66 .51 .47
3 .63 .61 .64
4 .62 .53 .45
5 .76 .65 .67
6 .57 .47
7 .47 .35
8 .47 .36

Note. 1-Fac is one factor minres factor analysis. 
Loadings below .30 not shown.
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statistic, but suffice it to say that it is a standardized 
residual and that one is to look for large positive 
numbers. Large remains ill defined in the literature, 
but values greater than 5 and most certainly those 
greater than 10 should be taken as severe LD 
violations.

In these data, seven item pairs were identified on 
the BIS that had LD statistics greater than 10: 1 and 
13 (“plans”), 15 and 12 (“thinks”), 21 and 16 
(“changes”), 26 and 6 (“extraneous” or “racing 
thoughts”), 28 and 11 (“restless” or “squirms”), 29 
and 15 (“puzzled” and “complex problems”), and 30 
and 27 (“future”). The results for the NEO PI–R E1 
scale are unsurprising given the previous bifactor 
results; Items 2 and 5 (zLD = 15.20) and Items 3 and 
4 (ZLD = 16.70) result in severe violations of the 
local independence assumption. Smaller violations 
were identified between Items 5 and 3 (ZLD = 6.60) 
and between Items 8 and 7 (ZLD = 7.90). Clearly, 
there is redundancy between the LD analysis and the 
bifactor analyses shown previously. The LD analysis, 
however, identifies item pairs, whereas the bifactor 
modeling more readily identifies content-thematic 
groups of items that violate local independence. 
Both types of analyses should be conducted.

Why Assumptions Are Important
At this juncture, we trust it is clear that the advan-
tages and applications of latent variable models are 
only viable to the degree that the data conform to 
model assumptions. IRT model applications, such as 
differential item functioning analysis, scale parame-
ter linking, and computerized adaptive testing, rest 
entirely on the properties of item and person invari-
ance, which, in turn, can be interpreted only when 
the data meet IRT model assumptions. That said, if 
an IRT application truly required strictly meeting all 
assumptions, there would be no unidimensional IRT 
applications. How does one proceed in the face of 
this? To answer this question, we need to be clear 
on why assumptions are needed and the conse-
quences of violation.

Monotonicity is the easiest to understand and 
evaluate. It is also the most likely to be satisfied eas-
ily, given that scales include items with generally 
acceptable item–test correlations. The reason mono-
tonicity is required is that logistic models will force 

a positively increasing relationship between the 
latent variable and item response proportions. If the 
data do not conform to this assumption, then the 
parameters of logistic IRT models have no valid 
interpretation, and alternative models (e.g., non-
parametric or unfolding) should be considered.

Unidimensionality and the effects of violating it 
are complicated. As noted, except for the most con-
ceptually narrow of measures (very homogeneous 
item content), we do not expect unidimensionality 
to be satisfied. For this reason, IRT proponents have 
emphasized the notion of a strong common trait or 
strong first factor, and it can be shown that in many 
real-life situations, item parameter estimates will be 
drawn toward that strong first factor (Drasgow & 
Parsons, 1983). Nevertheless, in considering unidi-
mensionality, there really are two issues. First, do 
the estimated item parameters reflect the common 
dimension running among the items or are they dis-
torted by multidimensionality? Second, and related 
to the first, is the chosen common latent variable 
identified correctly, or is it somehow distorted by 
multidimensionality (i.e., pulled toward a group 
content factor)?

A concern we have expressed throughout this 
chapter is that the standard approaches to evaluating 
“unidimensional enough” do not directly address 
these questions, nor are they helpful in understand-
ing what revisions a test author might make to cre-
ate a measure more amenable to IRT analysis. For 
example, there is no citable and defensible bench-
mark size of the ratio of the first to second eigenval-
ues that ensures the appropriateness of IRT model 
application. The same holds for more sophisticated 
approaches, such as inspecting practical fit indices 
derived from confirmatory factor modeling. What 
exactly, for example, would a “robust” comparative 
fit index of .86 and a root-mean-square error of 
approximation of .064 mean in terms of the accu-
racy of the estimated item parameters? Very little.

In place of these unidimensional-enough indices, 
we suggest comparison modeling (Reise, Cook, & 
Moore, in press). In comparison modeling, one 
assumes that the measure does assess a common 
latent variable but that there is multidimensionality 
caused by clusters of items with similar content. One 
then estimates the number of nuisance dimensions 
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or group factors caused by this content diversity and 
fits an exploratory bifactor model.2 Judgments about 
the reasonableness of IRT modeling are based on the 
inspection of loadings (especially loadings on the 
general factor compared with the loadings in a uni-
dimensional model). One then computes the per-
centage of common variance due to the general 
factor (not total variance) and coefficient omega 
hierarchical (to judge whether scores derived from 
the measure can be viewed as reflecting primarily a 
single source).

To the degree that these statistics are high, items 
load strongly on the general factor and have load-
ings on the general factor similar to loadings in a 
one-factor model, one can more comfortably argue 
for the appropriateness of undimensional IRT model 
application. The NEO PI–R E1 scale is a good exam-
ple of a measure that appears to be a viable candi-
date for IRT modeling if two of the items (one from 
each doublet) involved in the LD violations were 
deleted. The BIS, however, is not. Many items do not 
load on the general factor, and those that do have 
modest loadings or load higher on group factors. In 
short, there does not appear to be a common strong 
impulsivity latent variable to model. Moreover, the 
instrument contains many doublets or triplets of 
similarly worded items. When this happens, we can-
not be confident that the IRT parameters are valid or 
determine whether they are biased positively by the 
inflated relation between two items that are essen-
tially the same item asked twice.

Of course, some may argue that we have simply 
replaced one set of ambiguous indices (eigenvalue 
ratios) with an equally problematic alternative. 
Although we readily concede that this alternative has 
many challenges (e.g., determining the number of 
group factors), it allows one to make a more 
informed judgment about the effects of multidimen-
sionality on fitting a unidimensional model. More-
over, it yields two readily interpretable indices. For 
example, the percentage of common variance is a 
direct and easily interpretable index of unidimen-
sionality (how much common variance is explained 
by a single factor), and coefficient omega hierarchical 
assists one in judging the degree to which the latent 

variable truly reflects a single common variable that 
runs among the items. Finally, although not a topic 
in this chapter, our approach places the researcher in 
a good position to consider alternative multidimen-
sional IRT models (Reckase, 2009). Note that IRT 
methodology other than the bifactor model can be 
applied to higher dimensioned data (e.g., IRT models 
for two or more possibly correlated latent variables). 
We present a bifactor model application only, for 
only the bifactor multidimensional IRT model allows 
researchers to maintain the goal of using an instru-
ment to measure one common latent variable.

Local independence violations are important for 
the same reasons violations of unidimensionality are 
important (Steinberg & Thissen, 1996). If allowed 
to stay in the measure, local dependencies can result 
in distorted parameter estimates and misidentifica-
tion of the latent variable. Another point empha-
sized in the LD literature is that violations cause 
standard errors to be biased low. That is, by includ-
ing a LD violation, researchers credit themselves for 
asking the same question twice. Most important, an 
LD violation can lead to an IRT slope parameter (or 
factor loading) estimate that is too high (see unidi-
mensional solutions in Tables 6.3 and 6.4). The rea-
son this occurs is that the latent variable is, in a 
sense, “pulled” toward the items with the highest 
item intercorrelations. For example, although not 
shown, when we fit an IRT model to a fears scale, 
the two content-redundant fear-of-the-dark items 
(which were correlated around .85) had slope 
parameter estimates in the 2PL model greater than 6 
(ridiculously high). When one of the LD items was 
removed, the slope parameter estimate for the 
remaining item went back down to a more reason-
able value, and consequently, the latent variable bet-
ter reflected fears rather than the more specific 
construct fear of the dark.

Finally, now that we have commented on the 
consequences of model violations, we argue more 
generally that having a valid measurement model is 
of paramount importance for substantive research-
ers. This argument follows that of Little, Linden-
berger, and Nesselroade’s (1999) explorations of 
parceling in latent variable models. They explored 

2Throughout, we used a Schmid–Leiman procedure, but there are attractive alternatives such as targeted bifactor rotations (Reise, Moore, & Maydeu-
Olivares, 2011) and analytic bifactor rotations (Jennrich & Bentler, 2011).
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the consequences of different ways of specifying a 
measurement model for determining a latent vari-
able’s correlation with criterion measures. In other 
words, they asked whether measuring the target 
construct correctly really matter in terms of estimat-
ing validity coefficients. Their results clearly showed 
that (a) if raw sum scores are used to represent a 
construct, validity coefficients can be wildly biased 
and misleading and, more important, (b) if latent 
variable modeling is used and the target construct is 
properly measured, validity coefficients can be 
recovered with high accuracy. An analogous set of 
arguments apply to IRT modeling. In contexts in 
which it is critical to represent a latent variable cor-
rectly, having an IRT model in which the data meet 
the assumptions is clearly necessary.

CONCLUSION

A primary goal of this chapter was to clarify the 
assumptions underlying IRT modeling and offer 
ways of more thoughtfully scrutinizing one’s data 
because, clearly, IRT preparatory work and model-
ing can improve existing measures and guide 
researchers in the development of new measures. 
IRT applications, however, have been somewhat 
haphazard, much as applications of other newer 
“sophisticated” and “promising” statistical methods 
(e.g., structural equation models, multilevel model-
ing, and latent growth curve analysis). To avoid the 
“have hammer, must nail things” phenomenon, we 
recommend that when considering IRT applications, 
researchers (and journal editors) base decision mak-
ing (at the scale and study levels) not on the con-
ventional acceptability (“rules-of-thumb”) standards 
but rather on evaluations of modern techniques for 
examining an instrument’s structure and fitting 
alternative exploratory multidimensional models, 
such as a bifactor. Research articles on the psycho-
metrics of instruments should not read like adver-
tisements; they should be thoughtful and complete 
presentations of a measure’s strengths and weak-
nesses with respect to a measurement model.
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C h a P t e r  7

ITEm AnAlySIS
Randall D. Penfield

Psychological assessments come in a multitude of 
forms and lengths and are used to measure a broad 
range of constructs. Despite their varied attributes, all 
psychological assessments share the property of being 
composed of a series of items, tasks, or questions to 
which an individual provides a response. Simply 
stated, items are the building blocks of psychological 
assessments. An individual’s responses to the items 
on an assessment are used to make inferences about 
the individual’s level of the psychological trait being 
measured, most commonly through the creation of a 
score reflecting the individual’s level of the trait.

Given that items serve as the foundational compo-
nents of psychological assessments, the quality of the 
assessment scores (i.e., reliability and validity) is dic-
tated by the properties of the items making up the 
assessment. Good items lead to good-quality scores 
and bad items lead to bad-quality scores. But how 
does one determine whether a particular item is good 
or bad? This is the purpose of item analysis, a process 
by which the properties of items are evaluated with 
the goal of determining (a) which items are and which 
items are not making an acceptable contribution to 
the quality of the scores generated by the assessment 
and (b) which items should be revised or removed 
from the assessment altogether. This chapter provides 
a conceptual overview of item analysis and describes 
statistical methods used to conduct item analyses.

OVERVIEW OF ITEM ANALYSIS AND ITS 
USE IN ASSESSMENT DEVELOPMENT

Let me begin this discussion of item analysis  
with the simple assertion that the purpose of any 

assessment is to make inferences about the respon-
dent’s level of the psychological trait of interest. For 
simplicity, I refer to the psychological trait mea-
sured by a particular assessment as the target trait. 
Because an assessment is a collection of items, it fol-
lows that each item of the assessment is intended to 
contribute to this purpose by providing information 
about the respondent’s level of the target trait. The 
amount of information provided by an item is deter-
mined by the extent to which the response to the 
item contributes to an understanding of the respon-
dent’s level of target trait. Any item providing a neg-
ligible amount of information is undesirable because 
such an item expends valuable respondent time 
while contributing little to the quality of the infer-
ence of a respondent’s target trait. As a result, the 
goal for any assessment is to contain only items that 
provide a high level of information concerning the 
target trait for the population of interest. An item 
analysis is used to quantify the information provided 
by each item and to identify faulty properties of 
items contributing negligible information in the 
hopes of revising such items appropriately.

Two Components of Item Information: 
Discrimination and Difficulty
The amount of information provided by an item for 
the intended population is determined primarily by 
two psychometric properties: (a) item discrimination 
and (b) item difficulty. The property of item dis-
crimination concerns how well the item’s response 
categories distinguish between individuals having 
different levels of the target trait. The more the 
response categories differentiate (or discriminate) 
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between individuals with different trait levels, the 
more information the item provides about the target 
trait level. Although item discrimination addresses 
how much information the item provides about the 
target trait, it does not address which levels of target 
trait are informed by the item’s responses. Items dif-
fer with respect to the range of the target trait 
informed by the item; some items provide informa-
tion about respondents having low levels of the tar-
get trait, and some items provide information about 
respondents having high levels of the target trait. 
This is where item difficulty comes into play: Item 
difficulty concerns the portion of the target trait 
continuum for which the item provides information. 
Items that have high difficulty provide information 
about respondents with high target trait levels, and 
items that have low difficulty provide information 
about respondents with low target trait levels.

To illustrate the concepts of item discrimination 
and difficulty, I present a diagram in Figure 7.1 for 
which (a) the horizontal axis represents the target 
trait continuum, (b) the vertical axis represents 
information concerning a respondent’s target trait 
level, and (c) arrows represent items. Let us con-
sider an assessment containing four items (the par-
ticular format of the items is unimportant for this 
illustration), each of which has a corresponding 
arrow in the figure. For each item, the height of the 
arrow reflects the item’s discrimination, and the 
location of the arrow reflects the item’s difficulty. 
Thus, higher arrows correspond to more informa-
tion, and the location of the arrow reflects the target 
trait level for which the item provides information. 

For example, Item A provides information primarily 
targeting individuals who have a low target trait 
value (low difficulty), and the amount of informa-
tion can be viewed as moderate (moderate discrimi-
nation). Similarly, Item B provides high information 
targeting individuals who have a moderate target 
trait value (high discrimination, moderate diffi-
culty), Item C provides relatively low information 
targeting individuals who have a moderate target 
trait value (low discrimination, moderate difficulty), 
and Item D provides moderate information targeting 
individuals who have a high target trait value (mod-
erate discrimination, high difficulty).

Using discrimination and difficulty can aid the 
assessment developer in determining which items 
require revision or removal. In the example shown 
in Figure 7.1, the assessment developer would be 
well served by taking a closer look at Item C for 
potential revision or removal. In addition, the 
assessment developer should take note of the rela-
tively extreme difficulty (locations) of Items A and 
D, because these items provide information about 
respondents with very low (Item A) and very high 
(Item D) levels of the target trait; it is then necessary 
to consider whether these extreme levels of target 
trait are represented in the population of interest.

Using Item Analysis in the Assessment 
Development Process
The properties of item discrimination and difficulty 
play fundamental roles in determining the reliability 
and validity of the final scores generated by the assess-
ment. Without adequate discrimination across the 
items of the assessment, the assessment cannot gener-
ate scores that are valid and reliable, regardless of the 
target trait levels of the individuals in the population. 
Without an appropriate level of difficulty across the 
items of the assessment, the assessment cannot gener-
ate scores that are valid and reliable at particular 
points of the target trait continuum. It should come as 
no surprise, then, that item analyses play a fundamen-
tal role in the assessment development process. Item 
analysis guides the assessment developer in identify-
ing the best possible set of items within the practical 
constraints of the assessment development process.

The results of an item analysis are commonly 
used at several points during the assessment  
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FIGURE 7.1. Diagram depicting item discrimination 
(height of arrow) and difficulty (location of arrow) for 
four items labeled A (low difficulty, moderate discrimi-
nation), B (moderate difficulty, high discrimination), C 
(moderate difficulty, low discrimination), and D (high 
difficulty, moderate discrimination).
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development process. Item analysis is typically first 
encountered in the context of formal pilot testing, 
whereby the items of the instrument are adminis-
tered to a sample of individuals to generate informa-
tion concerning the psychometric properties of the 
items and the assessment as a whole. At this stage of 
assessment development, the results of an item anal-
ysis provide rich information concerning which 
items need to be revised or removed and whether 
additional items are needed to meet the goals of the 
assessment. In evaluating the results of an item anal-
ysis, the assessment developer must balance what is 
ideal against what is possible or reasonable within 
the limitations of the development process. In many 
instances, high discrimination for all items is an 
unrealistic outcome, as is attaining item difficulties 
that align exactly with a predetermined range of val-
ues. Thus, determining which items to retain or 
remove from a pool of piloted items must be inter-
preted within the context of the practical constraints 
facing the item developer.

Modifications to the item pool on the basis of the 
results of an item analysis must also be made with 
consideration of the content domain underlying the 
assessment. Assessments are constructed with the 
intent of generating information about a respon-
dent’s level of the target trait of interest, but target 
traits are typically operationalized according to a 
domain of content, attributes, or behavior. For 
example, the trait of risk taking may have a content 
domain that is operationalized according to numer-
ous components, just a few of which include risk 
taking in relation to one’s health, financial status, 
and social standing (Blais & Weber, 2006), and each 
of these components can be subdivided further with 
respect to specific behaviors (e.g., health risk taking 
can include going white water rafting or driving a car 
without wearing a seatbelt). The items of an assess-
ment provide a sample of the individual behaviors or 
attributes contained within the intended content 
domain. In removing items from the assessment, one 
must always take into consideration the content 
domain or domains intended to be sampled by the 
instrument. At times, removing particular items can 
reduce the representation of a particular content 
domain to an unacceptable level, and thus either  
the item must be retained (despite less than ideal  

discrimination) or other items must be created to 
compensate for the lack of representation in the 
desired domain. This process is not one size fits all, 
and the extent to which content representation is 
affected by item removal through the item analysis 
process will depend on the particular assessment.

In addition to conducting an item analysis during 
the pilot testing phase of instrument development, 
item analysis is commonly used after any large 
administration of an assessment to make certain that 
the items are working appropriately for the intended 
population, and any poorly performing items can 
potentially be removed before estimating the 
respondents’ level of the target trait. However, as 
stated earlier, the removal of items must be con-
ducted with consideration of the impact on the 
assessment content.

Last, the results of an item analysis provide 
important information concerning the validity of the 
scores generated by the assessment. The process of 
validation incorporates the collection of several 
forms of evidence of validity, including content-
based evidence, criterion-based evidence, response-
process evidence, and internal structure evidence 
(American Educational Research Association, Amer-
ican Psychological Association, & the National 
Council on Measurement in Education, 1999). Item 
analysis provides useful information related to inter-
nal structure evidence of validity, which concerns 
the extent to which the components (e.g., items) of 
the assessment are related to one another in a man-
ner that is consistent with the intended target trait 
structure (Loevinger, 1957). Item discrimination 
addresses the extent to which each item generates 
information concerning the target trait (i.e., the 
extent to which all items measure a common target 
trait). Item difficulty addresses the level of target 
trait about which each item provides information; 
the relative difficulty of the items should be consis-
tent with that expected by the content of the items.

ITEM DISCRIMINATION AND DIFFICULTY: 
A CLOSER LOOK

The previous section introduced the concepts of 
item discrimination and difficulty as the primary 
determinants of the information an item provides 
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about respondents’ target trait levels. I now expand 
on this introduction, providing a more comprehen-
sive description of what item discrimination and dif-
ficulty really are. This expanded description will 
prove valuable in understanding the content of later 
sections of this chapter describing statistical methods 
used to quantify item discrimination and difficulty.

Assumption of Monotonicity
In all discussions of item discrimination and diffi-
culty that follow, I make the assumption that the 
scoring of the item is conducted in a monotonically 
increasing fashion, such that higher score levels on 
an item are associated with successively higher lev-
els of the target trait. For example, for an item with 
score levels of 1, 2, and 3, one assumes that respon-
dents who score a 3 tend to have a higher target trait 
level than those who score a 2, who in turn tend to 
have a higher target trait level than those who score 
a 1. It is possible for items to be initially coded in a 
nonmonotonically increasing fashion (e.g., lower 
score categories correspond to higher levels of the 
target trait), as might be the case if one is using the 
level of social activity (e.g., 1 = never, 2 = some-
times, 3 = often) as a measure of social anxiety 
(lower levels of social activity are expected to corre-
spond to higher levels of social anxiety). However, 
these initial response categories would need to be 
recoded appropriately before analysis so that higher 
item score levels are associated with higher levels of 
the target trait. In the example of social anxiety, this 
would require a recoding of the responses as 1 = 
often, 2 = sometimes, and 3 = never. Failure of items 
to be monotonically increasing will cause item dis-
crimination and difficulty to assume nonsensical 
values (as described next) and will threaten the 
validity and reliability of the target trait estimates 
generated by the assessment.

Item Discrimination
The initial introduction to item analysis described 
item discrimination in terms of the amount of infor-
mation an item provides about the respondent’s 
level of a target trait, which is determined by the 
extent to which the response categories of the item 
discriminate, or differentiate, between individuals  
in different portions of the target trait continuum. 

An understanding of discrimination can be deep-
ened using a relatively modern psychometric con-
cept of the item response function (IRF). To 
describe the concept of the IRF, consider a hypo-
thetical item having three ordered response catego-
ries coded as 1, 2, and 3. This item could be a rating 
scale item whereby the values of 1, 2, and 3 reflect 
levels of agreement (disagree, neutral, agree), magni-
tude (none, some, a lot), correctness (completely 
incorrect, partially correct, completely correct), or any 
one of many other ordinal quantifications. For this 
item, one can consider the probability (or chance)  
of observing each possible response category (1, 2, 
or 3) as a function of the target trait level. An exam-
ple of this is presented in Figure 7.2 for two differ-
ent items (A and B). In Figure 7.2, the probability of 
observing each response category is displayed at 
each level of target trait, where target trait is on a 
standardized metric for which a value of zero can be 
viewed as moderate, high negative values represent 
relatively low levels of the target trait, and high posi-
tive values represent relatively high levels of the tar-
get trait. Notice that there is a separate line (or 
function) for each response category (i.e., a line for 
1, a line for 2, and a line for 3), and each of these 
lines is an IRF. Each IRF can range in height 
between 0 (no chance of observing the response  
category) and 1 (100% chance of observing the 
response category).

The nature of the IRFs shown in Figure 7.2 
defines the item’s discrimination; high discrimina-
tion occurs when the response categories have a 
high chance of occurring for distinct ranges of target 
trait. For example, the item in the top portion of 
Figure 7.2A has high discrimination because the 
item response provides nearly unambiguous infor-
mation concerning the portion of the target trait 
continuum to which the respondent belongs: Indi-
viduals scoring a 1 are almost certain to have a tar-
get trait level that is less than −1.2 (i.e., individuals 
who have a target trait level less than −1.2 are 
almost certain to score a 1), individuals having a 
response of 2 are almost certain to have a target trait 
level that is between −0.8 and 0.8, and individuals 
having a response of 3 are almost certain to have a 
target trait level that exceeds 1.2. Thus, the out-
comes associated with this item are very effective at 
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differentiating, or discriminating, between individu-
als having different levels of a target trait; if one 
knows how someone scored on this item, one has 
rich information about the respondent’s level of  
target trait.

In practice, the level of discrimination depicted 
in Figure 7.2A is rarely observed, and the assess-
ment developer must be content with a more modest 
discrimination whereby the response to the item 
does not provide completely unambiguous informa-
tion concerning the range of target trait in which the 
respondent is located. An example of such an item is 
presented in Figure 7.2B. For this item, most regions 
of the target trait continuum are associated with 
multiple response categories having a substantial 
chance of occurring, and thus the response catego-
ries are not highly effective at differentiating 
between individuals of different target trait levels. 
That is, for most target trait levels substantial over-
lap exists between two or more response categories, 
and thus the response category does not provide 

unambiguous information concerning the target 
trait value of the respondent. The overlap reflects 
measurement error in the obtained responses to the 
item; a given respondent may not provide the same 
response to the same item on two independent occa-
sions, all other things being equal. Items with unac-
ceptably low levels of discrimination have high 
overlap between the response categories, such that 
there is little correspondence between the target 
trait and the response categories; each category is 
just about equally likely to be observed regardless of 
target trait. Items with an absence of discrimination 
are those for which the chance of selecting a given 
response category is constant across all target trait 
levels, and thus score level provides no information 
about trait level.

Low item discrimination typically results from 
one of two situations. The first situation is the pres-
ence of an ambiguity in the item (e.g., item stem or 
response options), such that different individuals 
interpret the item content in different ways, which 
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high (A) and low (B) discrimination.
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introduces high levels of error into responses to the 
item. The second situation is item content that is not 
aligned with the intended target trait. In this 
instance, the item content may be clear and unam-
biguous, but the response categories are not effec-
tively grouping respondents with respect to the 
intended target trait but rather with respect to some 
other trait.

A widely used item format in assessing cognitive 
abilities and skills is the multiple-choice format, 
whereby the respondent is instructed to select one 
of several (usually between three and five) options, 
of which one is the correct option and the others are 
distractor options, or simply distractors. These items 
are commonly scored dichotomously as correct and 
incorrect. A highly discriminating multiple-choice 
item demonstrates a tight correspondence between 
item response (correct or incorrect) and target trait 

level; individuals selecting the correct response tend 
to lay in a specific portion of the target trait contin-
uum, and individuals selecting an incorrect response 
tend to lay in a lower region of the target trait con-
tinuum. As an example, Figure 7.3A displays the 
IRFs for a highly discriminating multiple-choice 
item. Note that a correct response indicates that the 
respondent’s target trait level is highly likely to 
exceed 0.2, and an incorrect response indicates that 
the respondent’s target trait level is highly likely to 
be below −0.2. Thus, the response to this item pro-
vides a large amount of information concerning the 
respondent’s level of target trait. In contrast, Figure 
7.3B presents the response functions for a multiple-
choice item having a much more modest level of dis-
crimination; there is a much greater overlap of the 
response functions, such that for much of the target 
trait continuum there is a substantial chance of 

A

B

0

0.5

1

Target Trait

P
ro

ba
bi

lty

-3 -2 -1 0 1 2 3

Incorrect

correct

-3
0

0.5

1

-2 -1 0

Target Trait

P
ro

ba
bi

lty

1 2 3

Incorrect

correct

FIGURE 7.3. Response functions for a dichotomous item with high (A) 
and low (B) discrimination.



Item Analysis

127

observing either a correct or an incorrect response. 
In this instance, the link between item response and 
level of target trait is weaker, and thus the item pro-
vides less information concerning the respondent’s 
level of target trait.

Item Difficulty
Using the IRF framework described earlier, one can 
also more formally define item difficulty. The diffi-
culty of an item is determined by the location of the 
target trait continuum differentiated by the item’s 
response categories (i.e., the level of target trait at 
which the chance of different response categories 
occurring changes dramatically). If the response cat-
egories of an item tend to differentiate between indi-
viduals of relatively high target trait levels, then the 
item is relatively high in difficulty. In contrast, if the 
response categories of an item tend to differentiate 
between individuals of relatively low target trait lev-
els, then the item is relatively low in difficulty (often 
referred to as easy). The term difficulty derives its 
name from testing applications whereby items that 
differentiate between moderate-ability and high-
ability individuals are referred to as difficult, and 
items that differentiate between low-ability and 
moderate-ability individuals are referred to as easy. 
In this instance, a difficult item is one for which a 
correct response is only likely to occur for individu-
als with high levels of the target trait.

As an example of item difficulty, consider the 
IRFs for two different items displayed in Figure 7.4. 
Both items’ response functions have the same shape 
and thus share an identical discrimination. How-
ever, the first item (A) differentiates between indi-
viduals with low levels of target trait and thus has 
low difficulty. For this item, any individual with a 
moderate or high level of target trait is expected to 
select the same item response category (3), and thus 
this item provides negligible information to differen-
tiate between individuals at high target trait levels. 
Rather, the item’s response categories serve to differ-
entiate between individuals having very low, moder-
ately low, and slightly low levels of target trait. In 
contrast, the second item (B) is high in difficulty. 
The response categories of this item differentiate 
among individuals with slightly high, moderately 
high, and very high levels of the target trait. Because 

all individuals who are low in the target trait are 
expected to receive the same response (1), this item 
provides negligible information for individuals who 
are low in target trait.

The concept of item difficulty is important 
because assessments are developed with the intent 
of providing a particular level of information across 
the target trait continuum; some assessments are 
intended to provide a relatively constant level of 
information across the entire continuum, and other 
assessments are developed with the intent of provid-
ing a high level of information for only a particular 
range of target trait levels, as would be the case for 
assessments used to categorize individuals at critical 
points along the target trait continuum. The diffi-
culty of the items contained in the assessment deter-
mines whether the assessment provides information 
at target trait levels in a manner that meets the 
intent of the assessment. As a result, the appropri-
ateness of any given item’s difficulty must be consid-
ered in the context of the assessment’s purpose. 
Clearly, any item having a difficulty so extreme as to 
not differentiate between any respondents in the 
intended population is not a useful item. However, 
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FIGURE 7.4. Response functions for a polytomous 
item with low (A) and high (B) difficulty.



Randall D. Penfield

128

it may be important to include numerous items of 
high difficulty (i.e., if the assessment is being used 
to differentiate between individuals at the high end 
of the target trait continuum) or low difficulty (i.e., 
if the assessment is being used to differentiate 
between individuals at the low end of the target trait 
continuum) or a range of low, medium, and high 
difficulty (i.e., if the assessment is being used to dif-
ferentiate between individuals at all levels of the tar-
get trait).

Category Use
A factor that plays an important role in the discrimi-
nation of an item is the extent to which the catego-
ries of the item are being selected in a meaningful 
way that allows the responses to differentiate 
between individuals of different trait levels in a sys-
tematic fashion. It is thus often useful to examine 
how each response category of an item is being used. 
Any category with negligible use (e.g., a category 
having only 1% of responses) should be attended to 
because this category is providing negligible infor-
mation for differentiating between individuals of dif-
ferent target trait levels. For example, if the lowest 
two categories of a rating scale item are not being 
selected by the respondents, then the assessment 
developer should consider revising the item so that 
the response categories can be used more effectively 
to differentiate between individuals; the lack of use 
of the lowest two categories is compromising the 
potential information generated by the item.

For multiple-choice items, the use of response 
options can yield useful information concerning 
potential problems with the item. Distractors that 
have a very low rate of selection (say, less than 5%) 
or a very high rate of selection (say, more than 
70%) may have an undesirably low or high level of 
attraction for the respondents and should be con-
sidered for revision. A distractor with a very high 
selection rate may contain a deceptive element that 
is inappropriately tricking respondents into select-
ing the option. In addition, a correct option that 
has a selection rate substantially below that 
expected by chance alone (i.e., for a four-option 
item, the correct option should have a selection rate 
of 25% by random guessing alone) indicates a 
potential deceptive property in the item causing the 

correct option to be overly unattractive to the 
respondents. In this instance, the assessment devel-
oper is advised to review the content of the item for 
potential problems.

OBSERVED SCORE APPROACHES FOR 
ESTIMATING ITEM PROPERTIES

Incipient procedures for quantifying item difficulty 
and discrimination were founded in relatively sim-
ple statistical procedures computed using nothing 
more than the raw item scores and their associated 
sums. This set of procedures was developed within 
the classical test theory framework (Crocker & 
Algina, 1986), in which the level of target trait is 
approximated using the observed summated score 
(i.e., the sum across the items of the assessment), 
thus the name observed score approaches. These 
approaches have the advantage of being computa-
tionally simple, requiring relatively small sample 
sizes for adequate stability of the discrimination and 
difficulty estimates, and can be obtained using 
widely available statistical software (e.g., SPSS).

Item Discrimination
Because the assumption is that the score levels are 
monotonically increasing (i.e., successively higher 
score levels become more likely to be attained as the 
level of target trait increases), item discrimination 
can be evaluated through consideration of how 
much the mean (or expected) item score increases 
as the target trait increases. A highly discriminating 
item is one for which the mean item score is sub-
stantially higher for individuals with high target trait 
levels than for individuals with low target trait lev-
els, and a nondiscriminating item is one for which 
the mean item score is the same for individuals with 
low and high target trait levels. A suitable approach 
for measuring the magnitude of discrimination is 
the correlation between the item response and the 
total score used to measure the target trait, where 
the total score is typically given by the sum of the 
item-level scores (or a weighted sum). This correla-
tion is commonly referred to as the item–total corre-
lation (also known as the point-biserial correlation). 
A value of zero indicates no discrimination, and a 
value of 1 indicates perfect discrimination.
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A common modification to the item–total corre-
lation is to adjust the total score used in computing 
it for each item such that the adjusted score is the 
sum of all items other than the item in question (i.e., 
the total score obtained with the omission of the 
item for which the item–total correlation is being 
computed). The adjusted item–total correlation is 
referred to as the corrected item–total correlation. 
The rationale for this adjustment is to avoid inflated 
measures of discrimination caused by the depen-
dence of the total score on the item under investiga-
tion. Like the item–total correlation, the corrected 
item–total correlation should assume values 
between 0 (no discrimination) and 1 (perfect 
discrimination).

Acceptable values of the item–total correlation 
vary depending on the form of the item, the breadth 
of content domain underlying the assessment, and 
the reliability of the total score. Nonetheless, assess-
ment developers typically make use of general 
guidelines of acceptable values to facilitate interpre-
tation of the information provided by an item and 
guide the associated decisions concerning item revi-
sion and removal. Items with an item–total correla-
tion (or corrected item–total correlation) near zero 
(say less than .1 in magnitude) are providing virtu-
ally no information about the respondent’s target 
trait level and can thus be removed from the assess-
ment without any loss of overall information. Items 
with an item–total correlation value on the order of 
.1 to .3 are providing a relatively small amount of 
information and should be flagged for removal or 
revision. Items with item–total correlation values on 
the order of .3 to .5 are providing a moderate 
amount of information, and values greater than .5 
reflect large amounts of information. The magnitude 
of the item–total correlation will often be lower for 
multiple-choice items than for polytomously scored 
items (i.e., rating scale items with three or more 
score levels). As a result, an item–total correlation 
value of .2 or greater is often viewed as acceptable 
for multiple-choice items, and values exceeding .4 
are often viewed as quite good. In addition, small 
item–total correlations are only acceptable when the 
content domain is broad (e.g., verbal ability), such 
that no single item defines the target trait. In situa-
tions in which the content domain is very narrow 

(e.g., self-efficacy of third-grade reading comprehen-
sion), substantial overlap will exist in the content of 
the assessment’s items, and thus small item–total 
correlations are typically viewed as unacceptable.

Although it would violate the assumption of 
monotonicity, negative item–total correlations are 
occasionally observed in practice, and such a situa-
tion requires attention from the assessment devel-
oper. Negative discriminations have two potential 
causes. The first potential cause is just a poorly con-
structed item. The second potential cause, which is 
often the root of large negative item–total correla-
tions, is the failure to appropriately code the score 
levels of items such that the item score levels are 
monotonically increasing with target trait level. 
With multiple-choice items, this reflects an incor-
rect specification of the correct option, and with rat-
ing scale items, this often occurs when 
reverse-worded items (often referred to as negatively 
worded items) are not appropriately reverse coded.

Although having items with high item–total cor-
relations usually represents a desirable scenario, at a 
point having all (or most) item–total correlations 
being too high becomes an undesirable situation. 
When all (or most) items have an item–total correla-
tion that is extremely high (say, more than .8), then 
the items are highly intercorrelated and are thus 
providing redundant (or overlapping) information. 
If all items are providing highly redundant informa-
tion, then there is no need to include all items on 
the assessment; multiple items provide no more 
information than a single item. Furthermore, the 
presence of items providing highly redundant infor-
mation indicates that the universe of content under-
lying the assessment has likely not been adequately 
sampled, which can compromise the validity of the 
scores generated by the assessment. As an extreme 
example of this situation, consider an assessment 
containing 12 identical items. Presumably, each 
respondent would provide the same response to 
each of the 12 items, each pair of items would be 
perfectly correlated with one another, and the 
resulting item–total correlations would be extremely 
high (near 1.0) for all items. However, nothing is 
gained from administering the same item 12 times; 
just one of the items would afford the same informa-
tion as all 12 items. To make matters worse, the 
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content specifications underlying the assessment are 
unlikely to be adequately represented with a single 
item, and thus the validity of the obtained scores 
would be called into question.

Let us apply these guidelines to an example of a 
10-item rating scale used in the assessment of anxi-
ety, for which each item has response categories 1, 
2, 3, and 4. Table 7.1 presents the results of an item 
analysis for these 10 items on the basis of a sample 
of 2,000 respondents. The first column of results 
presents the corrected item–total correlation. These 
values range from .08 (Item 3) to .68 (Item 7). Two 
items display notably low levels of discrimination: 
Item 3 (.08) and Item 6 (.17). For these items, the 
expected item score is not adequately predictive of 
the target trait. These items should be reviewed for 
ambiguous content, or content that is not aligned 
with the target trait for this scale, and revised 
accordingly or removed altogether. It is relevant to 
note that the reliability (estimated using Cronbach’s 
alpha) of the total summated scale scores is equal  
to .73 when all 10 items are included in the assess-
ment but increases to .80 after removing Items 3 and 
6. Thus, removing the two items with poor discrimi-
nation served to increase the reliability of the scores 
generated by the instrument.

Information concerning the potential causes of 
low discrimination can be furnished through exami-
nation of the response distribution across the four 

score levels of the items on the rating scale. The two 
items demonstrating low discrimination (Items 3 
and 6) both had very low use of the middle two 
response categories, such that more than 90% of the 
responses to Item 3 reside in the two extreme 
response categories (1 and 4) and more than 80% of 
the responses to Item 6 reside in the two extreme 
response categories. For these two items, respon-
dents are not effectively using the full range of 
response categories, which may be contributing to 
the low discrimination of the items. An attempt to 
revise these items may be well served by considering 
why the two middle score levels are not being used 
in responding to these items.

As a second example, consider a 26-item multiple-
choice assessment of analytic skills administered to 
5,000 respondents for which each item contained five 
response options: the correct option and four distrac-
tor options. Each item was coded dichotomously as 
correct (i.e., the correct option was selected) or 
incorrect (one of the four distractors was selected). 
The leftmost portion of Table 7.2 displays the results 
concerning item discrimination under the observed 
score framework. Two items stand out as having an 
unacceptably low corrected item–total correlation; 
namely, Items 4 and 13 (.07 and −.05), respectively. 
The content of these items should be reviewed, and 
the items should be revised accordingly or removed 
from the assessment. Two items have a corrected 

TABLE 7.1

Item Properties for a 10-Item Scale

Item

Observed score approach Item response theory approach

Corrected  

item–total correlation

Mean item 

response a b1 b2 b3 b+

1 .37 2.39 0.93 –0.76 0.17 1.20 0.20
2 .40 3.17 1.14 –2.34 –0.99 –0.26 –1.20
3 .08 2.62 0.18 –1.73 –1.00 0.02 –0.90
4 .49 2.63 1.40 –1.07 –0.30 0.76 –0.20
5 .53 1.47 2.55 0.70 1.20 2.32 1.41
6 .17 2.38 0.37 –0.48 0.36 1.46 0.45
7 .68 2.46 3.06 –1.06 0.03 1.20 0.06
8 .46 3.15 1.35 –1.97 –1.18 0.01 –1.05
9 .42 1.31 1.91 1.12 1.99 2.65 1.92
10 .61 2.78 2.63 –0.92 –0.81 0.80 –0.31
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item–total correlation coefficient that is marginal in 
magnitude: Item 15 (.24) and Item 21 (.23). These 
two items may be reviewed for problematic content 
(recall, however, that multiple-choice items will often 
have an item–total correlation in the .20 range). The 
other items of the assessment demonstrate item–total 
correlations between .33 and .51 and thus demon-
strate acceptable levels of discrimination.

Item Difficulty
Under the observed score approach, item difficulty 
is measured using the mean of the responses to the 

item. That is, for each item of the assessment, one 
obtains the mean value across the responses to the 
item, and these means reflect the relative difficulty 
of the items. The lower the mean, the more difficult 
the item was for the sample of respondents. Notice 
the inverse relationship that exists between the 
mean and difficulty; lower means imply higher diffi-
culty. In the case of items that are dichotomously 
scored as 0 and 1 (e.g., incorrect and correct), the 
mean is equivalent to the proportion of individuals 
scoring 1 (i.e., the proportion correct). For this rea-
son, the mean of 0/1 scored items is commonly 
referred to as the p value (p for proportion) for the 
item. Again, note that lower p values reflect higher 
difficulty.

The means for each item of the 10-item anxiety 
assessment are given in the third column of Table 
7.1. The items on this scale had score levels of 1, 2, 
3, and 4, and thus mean values could range from 1 
(all respondents selected a 1) to 4 (all respondents 
selected a 4). Across the 10 items of the scale, one 
can see that two items were of relatively low diffi-
culty (Items 2 and 8), six items were of moderate 
difficulty (Items 1, 3, 4, 6, 7, and 10), and two items 
were of high difficulty (Items 5 and 9). Because item 
difficulty reflects the level of target trait about which 
the item provides information, one can infer that 
this group of 10 items provides information across a 
wide range of target trait levels: (a) Items 2 and 8 
(low difficulty) provide information differentiating 
between individuals with low levels of the target 
trait; (b) Items 1, 3, 4, 6, 7, and 10 (moderate diffi-
culty) provide information differentiating between 
individuals with moderate levels of the target trait; 
and (c) Items 5 and 9 (high difficulty) provide infor-
mation differentiating between individuals with 
high levels of the target trait.

An important consideration when examining 
item difficulty is to identify items having a particu-
larly extreme level of difficulty, because these items 
may be providing information for levels of the target 
trait that are more extreme than those observed in 
the population under investigation. For the 10-item 
anxiety assessment, any item with a mean that is 
very close to 1 or 4 should be flagged for review. 
One can see that one item meets this criterion: Item 
9 has a mean of 1.31, indicating that it provides 

TABLE 7.2

Item Properties for a 26-Item Multiple-Choice 
Assessment

Item

Observed score 

approach

Item response theory 

approach

Corrected 

item–total 

correlation Item mean a b

1 .42 0.54 1.19 –0.16
2 .41 0.83 1.89 –1.25
3 .33 0.43 0.85 0.38
4 .07 0.23 0.19 6.59
5 .45 0.55 1.33 –0.20
6 .41 0.45 1.13 0.24
7 .42 0.54 1.16 –0.15
8 .47 0.61 1.47 –0.44
9 .44 0.80 2.01 –1.11
10 .48 0.42 1.43 0.30
11 .34 0.69 0.99 –0.94
12 .43 0.65 1.33 –0.62
13 –.05 0.11 0.15 13.91
14 .44 0.77 1.83 –1.01
15 .24 0.83 0.83 –2.11
16 .36 0.62 0.99 –0.59
17 .37 0.50 0.95 –0.01
18 .42 0.49 1.15 0.04
19 .35 0.41 0.92 0.46
20 .40 0.83 1.77 –1.30
21 .23 0.77 0.69 –1.88
22 .34 0.63 0.92 –0.67
23 .37 0.49 0.96 0.05
24 .39 0.49 1.04 0.03
25 .34 0.51 0.86 –0.02
26 .51 0.59 1.66 –0.35
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information about individuals who are extremely 
high in the target trait. For this item, the vast major-
ity of respondents (80%) scored a 1, and only 8% 
scored a 3 or 4. As a result, this item serves to dis-
criminate between only the upper 20% of the 
respondents; for the lower 80% of respondents this 
item provides no differentiating information 
(because all individuals have the same score of 1 on 
this item). The assessment developer would need to 
decide whether Item 9 was of appropriate difficulty 
for the population of interest.

As a second example of item difficulty, consider 
the results for the multiple-choice assessment of ana-
lytic skills (Table 7.2). Because these items were 
scored dichotomously (0 = incorrect, 1 = correct), 
the means can range from 0 (nobody selected the 
correct option) to 1 (everyone selected the correct 
option). The means span a wide range (0.11 to 0.83), 
indicating that the assessment as a whole is provid-
ing information across a wide range of trait levels. 
There are, however, several items that display a diffi-
culty level extreme enough to warrant review. Item 
13 is the most extreme with respect to difficulty, hav-
ing a mean of 0.11 (only 11% of individuals selected 
the correct response). Note that this rate of correct 
response is below what one would expect by random 
guessing alone, which provides evidence that one or 
more of the distractors is unusually attractive for this 
sample. Examining the response distribution across 
the options, one finds that Option C was selected by 
64% of the sample, suggesting that this distractor 
should be given particular attention in the item 
review process. One other item, Item 4, demon-
strated a low mean value (.23), which could warrant 
additional content review. Four items (Item 2, 9, 15, 
and 20) had a mean value of .80 or greater and thus 
were extremely low in difficulty for this sample. This 
may be more items than necessary at this low level of 
difficulty, and the assessment developer may con-
sider replacing one or more of these items with an 
item having a more moderate level of difficulty. In 
making this decision, however, the assessment devel-
oper would need to consider the level of information 
desired across the target trait continuum; if having a 
high level of information at low levels of target trait 
is important, then an argument can be made for 
retaining all of the items with low difficulty.

Sample Size Requirements
A question that often arises in planning pilot testing 
and conducting item analyses is what constitutes an 
appropriate sample size for computing the observed 
score estimates of item discrimination and difficulty. 
There is no single answer that applies to all settings, 
but some rough guidelines can be considered. As a 
very general rule of thumb, a sample size of 200 
respondents will typically provide an adequate level 
of stability for both the item mean and the item–
total correlation. A sample size of 100 can be viewed 
as a lower threshold of acceptability; although this 
sample size is expected to provide adequate stability 
for the item mean to make a statement concerning 
item difficulty, the item–total correlation may not 
have adequate stability to appropriately differentiate 
among low, moderate, and high discrimination. In 
instances in which the sample size is notably less 
than 100 (say, 50–70), the results of an item analysis 
using observed score methods should be interpreted 
with extreme caution (particularly the item–total 
correlation) and should be used only to inform gen-
eral trends in difficulty and discrimination and 
extreme item properties.

ITEM RESPONSE THEORY APPROACHES 
FOR ESTIMATING ITEM PROPERTIES

Although an item analysis conducted using the 
observed score approach provides useful informa-
tion concerning item properties, item response the-
ory (IRT) provides a flexible model-based approach 
that has numerous desirable properties for quantify-
ing item properties, evaluating item quality, devel-
oping assessments, and evaluating the properties of 
scores generated by assessments (de Ayala, 2009; 
Embretson & Reise, 2000; Hambleton, Swamina-
than, & Rogers, 1991; Lord, 1980; Wright & Mas-
ters, 1982). The general idea behind IRT is to 
generate the IRFs for each item (such as those pre-
sented in Figures 7.2, 7.3, and 7.4) using a mathe-
matical equation that contains one or more 
parameters related to the item’s discrimination and 
difficulty. The parameters of the equation are esti-
mated from the responses made to the item, and the 
obtained parameter estimates are then used to inter-
pret the item’s discrimination and difficulty.



Item Analysis

133

This section describes how item discrimination 
and difficulty are measured using IRT. I should 
point out up front that this description is not 
intended to provide a comprehensive presentation 
of IRT itself; readers interested in a broader presen-
tation of IRT are referred to Chapter 6 in this vol-
ume and other texts that provide broader 
discussions of the IRT framework and applications 
(de Ayala, 2009; Embretson & Reise, 2000; Hamble-
ton et al., 1991).

Dichotomous Items
For dichotomous items, there are only two score 
levels (usually coded as 0 and 1) for the item, most 
commonly corresponding to incorrect (0) and cor-
rect (1) scores obtained from multiple-choice or 
short-answer item formats. In IRT, a mathematical 
equation is used to specify the probability of each 
score level as a function of the target trait (see the 
example in Figure 7.3). A widely used equation for 
dichotomous items is the two-parameter logistic 
model, which specifies the probability that the item 
response (Y) is scored as 1 (e.g., correct response) at 
a particular level of target trait (θ) using
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The specific form of this model is of little con-
cern in this chapter (more discussion of this is pre-
sented in Chapter 6, this volume). However, what is 
of immediate relevance to this chapter are the two 
item parameters contained in the model: a and b. 
The discrimination of the item is determined by the 
a parameter, and the difficulty of the item is deter-
mined by the b parameter. Furthermore, a, b, and θ 
are all on a common metric, which allows the values 
of the a parameter and b parameter to be interpreted 
in relation to the target trait continuum and affords 
particularly useful interpretations of the information 
provided by each item. A detailed description of the 
a parameter and b parameter is provided next.

Item discrimination. The a parameter reflects 
item discrimination because it determines how steep 
the IRFs are, or how dramatically the probability 
of observing a 1 shifts from very low (near zero) to 

very high (near 1). As the a parameter increases in 
magnitude, the IRF increases in its steepness, and 
discrimination increases. The lowest possible mag-
nitude of the a parameter is zero, which corresponds 
to the absence of discrimination. When a = 0, the 
IRF for a score level of 1 is a horizontal line, such 
that the probability of a 1 is constant for all levels 
of target trait (and thus the probability of a 0 is also 
constant for all target trait levels). In this situation, 
knowing an individual’s response to the item pro-
vides no information concerning the individual’s 
target trait level. In contrast, as the a parameter 
approaches infinity, the IRF approaches a vertical 
form at its midpoint (Figure 7.3A approaches this 
situation, having a = 10), and the score levels of 
0 and 1 are associated with distinct ranges of the 
target trait continuum. An illustration of how the a 
parameter changes the steepness of the IRF is shown 
in Figure 7.3. The item presented in Figure 7.3A has 
a higher a parameter (a = 10) than the item pre-
sented in Figure 7.3B (a = 1.5).

A negative value of the a parameter (a < 0) 
reflects a violation of the monotonicity condition in 
the current coding of the item, which can result 
from either an incorrect coding of the correct option 
or a substantial problem with the item’s content. In 
this situation, the score level of 1 becomes less likely 
to occur as the target trait level increases, thus 
reflecting an altogether undesirable situation. This is 
the IRT equivalent of having a negative item–total 
correlation coefficient (within the observed score 
approach). Any item having a less than 0 should be 
checked for the appropriate coding of the correct 
option, and if no coding error can be found, then the 
item should be revised or removed from the 
assessment.

In practice, using a standard IRT metric, a 
parameter values tend to range between 0 and 2 
(although values exceeding 2 are occasionally 
observed). Values near 0 reflect very poor (or no) 
discrimination, and any item having a less than 0.4 
should be considered for revision or removal from 
the assessment. Such items provide little informa-
tion concerning the respondent’s target trait level 
and thus contribute little to the precision of the tar-
get trait estimate. Items having an a parameter 
between 0.4 and 0.8 are demonstrating a moderate 
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level of discrimination; these items may not require 
revision or removal but may be considered for 
review to determine whether there is any way to 
improve on the items’ discrimination. Such items 
provide a meaningful amount of information con-
cerning the respondent’s target trait level and are 
thus making a useful contribution to the precision 
of the target trait estimate. Items with an a-parameter 
value greater than 0.8 have adequate discrimination, 
and items with an a-parameter value in excess of 1.5 
have very strong discrimination.

As an example of using the a parameters to quan-
tify item discrimination in dichotomously scored 
items, Table 7.2 presents the a-parameter values for 
the items of the multiple-choice assessment of ana-
lytic skills. Notice that two items have unacceptably 
low levels of discrimination: Item 4 (a = 0.19) and 
Item 13 (a = 0.15). These two items should be 
flagged for review and potential revision or removal. 
All other items have acceptable levels of discrimina-
tion, with several items (Items 2, 9, 14, 20, 26) dem-
onstrating very high discrimination. It is relevant to 
note (from Table 7.2) that the magnitude of discrim-
ination indexed by the a parameter yields similar 
information to that provided by the corrected item–
total correlation; the two items with very low 
a-parameter values (Items 4 and 13) also demon-
strated near-zero corrected item–total correlations 
(observed score approach), and the items with the 
highest a-parameter values (Items 2, 9, 14, 20, 26) 
also demonstrated relatively high corrected item–
total correlations. This finding is expected because 
under the specific condition of a normally distrib-
uted target trait, the a parameter is a simple trans-
formation of the correlation between the item and 
the target trait (Lord & Novick, 1968). Note, how-
ever, that the relative ordering of the a-parameter 
values in Table 7.2 differs slightly from that of the 
corrected item–total correlation, a result that is 
often observed in practice. Thus, although the two 
approaches will generally provide consistent results 
concerning discrimination, they will typically not 
yield identical results.

Item difficulty. The b parameter reflects item dif-
ficulty by specifying the target trait level at which 
the information provided by the item is highest. 

Recall that the b parameter is on the same metric 
as the target trait (θ), and thus the value of the b 
parameter can be interpreted with respect to specific 
target trait values. Using the two-parameter logistic 
model, the b parameter reflects the target trait value 
at which the IRFs intersect (the target trait value at 
which the probability of a 0 and a 1 are both equal 
to .5). In Figures 7.3A and 7.3B, the IRFs intersect at 
a target trait value of 0, and thus b = 0; these items 
provide the maximum information for individuals 
having a target trait level of 0. As the b parameter 
increases, the item difficulty increases, and the 
item provides information about individuals with 
a higher level of the target trait. An advantage of 
interpreting item difficulty in the IRT framework is 
that the item information can be interpreted directly 
in relation to the target trait of respondents. That 
is, if b equals −1, then one knows that this item 
provides information for individuals at a target trait 
level of −1. As a result, examining the distribu-
tion of b-parameter values provides quick and rich 
information concerning where (i.e., for which target 
trait values) the assessment is providing informa-
tion. Naturally, this should also be coupled with 
consideration of item discrimination (a parameters) 
to inform the issue of how much information. The 
observed score approach for measuring item diffi-
culty (i.e., the mean item response) has no implicit 
way of accomplishing this; although the mean item 
response informs the relative difficulty of the items, 
it does not directly address which target trait values 
are being informed by each item.

In general, assuming the standard IRT metric, 
the b-parameter value will typically range between 
−3 and 3, and whether the difficulty is too extreme 
should be determined by where the item difficulty 
resides in relation to the distribution of target trait 
values observed in the population for which the 
assessment is intended. An item with a b parameter 
that is not aligned with target trait values contained 
in the population of interest is not providing useful 
information for the population of interest (i.e., the 
item is too easy or too difficult for the population of 
interest). The particular distribution of b parameters 
desired for items of an assessment will depend on 
the intended use of the assessment and the population 
of interest, but in general items with b parameters 
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that fall outside the range of the target trait repre-
sentative of the population of interest should be 
considered for revision or removal.

As an example of how to interpret the b parame-
ter, consider again the multiple-choice assessment of 
analytic skills, for which the relevant b-parameter 
estimates are shown in Table 7.2. Two items (Items 
4 and 13) demonstrated extreme b-parameter values 
of 6.59 and 13.91. These items are clearly too diffi-
cult to provide useful information on the population 
of interest. These same items also demonstrated 
unacceptably low values of the a parameter and are 
thus items with substantial problems (note that the 
joint estimation of a and b parameters leads to a 
confounding of the obtained estimates, such that a 
low a-parameter estimate will often be associated 
with an extreme b-parameter estimate). Several 
items (Items 15 and 21) demonstrated very low 
b-parameter values and thus provide information 
about respondents with very low target trait values 
(these same items had relatively high mean item 
responses and thus low item difficulty values under 
the observed score approach).

Polytomous Items
The interpretation of discrimination and difficulty 
for polytomous items (i.e., items with more than 
two score levels) extends from the discussion of 
dichotomous items. However, because polytomous 
items contain more than two score levels, the pro-
cess of quantifying item difficulty and discrimina-
tion is more complicated than that for dichotomous 
items. Although several IRT models are commonly 
used for polytomous items, I focus on one model 
known as the graded response model (GRM) 
because of its widespread use in the literature. 
Although the discussion focuses on the GRM, the 
concepts and interpretations presented here general-
ize to other polytomous models.

To describe how discrimination and difficulty are 
defined using the GRM, consider a polytomous item 
with J score levels, such that a response to the item 
is denoted by Y = 1, 2, . . ., J. For example, an item 
having three score levels would have J = 3, such 
that the response to the item could assume the val-
ues Y = 1, 2, 3 (as is the case for the items depicted 
in Figures 7.2 and 7.4). For an item having J score 

levels, the GRM specifies the IRFs (just as with 
those in Figures 7.2 and 7.4) using a total of J 
parameters. The first of the J parameters is an a 
parameter that is similar to the one used for the two-
parameter model for dichotomous items (Equation 
7.1). Not surprisingly, this a parameter serves as a 
measure of discrimination, more details of which are 
provided next. The remaining J − 1 parameters are a 
series of difficulty parameters, and these are similar 
to the difficulty parameter (b) used for the two-
parameter logistic for dichotomous items (Equation 
7.1), with the exception that there is more than one 
such difficulty parameter. For an item having three 
score levels (J = 3), there will be J − 1 = 2 such b 
parameters, denoted as b1 and b2. For an item with 
four score levels (J = 4), there will be J − 1 = 3 
such b parameters denoted as b1, b2, and b3, and so 
forth. The values of the b parameters determine 
where the IRFs are located along the target trait con-
tinuum, more details of which are provided next. In 
the IRT literature, the b parameters of the GRM are 
commonly referred to as location or transition 
parameters because they reflect the relative difficulty 
of transitioning to successively higher score levels 
(described in more detail later). For simplicity, I 
refer to these parameters simply as b parameters in 
the ensuing discussion.

Item discrimination. Discrimination in polyto-
mous items can be quantified by the value of the a 
parameter in the GRM. As the a parameter increases 
in magnitude, the IRFs become steeper, and thus 
each score level corresponds more tightly to a par-
ticular range of the target trait continuum. The mag-
nitude of the a parameter for the GRM is analogous 
in interpretation to dichotomous items; it can range 
from 0 to infinity (negative values correspond to a 
violation of monotonicity, values near zero reflect 
IRFs that are very flat and overlapping). As an exam-
ple, consider the two polytomous items depicted 
in Figure 7.2. The item in Figure 7.2A has a = 10, 
which is associated with a high level of discrimina-
tion because each score level is highly associated 
with distinct ranges of the target trait continuum 
(note the very steep IRFs for this item). This level 
of discrimination is substantially higher than what 
would typically be observed in practice. In contrast, 
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the item in Figure 7.2B has a = 1.5, which is associ-
ated with a lower degree of discrimination (although 
in practice this level of discrimination would be 
quite acceptable) and thus relatively flatter IRFs. 
The values of the a parameter for polytomous items 
can be interpreted using similar criteria to those 
outlined for dichotomous items. Values less than 0.4 
are relatively low and warrant further review, values 
greater than 0.8 are satisfactory, and values of 1.5 or 
higher are considered high.

As an example, consider the 10-item anxiety 
assessment for which the item discrimination and 
difficulty parameters are presented in the right side 
of Table 7.1. Item 3 has a very low discrimination 
value (a = 0.18), and Item 6 also has a notably low 
discrimination value (a = 0.37). These items should 
be subject to a content review and potentially 
revised or removed from the scale. Not surprisingly, 
these were the same items flagged as having low dis-
crimination using the observed score approach (cor-
rected item–total correlations of .08 and .17). All 
other items demonstrate good discrimination, with 
several items (Items 5, 7, and 10) demonstrating 
very high discrimination.

Item difficulty. Difficulty of polytomous items 
modeled using the GRM is quantified through the b 
parameters. As described earlier, a polytomous item 
having J score levels will have J − 1 b parameters, 
and each b parameter corresponds to a particular 
score level. The value of b1 equals the level of target 
trait required to have a probability of .5 of obtain-
ing any score greater than 1, the value of b2 equals 
the level of target trait required to have a probabil-
ity of .5 of obtaining any score greater than 2, the 
value of b3 equals the level of target trait required to 
have probability of .5 of obtaining any score greater 
than 3, and so on. Thus, each successively higher 
b parameter represents the target-trait-required 
score in a successively higher range of item score 
levels. As a result, the b parameters should always 
be increasing in value (b1 < b2 < b3, etc.) to reflect 
the fact that higher score levels are associated with 
higher levels of target trait (which is the monotonic-
ity condition). Note that each b parameter reflects 
the difficulty of transitioning to successively higher 
score levels, and thus the values of the b parameters 

can be used to evaluate the difficulty of each transi-
tion to higher score levels.

As an example of how to interpret item difficulty 
under the GRM, consider the items shown in Figure 
7.2 for which there are three score levels and thus 
only two b parameters (b1 and b2). Although the two 
items shown in Figure 7.2 have different a parame-
ters, they have identical b parameters: b1 = −1.0 
and b2 = 1.0. The value of b1 indicates that a target 
trait value of −1.0 is required to have a probability 
of .5 of scoring a 2 or 3 on the item (and thus also a 
probability of .5 of scoring a 1), and thus the first 
transition (from a 1 to anything higher than a 1) 
provides information about the target trait for indi-
viduals in the general area of −1.0. Similarly, the 
value of b2 = 1.0 indicates that a target trait value of 
1.0 is required to have a probability of .5 of scoring a 
3 on the item (and thus also a probability of .5 of 
scoring a 1 or 2), and thus the second transition 
(from a 1 and a 2 to a 3) provides information about 
the target trait for respondents in the general area of 
1.0. Note that the b parameters are increasing in 
value—any violation of this property would be an 
immediate sign that monotonicity is not maintained 
(individuals with a higher target trait level are 
obtaining lower score levels than individuals with a 
lower target trait level). Taking the values of b1 and 
b2 together indicates that the item provides most of 
its information primarily between target trait levels 
of −1.0 to 1.0 and thus generates information about 
respondents having moderate target trait levels. 
Notice that because polytomous items provide infor-
mation across two or more transitions (located at 
target trait values of −1.0 and 1.0 for this item), 
they tend to provide information over a wider target 
trait range than individual dichotomously scored 
(e.g., multiple-choice) items.

Consideration of the individual b parameters pro-
vides rich insight into the range of target trait about 
which the item provides information, insight that is 
simply not available in the observed score approach 
in which the mean item response is taken as a mea-
sure of item difficulty. Despite this advantage, hav-
ing a single overall item-level index of difficulty is 
often still useful so that one can make general state-
ments concerning the relative difficulty of the items, 
that is, which items provide information about low, 
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moderate, and high levels of target trait. Such an 
index of overall item difficulty can be readily 
obtained by calculating the average b-parameter 
value (denoted here as b+). For example, if a polyto-
mous item having four score levels has b-parameter 
values of b1 = −2.2, b2 = −1.6, and b3 = 0.2, then 
b+ = −1.2, suggesting that the item provides infor-
mation about a range of target trait that is centered 
approximately on −1.2 and would thus typically be 
viewed as a relatively low-difficulty item. The actual 
characteristics of the range of target trait for which 
the item provides information would be informed by 
the individual b parameters; because two of the b 
parameters are below −1.2, slightly more informa-
tion is provided below −1.2 than above −1.2. In the 
case of the items presented in Figure 7.2 (for which 
b1 = −1.0 and b2 = 1.0), the overall item difficulty 
can be summarized by b+ = 0. Similarly, for the 
items presented in Figure 7.4 (b1 = −1.7 and 
b2 = −0.2 for Figure 7.4A, and b1 = 0.2 and b2 = 1.7 
for Figure 7.4B), the overall item difficulty can  
be summarized by b+ = −0.95 (Figure 7.4A) and 
b+ = 0.95 (Figure 7.4B).

The pattern of the b parameters informs not only 
the range of target trait about which the item pro-
vides information, but also the extent to which adja-
cent score levels provide unique information. If two 
adjacent b parameters are very close to one another 
(say, within 0.3 units of one another), then the dis-
tinction between the successive response categories 
is negligible—that is, the successive categories are 
not providing information about unique ranges of 
the target trait continuum (unless the discrimina-
tion is very high). If there are wide gaps between b 
parameters (say, more than 2 units), then the item 
likely provides information at localized regions of 
the target trait continuum. Similarly, if there is an 
extreme b parameter, then the evidence shows that 
the associated extreme score level is not functioning 
as desired.

Let us now apply these concepts to the 10-item 
assessment of anxiety, for which the b parameters 
are presented in the right side of Table 7.1. These 
items contain four score levels, and thus there are 
three b parameters (b1, b2, b3) and an overall index 
of difficulty, b+. Item 9 is the most difficult item 
(b+ = 1.92), having information that is centered 

approximately at a target trait value of 1.92, and 
allocates its information at the target trait range of 
1.12 (the value of b1) to 2.65 (the value of b3). This 
item provides substantial information about individ-
uals very high in the target trait but provides little 
information about individuals having a target trait 
value that is moderate or low. In contrast, Item 2 is 
the easiest, having its information centered at 
approximately −1.20 (b+ = −1.20) and providing 
its information for individuals on the target trait 
range of approximately −2.34 and −0.26. Items 1, 
4, and 7 provide information across a target trait 
range centered on approximately 0 and thus allocate 
their information to respondents having moderate 
target trait levels in the approximate range of −1 to 1.

Item 10 of Table 7.1 provides an interesting case, 
in which the values of b1 and b2 are very close (b1 = 
−0.92 and b2 = −0.81). This close proximity indi-
cates that the transition from a 1 to a 2 and the tran-
sition from a 2 to a 3 provide largely redundant 
information; that is, there is no meaningful informa-
tion generated by the distinction between a 2 and a 
3. As a result, the assessment developer should 
review this item and the anchors assigned to the 
score levels in an attempt to identify why these two 
score levels are not differentiating between individu-
als. All other items of the scale have adequate sepa-
ration between the b parameters, suggesting that 
each transition provides unique information useful 
in differentiating between individuals of different 
target trait levels.

Sample Size Requirements
Despite the advantageous properties of the IRT 
framework, its primary disadvantage compared with 
observed score methods is the larger sample sizes 
required to obtain adequately stable parameter esti-
mates. The required sample size for stable parameter 
estimation is a complicated issue because it depends 
on the type of item (e.g., dichotomous, polyto-
mous), the properties of the item (e.g., discrimina-
tion), the number of score levels for the item (in the 
case of polytomous items), and the distribution of 
target trait levels in the sample. Thus, there is no 
single rule to follow for deciding on a requisite sam-
ple size to conduct an IRT analysis. Nonetheless, I 
include this section to provide a general idea of the 
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required sample size if one intends to use the IRT 
framework. As a general rule of thumb, the two-
parameter model for dichotomously scored items 
and the GRM for polytomously scored items require 
at least 500 respondents to have adequately stable 
estimates of item difficulty and discrimination, 
although larger sample sizes are desirable and often 
necessary. Note that this level of sample size is sub-
stantially larger than the recommended requirement 
for classical test theory measures of item difficulty 
and discrimination. A comprehensive account of the 
literature investigating IRT sample size require-
ments is provided by de Ayala (2009).
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C h a P t e r  8

BIAS In PSyCholoGICAl 
ASSESSmEnT And oThEr mEASurES

Jeanne A. Teresi and Richard N. Jones

The focus of this chapter is on methods used to 
detect item-level measurement bias. Issues sur-
rounding the identification of scale (test) bias are 
considered briefly. The primary reason for this 
emphasis is that, as argued later, one cannot legiti-
mately examine scale-level bias without first exam-
ining item-level measurement equivalence. 
Moreover, the methods used for examining scale-
level bias have been fairly straightforward and have 
often involved simple observed variable regression 
models. Several terms that have been used inter-
changeably but that have different meanings are 
measurement equivalence, bias, invariance, differential 
item functioning (DIF), and fairness. Formal defini-
tions are given later in this chapter; however, some 
general terminology is introduced here. Equivalence 
is a broad term that includes conceptual as well as 
statistical equivalence of items and scales. Invariance 
is a broad statistical term that refers to permissible 
statistical operations as well as to a hierarchy of sta-
tistical models aimed at evaluating the equivalence 
of item parameters across sociodemographic groups 
(Meredith, 1993; Rupp & Zumbo, 2004; Teresi, 
2006). In general, invariance involves examining 
conditional relationships. For example, item-level 
measurement invariance examines the relationship 
between response to an item and group membership 

after conditioning (controlling, adjusting) for group 
differences in level on the trait. Test fairness and 
bias are viewed as distinct, and fairness has been 
defined as having a social connotation (Society for 
Industrial and Organizational Psychology, 2003). In 
general, psychometric (measurement) bias refers to a 
“systematic inaccuracy of assessment” (Millsap & 
Everson, 1993, p. 297), such that scores may not 
mean the same thing in comparison groups.

As reviewed by Meredith and Teresi (2006), the 
concepts of test fairness and item bias and later DIF 
arose in the context of educational testing and 
admission practices. Lord’s (1980) contribution 
brought the topic of testing statistically for item bias 
to the attention of methodologists, and several semi-
nal reviews followed (e.g., Millsap & Everson, 1993; 
Potenza & Dorans, 1995). Item bias detection meth-
ods arose in part because of the use of high-stakes 
assessment in education and many branches of psy-
chology and the subsequent concern about the per-
formance of measures across groups differing in 
sociodemographic characteristics. Because the term 
bias has multiple meanings, some possibly pejora-
tive, and because decisions about items in tests 
involved expert judgment as well as statistical find-
ings, differential item functioning was introduced to 
refer to the more narrow set of statistical procedures 
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used to determine whether or not items were per-
forming in the same way across groups (Holland & 
Wainer, 1993). Bias was reserved for a more general 
finding of group differences, based on expert review 
and often hypothesis driven, as well as the accompa-
nying body of statistical results known as DIF. 
Although many of the methods used in the assess-
ment of item-level bias came from the field of educa-
tional psychology; this chapter’s focus is not on 
aptitude or achievement tests specifically. Bias anal-
yses have also been central to examining the perfor-
mance of measures in the fields of industrial and 
organizational psychology, health psychology, and 
neuropsychology. Indeed, these psychological mea-
sures may also result in decisions that have an 
impact on the lives of individuals who are assessed.

The chapter is organized as follows. First, back-
ground material is presented about the motivation 
for examining bias in assessments, followed by defi-
nitions of key concepts. Test bias is discussed briefly, 
followed by a discussion of the synergy between 
item-level DIF analyses, DIF impact, and prediction 
bias. An illustration is presented. Latent variable 
methods for assessing DIF are presented, together 
with magnitude and impact measures. The chapter 
concludes with a discussion of the meaning of DIF 
findings and recommendations for future studies 
examining measurement bias. Throughout, the 
reader is assumed to be familiar with latent variable 
modeling concepts in general and item response the-
ory (IRT) in particular (see Chapter 6, this volume).

REASONS FOR ASSESSMENT OF 
MEASUREMENT BIAS: THE INFLUENCE  
OF CULTURE

Measurement bias can occur through cross-cultural 
differences in the interpretation of the meaning of 
concepts as well as in items used to measure con-
structs (Rogler, 1989). Language translation and 
transfer across cultures can have an impact on the 
psychometric properties of a measure by affecting 
the difficulty (severity) of the items in the measure, 
the amount of information provided, and the range 
of the trait that the measure is able to differentiate 
(see also Volume 3, Chapter 26, this handbook). 
Back-translations of standardized items that reflect 

idiomatic expressions of a particular racial or ethnic 
group or that have a culture-based meaning may 
alter the intent of the original item (Angel, 2006). 
For example, the item “no ifs, ands, or buts” is 
intended to measure dysarthria (difficulties in repe-
tition of consonants). Because of the inability to 
identify a colloquial phrase that is a tongue twister, 
the item is easier in Spanish when literally translated 
(Morales, Flowers, Gutierrez, Kleinman, & Teresi, 
2006). As another example, the item “down and 
blue” has no literal translation in some languages. 
Finally, Ramirez, Teresi, Holmes, Gurland, and Lan-
tigua (2006) cited an example of very different 
translations and responses to cognitive items across 
different groups and studies. They found that Puerto 
Ricans and Dominicans of different educational 
backgrounds and ages answered the item “What 
date of the month is today?” differently. Second-
generation, younger Latinos with higher education 
gave the intended answer (stating the full date). The 
others responded with the day of the week, inter-
preting the item in a different fashion.

In addition to different interpretations of trans-
lated items, different response styles may result in 
bias. For example, as reviewed in McHorney and 
Fleishman (2006), Hispanics of some backgrounds 
are more likely to use an extreme response style 
(greater endorsement of the extremes rather than 
the midpoints of rating scales), and older people 
have been found to give rosy reports (positive 
response bias). Such response bias may affect psy-
chological assessments and could have conse-
quences for some individuals. For example, limited 
proficiency in the majority language of a country has 
been found to result in substandard health care and 
deleterious outcomes (Pérez-Stable, 2007); this dis-
parity may in part result from biased assessment 
resulting from language barriers. Selection and men-
tal health care decisions are often made on the basis 
of assessments of the cognitive and mental health 
status of individuals, yet evidence regarding the 
equivalence of such measures is sparse. To deter-
mine whether differences in rates among racial– 
ethnic, age, and gender groups reflect actual 
differences and not item bias, studies of factorial 
invariance and DIF are needed. As an example, 
reviews of studies of scales assessing depressive 
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symptomatology have documented evidence of bias 
for one or more sociodemographic groups, defined 
in terms of race, ethnicity, education, sex, age or 
other (Mui, Burnette, & Chen, 2001; Teresi, 
Ramirez, Lai, & Silver, 2008).

SOCIODEMOGRAPHIC CHARACTERISTICS 
AND THE GROUP OR STUDIED VARIABLES

Analysis of bias typically depends on selection of a 
group variable. Of particular interest in educational 
testing, employment selection, and psychological 
assessment are race and ethnicity. Several questions 
arise. Do groups defined, for example, by race, ethnic-
ity, or language constitute homogeneous meaningful 
entities or are they proxies for other variables? Should 
group variables such as race and ethnicity be “decon-
structed” using factors such as acculturation, educa-
tional background, or literacy, including numeracy 
and reading level? Does race reflect underlying 
genetic or cultural homogeneity? Race is often defined 
as a social construct based on phenotypic traits such 
as skin color or hair features. Because groups defined 
by race have more genetic diversity among them than 
between them, race as a construct has been argued to 
lack a biological basis (Manly, 2006). Some have 
argued against considering ethnic groups monolithi-
cally, as has been done in the United States Census 
and by many government agencies. Racial and ethnic 
identification data collected on many forms and by 
the U.S. Census are used by governmental educa-
tional and health agencies to track employment,  
education, health, and housing disparities; however, 
many individuals no longer self-identify using  
traditional census categories (Saulny, 2011).

Nonetheless, mental health and other health care 
providers have viewed the collection of information 
about race, ethnicity, and language as important with 
respect to selection of culturally sensitive treatments; 
however, many are reluctant to ask the questions 
(Baker et al., 2007). In a report of the National 
Research Council, Blank, Dabady, and Citro (2004) 
concluded that although race is a complex social con-
struct, the definition of which is evolving, data on race 
and ethnicity should continue to be collected and 
included in policy research. The implication for bias 
analyses is that race and ethnicity should still be 

examined; when samples sizes permit, other sources 
of bias such as education and acculturation should be 
examined as well. However, Manly (2006) recom-
mended measuring educational quality by asking 
questions about the region of the country and the level 
of school segregation. Variables that might also be 
considered in lieu of ethnicity are place of birth, 
length of time in a country, age at immigration, main 
language spoken at home, when the majority language 
was learned, reading level, literacy, socioeconomic sta-
tus, and racial socialization. Future work may use dif-
ferent racial and ethnic group designations or attempt 
to deconstruct these categories. If race is considered a 
social construct, then it makes more sense to define 
groups on the basis of the social characteristics 
described earlier. However, analysis of the numerous 
possible interactions (among variables; e.g., literacy, 
acculturation, and education) remains a challenge.

QUALITATIVE METHODS

As reviewed earlier, because translations of instru-
ments can be affected by lack of conceptual equiva-
lence (meaning of terms and constructs) across 
groups, qualitative analyses are important. Qualita-
tive methods of examining item bias are presented 
in Volume 3, Chapter 26 of this handbook. These 
methods, including focus groups, cognitive inter-
views, and standardized translation processes, are 
critical to reducing bias in assessments and should 
be performed before analyses; however, qualitative 
methods have also been used subsequent to statisti-
cal findings of DIF to examine reasons for DIF that 
may indicate bias, such as changes in format, diffi-
culty of words or phrases, or changes in content that 
can affect cultural relevance (Angel, 2006; Johnson, 
2006; Krause, 2006; Nápoles-Springer, Santoyo, 
O’Brien, & Stewart, 2006). A best-practice approach 
to DIF analyses is the generation of hypotheses on 
the basis of expert review (Roussos & Stout, 1996) 
and prior findings from the literature of DIF in simi-
lar items (Hambleton, 2006). A table can be con-
structed summarizing hypotheses related to DIF as 
well as findings of DIF in the literature; an example 
is provided in the DIF testing of a depression item 
bank (Teresi et al., 2009). DIF evaluation must  
be performed in a careful manner that includes  
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sensitivity analyses using different statistical 
approaches and examination of the magnitude of DIF 
(see the section Magnitude and Impact of Differential 
Item Functioning later in this chapter). Content 
experts should always be involved in decision making, 
and item bias analyses should not be viewed mecha-
nistically, as a by-product of statistical procedures.

QUANTITATIVE METHODS: DEFINITIONS 
AND KEY CONCEPTS

In this section, key concepts related to measurement 
bias are defined. The section begins with a definition 
of terms, tracing the origin of the term measurement 
invariance and its distinction from factorial invari-
ance in the factor analysis literature. Statistical evi-
dence for measurement bias alone is not sufficient 
for an inference that the bias is related to the con-
struct of interest. As discussed in the previous sec-
tion, qualitative approaches help to clarify why and 
how measurement differences that are detected 
might reflect bias in measurement. Additionally, the 
magnitude and impact of DIF should be evaluated. 
Although there is limited research on the impact of 
DIF, simulations have shown that DIF of moderate 
levels (as contrasted with lower magnitude DIF and 
smaller numbers of items with DIF) can result in 
inflated effect sizes associated with observed scale 
scores (Li & Zumbo, 2009). Such inflation would 
result in erroneous conclusions about how compari-
son groups differed on the measure. Many empirical 
studies have also found that DIF of moderate magni-
tude can impact scale scores (see Teresi, Ramirez, 
Jones, Choi, & Crane, 2012).

Measurement Bias
Invariance. Invariance is a term that has often been 
used synonymously with bias or differential item 
functioning. This terminology arose out of the factor 
analysis literature, particularly Meredith’s (1964) 
seminal work. However, measurement invariance, 
as conceptualized by Meredith (1964), is not the 
same as factorial invariance, although it is related. 
Measurement invariance implies that the conditional 
distribution of a manifest variable, given a value of 
the latent variable to be assessed, is the same across 
the groups studied. Because this definition involves 

conditional distributions of latent variables and is 
not testable, weaker forms of measurement invari-
ance were introduced. Factor-analytic methods are 
often used to examine measurement invariance. 
Meredith (1993) distinguished between strong and 
strict factorial invariance: Strong factorial invariance 
is achieved if the conditional expectation of the item 
response given the common and specific factors is 
invariant across groups. This level of invariance is 
tested by examining whether factor loadings and 
intercepts are invariant. Strict factorial invariance 
adds the requirement of equivalent group residual 
variances. When strong factorial invariance is  
met, group mean differences are comparable across 
groups; when it is not, one cannot sensibly compare 
groups on the same latent variable. Meredith argued 
further that strict factorial invariance is required to 
ensure fair comparisons between groups; this posi-
tion has recently been reaffirmed (see A. D. Wu, Li, 
& Zumbo, 2007, for a review).

Item bias and differential item functioning. The 
term differential item functioning was introduced by 
Holland and Thayer (1988), disseminated to a wider 
audience in the seminal volume on DIF by Holland 
and Wainer (1993) and, as discussed earlier, a dis-
tinction was made between bias and DIF. As pointed 
out by Angoff (1993) in the first chapter in that vol-
ume, bias has both a statistical referent (deviance of 
an estimate from a true value) and a social definition 
related to the “fairness” of a measure. Thus, DIF was 
embraced as referring to the statistical findings and 
bias as referring to a wider process involving hypoth-
esis, expert evaluations, and consideration of collec-
tive, cumulative evidence from the literature. DIF 
involves the evaluation of conditional relationships 
between item response and group membership. An 
item shows DIF if people from different subgroups 
but at the same trait level have unequal probabilities 
of responding affirmatively to a particular item. A 
common definition of DIF evolving from IRT is that 
the item characteristic curves (ICCs) for members of 
two or more groups are not equivalent. An example 
is presented later in this chapter. Also see Chapters 6 
and 7 in this volume for discussions of IRT and ICCs.

Types of differential item functioning. Two basic 
types of DIF, described next with respect to each 
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method, are uniform and nonuniform. As an illus-
tration, a randomly selected woman with low levels 
of a trait (e.g., perceived psychological distress) 
should have the same chance of responding in the 
low-distress direction to an item measuring distress 
as would a randomly selected man with low distress. 
For this example, uniform DIF indicates that the 
DIF is in the same direction for both comparison 
groups across the distress continuum, whereas non-
uniform DIF means that the probability of response 
in the low-distress direction is higher for men at cer-
tain points along the distress continuum and higher 
for women at other points, thus changing directions.

Magnitude and Impact of Differential  
Item Functioning
Many items with DIF may be observed, particularly 
with a very large sample size. It is thus important to 
consider the practical meaning of DIF. DIF that is of 
little consequence may be interesting academically, 
but not clinically or in a utilitarian sense (see Stark, 
Chernyshenko, & Drasgow, 2004). The core indica-
tors of the practical implications of DIF are magni-
tude and impact.

Magnitude. Magnitude refers to the degree of dif-
ference in item performance between or among 
groups, conditional on the trait or state being 
examined, and it relates to item-level effect sizes. 
Magnitude has also been defined as the weighted 
(by the trait distribution) group differences in the 
probability of an affirmative item response (Wainer, 
1993). Magnitude can be measured by examining 
parameters or statistics associated with the method, 
for example, the odds ratio. Magnitude measures are 
important because trivial, nonsalient DIF may result 
from reliance on significance tests alone.

Impact. Internal impact goes beyond the item level 
to determine the impact of DIF on the entire mea-
sure or scale. Impact can be assessed at the aggregate 
level by examining group differences in the relation-
ship between the expected scale score and the psy-
chological distress estimate (test response function) 
or by examining how much mean group differences 
in total score distributions change with and without 
inclusion of the items with DIF. DIF may also  
influence the relationship between self-reported  

psychological variables and predicted outcomes 
such as access to care or programs. This latter rela-
tionship has been referred to as external impact, 
predictive validity, or predictive scale bias and may be 
examined in terms of predictive values and regres-
sion coefficients (see Aguinis, Culpepper, & Pierce, 
2010). The impact measures just described are all at 
the aggregate or group level rather than the individ-
ual level. The impact on specific individuals rather 
than on the group as a whole can also be examined. 
When selection and treatment decisions are based 
on individual person assessments, the presence of 
DIF in the measure can result in bias and negative 
impact (see Prediction Bias section).

Fairness and Equity
As reviewed in its policy statement on validation, the 
Society for Industrial and Organizational Psychology 
(2003) views fairness as a social concept that encom-
passes factors such as access to information. This 
concept can be broadened to include access to treat-
ments or resources. More technical definitions are 
given by Meredith (1993) and Meredith and Teresi 
(2006), who argued that modeling latent variables is 
the only way to examine fairness analytically. 
Because a strict psychometric definition of fairness 
requires unreasonable assumptions about distribu-
tional forms, Meredith derived a model of weak fair-
ness, which he defined to exist if the conditional 
mean vector and variance–covariance matrix of the 
predictor (x), given any true value of the outcome 
(y), are identical across comparison groups. In this 
view, fairness is concerned with decisions to award a 
resource to individuals before the outcome is known 
(prospective). Equity involves employment deci-
sions and examination of outcomes after the fact 
(retrospective; Millsap & Meredith, 1992, 1994).

PREDICTION BIAS

Psychological and educational testing has a long his-
tory of examining test bias through regression analy-
sis, specifically predicting performance from a model 
with inclusion of the test and a group indicator. Test 
or predictive bias occurs when the intercept and/or 
slope of a regression line relating the predictor to the 
outcome are different for different groups.
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Methods Used to Examine Test  
or Prediction Bias
The methodology still used in most test bias stud-
ies dates to Cleary (1968), in which the regression 
equation relates the predictor (e.g., a test) to the 
criterion (e.g., a rating of success or performance). 
Typically, the regression analysis is structured as a 
series of nested models, first entering the predictor 
variable; the second equation adds the group and 
Group × Predictor interaction term. The propor-
tion of variance explained is compared between 
the two models and tested for significance. If sig-
nificantly more variance is explained when the 
group and interaction terms are added, then test 
bias is said to exist. To determine whether bias is 
due to the intercept or slope, a third model is 
examined, retaining the group term but removing 
the interaction term. If the ΔR2 between the full 
model (with group and interaction terms) and the 
reduced model excluding the interaction term is 
significant, this finding indicates bias in the 
slopes. If the ΔR2 between the reduced model 
(without the interaction) and the first model (with 
only the predictor) is significant, it indicates bias 
in the intercept because addition of the group 
term results in additional variance explained (see 
Aguinis et al., 2010).

In short, the method that is used in the predic-
tion bias literature is to relate observed assessment 
measures to observed outcomes. The method 
implies that the test should be homogeneous; how-
ever, homogeneity is not a prerequisite. Addition-
ally, the outcome could be multidimensional. The 
assessment (X) could be scores on a personality 
assessment measure, an educational test, a mental 
health scale, or a measure of health-related quality 
of life such as those widely used in valuing health 
and preference measurement in health economics. 
The outcome (Y) could be performance, grades, 
dropout rates, diagnosis, subjective well-being, mor-
bidity, and mortality. To avoid confusion, the nota-
tion presented next is the same as that used in the 
test bias literature (e.g., Aguinis et al., 2010; Saad & 
Sackett, 2002).

Model :

Model :
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2
0 1

0 1 2

Y b b X e

Y b b X b G e

= + +
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Model :3 0 1 2 3Y b b X b G b XG e= + + + + .

In these models, G is the sociodemographic 
group variable and XG is the Group × Test Score 
interaction used in the test of differences in the 
slope; the beta coefficients are the weights associated 
with each term; b0 is the intercept, and e is the error 
term. Note that this standard effect modification 
model fails to incorporate the notion of errors in 
variables, namely, X (test score) = T (true value) + 
E (error).

In the preceding set of equations, X is assumed to 
be equal to T. However, measurement error could be 
estimated in a latent variable model, for example, 
with an explicit set of equations for the measure-
ment component of the model in addition to the 
structural equation part linking X to Y. The follow-
ing measurement model could be specified: X = τx + 
Λxξ + δ, where ξ is the unobserved latent indepen-
dent variable (representing the underlying latent 
assessment variable or trait), Λx represents the 
regression weights or factor loadings, and τ and δ 
are the intercept and error terms, respectively.

Most of the variables examined in prediction 
studies are not true (error-free) criterion variables, 
but ratings and other outcomes that are measured 
with error and can be described as underlying latent 
variables. However, even in the situation in which a 
performance or criterion measure is available, it too 
is measured with error, which may affect the rela-
tionship between the test and the performance out-
come. Prediction bias analyses are frequently 
performed using an observed score method and 
often without examining item-level invariance. Fail-
ure to consider the measurement error and to estab-
lish measurement equivalence can result in 
inaccurate estimates of prediction bias. A consider-
able literature has shown the impact of errors in 
variables on relationships. This literature has devel-
oped in several fields, including psychology, educa-
tion, mathematics, biostatistics, and econometrics, 
apparently almost independently, as is evidenced by 
the lack of citations to work in the parallel areas. In 
statistics, errors-in-variables is a major topic of 
interest that evolved on the basis of the work of Car-
roll and his colleagues (e.g., Carroll, 2003; Carroll, 
Gallo, & Gleser, 1985; Ma, Hart, Janicki, & Carroll, 
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2011). Similarly, J. Cohen (1988) in psychology and 
Fleiss (1986) in biostatistics showed the relationship 
between reliability and statistical power and the 
effect of unreliability on structural relationships. As 
is well known, regression estimates are affected by 
errors in variables; such errors can be induced by 
several factors, including DIF.

The body of applied research based on the test 
bias model just described resulted in the conclusion 
that bias in the slopes is usually not observed, but 
that intercept bias is often observed. As reviewed by 
Aguinis et al. (2010), these studies may be flawed by 
several factors that affect the power to detect differ-
ences in the slopes: (a) The sample sizes are too 
small in most studies; (b) the proportion of sub-
group (usually ethnic minority) sample members is 
too small and the subgroups are unequal; (c) the 
ranges are restricted; and (d) unreliability both 
affects the power of the studies to detect slope dif-
ferences and increases the Type I error, resulting in 
false prediction bias in the intercepts (see Aguinis  
et al., 2010). To this set of potential problems with 
the studies of prediction bias, it could be added that 
measurement error is often not evaluated, and item-
level invariance is often not established.

In the next section, an argument is advanced that 
unless lower levels of invariance are established, the 
examination of the predictive invariance is question-
able. Scale means cannot be compared legitimately if 
invariance at the intercept level is not established 
(e.g., Gregorich, 2006; Meredith, 1993; Vandenberg 
& Lance, 2000). To account for this error properly, 
a latent variable model can be used to model the 
measurement error at the same time (or before) 
examination of the structural (regression) coeffi-
cients representing the relationship between the 
exogenous and endogenous variables. Also note that 
the correction for attenuation applied in some struc-
tural equation models to adjust for unreliability can 
also produce inflated estimates of structural coeffi-
cients (see P. Cohen, Cohen, Teresi, Marchi, & 
Velez, 1990), and the quality of measurement (reli-
ability) may also affect model fit in the structural 
part of the model (Hancock & Mueller, 2011). 
Thus, the models must be specified carefully. It is 
also acknowledged that latent variable model trait 
estimates based on fixed-length scales may not  

perform in a superior manner to observed scores 
(see Xu & Stone, 2012). Nonetheless, as reviewed in 
the next section, there is an important role for latent 
variable models in studies of prediction bias. In 
summary, the analyses in many studies are performed 
using simple regressions in examining predictive bias 
rather than latent variable models. Therefore, the 
capacity to adequately model the relationship 
between observed variables that are measured with 
error is limited (see B. O. Muthén & Hsu, 1993).

Differential Item Functioning Testing 
Versus Differential Item Functioning 
Impact, Prediction Bias, and Validity
At a National Institutes of Health (NIH) Patient 
Reported Outcomes Measurement Information Sys-
tem (http://nihpromis.org) investigator meeting that 
included National Institutes of Health scientific 
committee project officers with backgrounds in 
industrial psychology, an opinion was expressed 
that DIF analyses were not required because it had 
been shown that all that was necessary was to estab-
lish predictive validity. This argument follows from 
Hunter and Schmidt’s (2000) often quoted article in 
which they asserted that bias in professionally devel-
oped tests is unlikely because equivalent perfor-
mance outcomes are observed, given equivalent test 
performance (see also Sackett, Schmit, Ellington, & 
Kablin, 2001):

The study of potential racial and gen-
der bias in individual test items is a 
major research area today. The fact that 
research has established that total scores 
on ability and achievement tests are pred-
icatively unbiased raises the question of 
whether there is in fact any at the item 
level. (Hunter & Schmidt, 2000, p. 151)

However, a body of research, summarized by  
Millsap (2007a), has shown that even if predictive 
invariance exists, in the presence of a lack of mea-
surement invariance (DIF) systematic selection 
errors can result when the measure is used in clini-
cal decision making. As reviewed by Millsap, in the 
view of many influential researchers in organiza-
tional and industrial psychology, the question of 
bias in tests has already been answered, and it does 
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not exist. For example, investigators such as Sackett 
et al. (2001) reported that predictive invariance for 
preemployment tests at the scale level has been well 
established for Blacks and Whites. However, score 
differences between Whites and Blacks on cognitive 
tests remain, and this difference is not explained by 
factors such as stereotypic threat (Steele & Aronson, 
1995) alone, as has been widely reported in the 
press (Sackett, Hardison, & Cullen, 2004). Stereo-
typic threat was measured in a series of experiments 
in which majority and minority high-performing 
students were presented with an intelligence or 
achievement test under conditions of threat (e.g., 
indicating their race or being told the nature of the 
test) or nonthreat (asked to help in the evaluation of 
a new problem-solving test). Blacks who believed 
that the test was a research tool performed signifi-
cantly better than Blacks in the threat condition 
(Steele & Aronson, 2004). However, the White–
Black gap in test scores remained, leaving unan-
swered the question of what educational quality and 
economic factors may contribute to this gap (Sackett 
et al., 2004; see also Chapter 36, this volume). If the 
possibility of bias in professionally developed tests 
as a potential explanation for performance disparity 
is summarily dismissed, then efforts to understand 
and remediate such differences between gender and 
racial and ethnic groups could be hampered.

In another widely cited article, Borsboom 
(2006a) also referred to this thinking, lamenting the 
state of affairs in psychology, in which theoretical 
discoveries of psychometricians (e.g., Millsap, 1997) 
related to development and evaluation of measures 
are not integrated into psychology and, the authors 
would argue, into many other fields that rely on 
measurement of inherently latent variables. In that 
article, two important points were reiterated, namely 
that classical test theory–derived methods and statis-
tics are still the most widely used and reported and 
that the assumptions common to all observed score 
regressions used in studying test bias (prediction 
models) are based on the notion that the variables 
are measured without error. This practice continues 
to occur in part because, as described by Borsboom, 
treating variables as observed and without measure-
ment error permits smaller sample sizes. Clark (2006) 
noted in one of the accompanying commentaries 

that the theoretical work showing the need to exam-
ine item-level bias is in the context of a specific  
(single common factor) model; however, such mod-
els are appropriate for many predictive bias studies. 
The key point remains that prediction invariance 
does not imply measurement invariance or lack of 
test bias (Borsboom, 2006b).

As just reviewed, the effects of unreliability on 
linear prediction of observed scores is well known. 
A parallel literature has examined the effects of 
unreliability on prediction of criterion variables. In 
the case of diagnostic observed variables, the rela-
tionship between the screening test and the diagnos-
tic outcome is often studied, and the question as to 
whether the results can be generalized to groups dif-
fering in gender, age, race, and ethnicity is asked. 
The theory behind comparing the performance of a 
test against a criterion variable (outcome) is that 
conditional on a test, outcomes are not dependent 
on the group designation. For example, in the litera-
ture on biomarkers, this is known as the Prentice cri-
terion (Prentice, 1989) and implies that the test 
(biomarker) contains all the information about the 
treatment (or age or ethnic group) effect on the out-
come. Thus, the positive and negative predictive val-
ues do not depend on group assignment; however, 
this criterion may not hold in practice (Dodd & 
Korn, 2008). One can only generalize summary sta-
tistics such as predictive values and sensitivity and 
specificity to samples with similar distributions and 
characteristics. Moreover, in the case of observed 
variables, a large literature in epidemiology and bio-
statistics has demonstrated the effects of base rate 
(prevalence) and unreliability on a test’s sensitivity 
and specificity, reinforcing the need to examine a 
test’s properties before moving to predictive validity.

Borsboom, Romeijn, and Wicherts (2008) 
extended this work to latent variable models in a 
series of simulations showing the relationship of mea-
surement and selection invariance. As has been shown 
for observed variables, selection invariance (studied in 
terms of sensitivity, specificity, and prediction values) 
is affected by unreliability and the selection ratio; 
additionally, group differences in the mean latent trait 
also affect selection outcomes. Borsboom et al. made 
the important point that measurement and prediction 
invariance are not the same thing and that invariant 
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test criterion regressions should not be viewed as evi-
dence of measurement invariance.

MEASUREMENT BIAS: METHODS  
FOR EXAMINATION OF DIFFERENTIAL 
ITEM FUNCTIONING

As discussed at the beginning of the chapter, all 
methods for DIF detection include a conditioning 
variable because it is important to compare the com-
parable (see Dorans & Kulick, 2006). Group differ-
ences in response to an item may occur because of 
actual differences in the distribution of the trait in 
the groups. For example, men and women may dif-
fer in overall levels of depression, resulting in mean 
differences in the estimate of the depression trait 
and different endorsement rates for items. These dif-
ferences in rates do not automatically translate to 
DIF. The items require testing for group differences 
after conditioning on the trait. The question then is 
“Does the likelihood of item endorsement differ 
between groups, given that individuals are at the 
same level of the trait measured”?

Because studies have shown that the condition-
ing variable should be free of DIF, most DIF detec-
tion measures require a set of DIF-free items, often 
called an anchor set, to link the groups on the trait. 
The assumption is that the anchor items perform 
similarly in both groups and that they are potentially 
the set that forms a scale with a common metric for 
the two comparison groups (see Orlando Edelen, 
Thissen, Teresi, Kleinman, & Ocepek-Welikson, 
2006). Purification is a procedure in which anchor 
items that are DIF free are identified through an iter-
ative process. For example, Mazor, Hambleton, and 
Clauser (1998) proposed a two-stage DIF evalua-
tion: First, all test items are examined for DIF; next, 
those items showing DIF are removed, and the pro-
cess is repeated. The best method of selecting these 
anchor items has been the subject of numerous 
reviews (e.g., Wang & Shih, 2010; Woods, 2009a) 
and is beyond the scope of this discussion.

Nonparametric Methods
Several nonparametric methods have been used to 
examine DIF: Mantel–Haenszel (1959; Holland & 
Thayer, 1988), standardization (Dorans & Kulick, 

1986; Dorans & Schmitt, 1993), and simultaneous 
item bias test (Chang, Mazzeo, & Roussos, 1996; 
Stout & Roussos, 1995). These methods are not dis-
cussed here because numerous reviews of such 
methods exist (e.g., Millsap & Everson, 1993; 
Potenza & Dorans, 1995) and because, as discussed 
earlier, latent variable models provide a more flexi-
ble framework for DIF detection. Finally, simulation 
studies, for example, Woods (2011), are beginning 
to provide evidence of the equivalent or superior 
performance of latent variable parametric models 
compared with nonparametric models under several 
conditions that have been found to adversely affect 
DIF detection methods.

Parametric Methods
The parametric observed score methods include 
logistic and ordinal logistic regression (Swamina-
than & Rogers, 1990; Zumbo, 1999). Parametric 
latent variable methods include IRT ordinal logistic 
regression (IRTOLR; Crane, van Belle, & Larson, 
2004), a logistic regression approach with a latent 
conditioning variable; multiple indicator–multiple 
cause (MIMIC; B. O. Muthén, 1984; L. K. Muthén & 
Muthén, 2012); analyses of residuals from the Rasch 
model (Rasch, 1960; Wright & Stone, 1979); IRT log- 
likelihood ratio (Thissen, 1991, 2001; Thissen, 
Steinberg, & Gerrard, 1986; Thissen, Steinberg, & 
Wainer, 1993), and differential functioning of items 
and tests (DFIT; Raju, 1999; Raju, van der Linden, 
& Fleer, 1995). Also briefly introduced are some 
new approaches. Because the models have been pre-
sented elsewhere, only brief descriptions are pro-
vided. Discussion of several factors that influence 
DIF detection, including purification, model fit and 
assumptions, trait distributions, sample size, and 
cutoff values associated with magnitude measures, is 
informed by the results of simulation studies. It is 
beyond the scope of this chapter to present the find-
ings; however, reviews, including advantages and 
disadvantages, can be found in Teresi, Stewart, 
Morales, and Stahl (2006).

Examples of Differential Item Functioning
Figure 8.1 displays a few examples of different types 
of DIF. Plots represent the ICC for a reference group 
(solid line) and a focal group (dashed line) as well 
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as the complement density illustrating the distribu-
tion of the latent trait in the two groups. (The focal 
or studied group is usually the group that is the tar-
get of investigation, as described in the beginning of 
the chapter.) Although the plots are of binary items, 
similar plots could be constructed for polytomous 
items. In the top left panel, there is no DIF and there 
are no group differences in the distribution of the 
latent trait: The two groups’ ICCs lie atop one 
another, as do the curves representing the latent 
trait density. The vertical dashed line illustrates the 
symptom severity: the level of the latent trait at 

which a randomly selected person from the popula-
tion has a 50% chance of endorsing the symptom. 
The horizontal dashed line indicates the expected 
proportion of individuals in the population who will 
endorse the symptom, which is also 50% because in 
this example the symptom severity is perfectly 
matched to the trait level in the group.

The top right panel of Figure 8.1 illustrates uni-
form DIF: The item has a higher threshold in the 
focal group. The severity for this item is about 1.4 in 
the focal group and is still 0 in the reference group. 
In this example, the two groups continue to have 

FIGURE 8.1. Types of differential item functioning (DIF). Solid line = 
reference group; dashed line = focal group; vertical dashed line = symp-
tom severity; horizontal dashed line = expected proportion of individuals 
in the population who will endorse the symptom.
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equivalent latent trait distributions. However, 
because the symptom has a greater severity for the 
focal group, members of this group must have a 
higher level of the latent trait before a randomly 
selected person has a 50% probability of endorsing 
the symptom. The probability of endorsing the item 
is greater for the reference group than for the focal 
group at all levels of the latent trait.

In the bottom left panel, group differences in the 
latent trait are added to the illustration of uniform 
DIF. The symptom has a higher severity threshold 
in the focal group, but the focal group also has a 
much lower average level on the latent trait. The 
expected proportion of focal group members who 
endorse this symptom is nearly 0, compared with 
0.50 in the reference group. Finally, the bottom 
right panel illustrates nonuniform DIF. It shows a 
situation with group differences in the distribution 
of the latent trait, differences in item severity thresh-
old, and group differences in the strength of the 
association of the item and the latent trait, or symp-
tom discrimination, which is proportional to the 
slope (see Chapter 6, this volume). It should be 
noted that typically nonuniform DIF is illustrated by 
curves that cross; however, they may cross beyond 
the range of the trait depicted in the diagram.

As an example, if one found that women are 
more likely to endorse symptoms of tearfulness than 
are men, this type of DIF might be represented by 
the curves in the lower left or lower right panel, 
under the assumption of true sex differences in the 
distribution of the latent depressive trait. DIF detec-
tion techniques are available to identify and quantify 
possible bias introduced by divergent item parame-
ters in two groups as distinct from differences 
between groups on the latent trait.

Evaluating Model Assumptions: 
Dimensionality and Local Independence
Many of the methods that have been used to examine 
DIF assume local independence and essential unidi-
mensionality. Local independence implies that items 
are not correlated, after conditioning on the trait. 
Tests of local independence, for example, Chen and 
Thissen (1997) and Orlando and Thissen (2003),  
are incorporated into various software packages 
described in Appendix 8.1. Such tests and IRT model 

fit are not discussed here, but issues related to model 
fit in the context of structural equation models is pre-
sented briefly in the Item Response Theory, Factor 
Analyses, Differential Item Functioning, and Invari-
ance section (see also Millsap, 2007b). Unidimen-
sionality implies that one latent trait underlies the 
data. Violations of the unidimensionality assumption 
can adversely affect DIF detection results (e.g., Ack-
erman, 1992; Mazor et al., 1998; Snow & Oshima, 
2009). Approaches to assessing dimensionality 
include nonparametric methods (e.g., Stout, 1987) 
and parametric methods, for example, analysis of 
standardized residuals (Y.-T. Chou & Wang, 2010). 
Methods for modeling dimensionality and estimating 
reliability have advanced, and it is important to apply 
these advances. For example, examining dimension-
ality with exploratory factor analyses of polychoric 
correlations is described in several articles (Reise, 
Cook, & Moore, in press; Reise, Moore, & Haviland, 
2010; Reise, Moore, & Maydeu-Olivares, 2011; Reise, 
Morizot, & Hays, 2007) and in Chapter 6 in this vol-
ume. To assess the degree to which the scale mea-
sures one common factor, Revelle and Zinbarg 
(2009) recommended the use of factor analyses with 
a Schmid-Leiman (1957) transformation for explor-
atory factor analyses, with subsequent estimation of 
omega hierarchical (ωh, a reliability estimate) based 
on confirmatory factor analysis (CFA), and use of a 
bifactor model. Although the exploratory bifactor 
analysis can be conducted with Schmid-Leiman 
orthogonalization, it is recommended that final load-
ings be estimated with other modeling procedures 
(Reise et al., 2011; for alternative exploratory bifactor 
models, see See Jennrich & Bentler, 2011, 2012). The 
explained common variance provides information 
about whether the observed variance–covariance 
matrix is close to unidimensionality (Sijtsma, 2009). 
It can be estimated as the percentage of observed 
variance, calculated as the ratio of the first eigenvalue 
to the sum of all eigenvalues extracted from a bifactor 
model analysis (see Reise et al., 2010).

Description of Differential Item 
Functioning Detection Methods Based  
on Observed Variable Models
Logistic regression DIF methods (Swaminathan & 
Rogers, 1990) provide tests of whether the conditional 
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odds of endorsing a symptom are different between 
two groups. For each item, a set of regression equa-
tions is developed, predicting item scores from raw 
trait scores, group membership, and the Group × 
Trait Score interaction.

A general model is y = α + β1x1 + β2x2 + 
β3(x1x2), where y is the item response variable, x1 is 
the trait variable, β1 is the coefficient, x2 is the group 
or studied covariate, and β2 is the coefficient, which 
for some models represents the difference in item 
performance between groups that can be exponenti-
ated to obtain an odds ratio. This group term is an 
estimate of uniform DIF. If this coefficient is not sig-
nificant, the result supports the hypothesis of no 
DIF because the trait scores explain all of the vari-
ance in items scores. β3 is the coefficient for the 
Group × Trait interaction. The interaction term 
β3(x1x2) is an estimate of nonuniform DIF. Polyto-
mous response data can be modeled using ordinal 
logistic regression (Zumbo, 1999), in which the 
item response y is specified as a latent continuously 
distributed random variable. The magnitude of the 
overall DIF can be computed by subtracting the R2 
value for models with only the trait term from that 
for models with all terms. Gelin and Zumbo (2003) 
used Jodoin and Gierl’s (2001) two criteria that 
must be met for an item to be classified as displaying 
DIF. First, the two degrees-of-freedom chi-square 
test for DIF (testing for the group and interaction 
effects simultaneously) must have p ≤ .01. Second, 
the corresponding measure of effect size (R2) must 
have a value of at least .035.

Crane et al. (2004; Crane, Gibbons, Jolley, & van 
Belle, 2006) proposed the substitution of IRT-based 
latent trait variables (θ) for observed conditioning 
variables. Nonuniform DIF is determined via a differ-
ence in −2 log-likelihood (distributed as a chi-
square) for nested models with and without inclusion 
of an Ability × Group interaction term. Uniform DIF 
is identified on the basis of the change in the beta 
coefficient for ability when a group term is added to 
the model. An estimate is calculated of the difference 
between the beta for the reduced or compact model 
and that of the augmented model divided by the beta 
for the compact model. If the value for the ratio is 
greater than an empirically derived cutoff value based 
on the data set examined, one may conclude that  

uniform DIF is present after ruling out nonuniform 
DIF (Choi, Gibbons, & Crane, 2011).

Item Response Theory Models and 
Differential Item Functioning Tests 
Derived From Item Response Theory 
Latent Variable Models
IRT approaches are one application of general latent 
variable modeling. IRT can be used to introduce a 
latent variable as the conditioning variable, which 
adds considerable strength in terms of drawing 
inferences about possible measurement bias. How-
ever, these gains do come at the cost of increased 
computational complexity. The sections that follow 
describe popular IRT latent variable models that are 
used for DIF detection. They include the two-
parameter logistic response model for binary data 
and the graded response model for polytomous 
items. Three DIF detection methods and statistical 
approaches based on these models are also described.

Rasch model. The basic Rasch model approach 
used in many studies of DIF is a latent variable–
based method that compares the item locations 
(difficulties, severity) between two groups (Wright 
& Stone, 1979). It does not incorporate modeling 
of the discrimination (slope) parameter. This model 
was originally restricted to binary data; however, an 
extended Rasch model that incorporates polytomous 
data has been used in DIF testing in the context of 
fit (e.g., Hagquist & Andrich, 2004). For reviews, 
see Mair and Hatzinger (2007b) and Kubinger 
(2005). An important consideration in the use of 
Rasch-based methods is whether the assumption of 
equal discrimination parameters holds for psycho-
logical and mental health data.

Graded response model. The graded response 
model (Samejima, 1969) is used in many IRT log-
likelihood tests of DIF in polytomous items (e.g., 
Thissen, 1991; Thissen et al., 1993). Ordered 
responses, x = k and k = 1, 2, . . . m are assumed, 
in which ai is the discrimination (slope) and bik is 
the difficulty parameter for response category k: 
P(x = k) = P*(k) − P*(k + 1) = 1 / {1 + exp[−ai

(θ − bik)]} − 1 / {1 + exp[−ai(θ − bik + 1)]}.
P*(k) is the ICC describing the probability 

that a response is in category k or higher for each 
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value of θ (see also Orlando Edelen et al., 2006; 
Thissen, 1991). Various magnitude and impact 
measures are derived from this basic IRT model, 
as are the DFIT indices described in the section 
Differential Functioning of Items and Tests later 
in this chapter.

IRT log-likelihood ratio methods. The likelihood 
ratio test compares the likelihood of nested models 
(Thissen et al., 1993). A first step is to construct a 
DIF-free anchor set of items by testing items one at 
a time for DIF. As reviewed in Orlando Edelen et al. 
(2006) and Teresi et al. (2009), a compact (or more 
parsimonious) model is tested with all parameters 
constrained to be equal across groups for a stud-
ied item (together with the anchor items that are 
DIF free) against an augmented model with one or 
more parameters of the studied item freed to be esti-
mated distinctly for the two groups. The procedure 
involves comparison of differences in log-likelihoods 
(−2 log-likelihood; distributed approximately as 
chi-square) associated with nested models; the 
resulting statistic is evaluated for significance with 
degrees of freedom equal to the difference in the 
number of parameter estimates in the two models. 
Group differences in severity (b) parameters are 
interpreted as uniform DIF only if the tests of the 
a parameters are not significant; in that case, tests 
of b parameters are performed, constraining the a 
parameters to be equal. The final p values are often 
adjusted using methods such as Benjamini-Hochberg 
(1995; Thissen, Steinberg, & Kuang, 2002).

Wald tests. The Wald statistic is equivalent to 
Lord’s (1980) chi-square, which was extended for 
polytomous data by A. S. Cohen, Kim, and Baker 
(1993). The Wald statistic is also asymptotically 
equivalent to the likelihood ratio test. This method 
was proposed for use with cognitive assessment data 
by Teresi, Kleinman, and Ocepek-Welikson (2000); 
however, more advanced estimation procedures 
(Cai, 2008) were introduced by Langer (2008) and 
incorporated into IRT for patient-reported outcomes 
(Cai, du Toit, & Thissen, 2009; Cai, Thissen, & du 
Toit, 2012), described in the Appendix. As summa-
rized in Teresi (2000), Lord (1980, p. 223) proposed 
a chi-square statistic, χ2 1= ′∑−vv

~i i iv , simultaneously 

testing the hypotheses that the as and bs of Group 
1 on Item i are equal to the as and bs of Group 2, 
where ′vv

~
 is the vector 

� � � �
b b a ai i i i1 2 1 2− − }{ ,  and ∑−

i
1 

is the inverse of the asymptotic variance–covariance 
matrix for 

� �
b bi i1 2−  and 

� �
a ai i1 2− . Because 

�
ai1 and 

�
bi1 

are independent of 
�
ai2 and 

�
bi2, ∑ = ∑ +∑i i i1 2 , where 

∑i1
 is the sampling variance–covariance matrix of 

�
ai1 

and 
�
bi1, and similarly for ∑i2

.

Differential functioning of items and tests. Also 
based in IRT is DFIT (Flowers, Oshima, & Raju, 
1999; Raju, 1999; Raju et al., 1995; Raju, Fortmann-
Johnson, Kim, Morris, Nering, & Oshima, 2009). 
The DFIT methodology permits examination of 
the magnitude of the gap between the ICCs for two 
groups, such as illustrated in the lower right panel 
of Figure 8.1. Noncompensatory DIF is an effect size 
measure that is weighted by the focal group density 
such that more weight is given to differences in the 
region of the trait with the highest frequency in 
the targeted group. Each respondent is posited to 
have two true (expected) scores, one as a member 
of the focal (studied) group and one as a member 
of the reference group. For item i, NCDIF reflects 
the average (expected value) of the squared differ-
ence between expected item scores for individuals as 
members of the focal group and as members of the 
reference group (see also Morales et al., 2006; Teresi 
et al., 2007). For binary items, expected (true) 
scores equal the probability of item endorsement, 
conditional on trait (θ) level: Pi(θs). For example, for 
a binary item, Pif(θs) is the expected score for indi-
vidual s as a member of the focal (studied) group, 
reflecting the probability of a correct response to a 
test item. Because simulation studies have found 
overidentification of DIF with the use of chi-square 
tests, cutoff values are used instead to identify DIF 
(see Morales et al., 2006). DFIT yields both mag-
nitude and impact measures (see Magnitude and 
Impact for Item Response Theory–Based Differential 
Item Functioning Methods section).

Item Response Theory, Factor  
Analyses, Differential Item Functioning, 
and Invariance
IRT and confirmatory factor analyses constitute  
two general methods for the examination of item 
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invariance. The general relationship between factor 
analyses and IRT and their equivalence has been the 
topic of numerous articles (e.g., McDonald, 2011; 
Mellenbergh, 1994; Reise, Widaman & Pugh, 1993; 
Takane & de Leeuw, 1987) and is discussed in the 
next section.

Multiple indicator–multiple cause and mean and 
covariance structure analysis for differential item 
functioning detection. Mean and covariance struc-
ture models are a special application of structural 
equation modeling (SEM) that involves multivariate 
analysis of both covariances and means among mul-
tiple dependent variables. A special kind of SEM, 
MIMIC, is particularly relevant for describing the 
relationship of a grouping variable, an underlying 
latent trait, and an item response in a simultane-
ous system of equations. MIMIC can be a powerful 
approach for detecting DIF (Woods, 2009b). A more 
flexible but complex approach is multiple-group 
CFA, which includes multidimensional models.

Given a set of ordinal item responses, a unidi-
mensional CFA model estimated on a matrix of 
polychoric correlation coefficients with uncorrelated 
measurement errors implements a latent trait mea-
surement model that is equivalent to a graded 
response IRT model (Jöreskog & Moustaki, 2001; 
Mislevy, 1986). The measurement model can be rep-
resented by y* = Λη + ε, where η represents one or 
more latent variables underlying the item responses. 
When a model contains one latent variable, the 
meaning of η is identical to that of θ in other pre-
sentations of the IRT model. The outcome variable 
vector, y*, is an array of latent response variables 
underlying the observed and discrete responses, y. 
The y* and y variable vectors have a threshold rela-
tionship, where yj is in category c if yj

∗ is greater than 
threshold τc and less than or equal to τc + 1. Λ con-
tains a matrix of linear regression parameters, λ, that 
are factor loadings (analogous to IRT slopes) and 
describe the per-unit increase in yj

∗ per unit increase 
in η. IRT discrimination parameters (a) can be 
determined from the factor analysis results in a 

single factor model using a j

j

j

=
−

λ

λ1 2
 under the 

standard normal latent trait assumption (see also 
Lord & Novick, 1968). Boundary (difficulty or 

severity) parameters are b j jc j= − −τ λ 1 (B. Muthén & 
Asparouhov, 2002).

A single-group CFA model performed within the 
context of SEM can be extended to allow the inclu-
sion of covariates (x). The measurement model is 
y* = Λη + Kx + ε, and a second-level system of 
equations, η = α + Γx + ζ, is introduced. In this sec-
ond level, the so-called structural regression model, 
Γ, contains regressions of the underlying trait and 
describes the effects of covariates (background vari-
ables, a grouping variable) on the underlying trait. In 
the first-level model, K contains regressions of the 
latent response variables on background variables. As 
such, these effects describe possible (uniform) DIF.

Multiple-group confirmatory factor analyses. 
The general latent variable modeling approaches 
(B. O. Muthén, 2002) can be used to extend the 
CFA model to multiple groups to detect DIF. For 
example, a measurement model can be estimated 
separately, but simultaneously, for men and women. 
Model identification and measurement model 
calibration are achieved by imposing equality con-
straints on the measurement model parameters  
(Λ, τ) and variance parameters for the latent trait 
across groups. Uniform DIF can be detected by 
relaxing equality constraints on threshold param-
eters, and nonuniform DIF can be detected by relax-
ing equality constraints on factor loadings. Iterative 
procedures for model building in a forward-stepwise 
fashion using model modification indices (chi-
square scaled derivatives from the model fit func-
tion) have been described (Jones, 2006; B. Muthén, 
1989a). Covariates can also be entered into multiple- 
group CFA models. Conventionally, effects in K and 
Γ are assumed to be equal across group, but sub-
stantively motivated tests of such assumptions can 
be performed in a data-driven model-fitting proce-
dure (Jones, 2006). The general analytic approach 
is a multiple-group structural equation model with 
mean structures. The SEM approach to detecting 
DIF has been explicated by B. Muthén and Lehman 
(1985) and Thissen et al. (1993). Applications can 
be found in Jones and Gallo (2002); Gallo, Anthony, 
and Muthén (1994); and Christensen et al. (1999).

The relationship between the MIMIC model and 
the multiple-group confirmatory factor analysis 



Bias in Psychological Assessment and Other Measures

153

approach is illustrated in Figure 8.2. In the MIMIC 
model approach (Figure 8.2A), a measurement 
model relates the latent trait to the latent response 
variables. The MIMIC model also includes a struc-
tural model part, in which the latent variable is 
regressed on a covariate (x). Such regressions are 
termed indirect effects insofar as they capture the 
relationship of causes to indicators indirectly, via 
the latent variable. The structural model part also 
includes a regression of individual test items’ latent 
response variables on covariates (K); such effects are 
termed direct effects. In the MIMIC model, a signifi-
cantly nonzero value for K is sufficient to describe 
uniform DIF, an item difficulty shift for members of 
the group marked by x. Significant indirect effects in 
Γ capture group heterogeneity.

The single-group MIMIC model as illustrated in 
Figure 8.2A has limited capacity1 to capture nonuni-
form DIF. However, Woods and Grimm (2011) 
developed a method that examines nonuniform DIF 
in the context of interaction terms. The single-group 
model is expanded to include the Group × Trait 
interaction; however, the interaction term must be 
carefully constructed, and some assumptions, for 
example normality, may be violated (see Woods & 
Grimm).

In the multiple-group CFA model (Figure 
8.2B), much more flexibility is permitted. It is  

possible to relax assumptions of equality on all 
model parameters, including factor loadings, mean 
structures, variances, and residual variances. Even 
the number of latent factors can vary across group. 
Different levels of equality constraints across these 
model parts constitute a hierarchy of factorial 
invariance (e.g., Meredith, 1993). Strong factorial 
invariance is assumed if groups have equivalent τ 
(threshold or difficulty) and λ (factor loading) val-
ues. In general, group heterogeneity is captured by 
relaxing equality assumptions on the mean of the 
latent trait across groups. Uniform DIF is captured 
by relaxing assumptions of equivalence across 
group in the means for the latent response vari-
ables or thresholds for observed categorical vari-
ables. Nonuniform DIF can be captured in relaxing 
assumptions of equivalence of item factor loadings 
across group. However, it is important to note that 
across-group ICCs can be nonparallel if groups 
differ in any element of the factor loadings, vari-
ances for the latent trait, and residual variances for 
the items. B. Muthén (1989b) has therefore argued 
that the definition of nonuniform DIF in terms of 
nonparallel ICCs is overly restrictive. For further 
discussion of the levels (hierarchy) of factorial 
invariance, including issues related to residual 
invariance, see Meredith (1993) and Gregorich 
(2006).

FIGURE 8.2. Multiple indicator–multiple cause (MIMIC; A) and 
multiple-group confirmatory factor analysis (CFA; B) approaches.

1It is possible to model nonuniform DIF in a single-group MIMIC model using missing data techniques. Essentially, if y1 is the studied item, the data 
set is augmented by creating a new variable holding observed values for y1 for members of the reference group and another copy of the variable hold-
ing observed values on y1 for members of the focal group. Nonobserved values are missing. Thus, a test of four items would have five items when 
augmented. Uniform and nonuniform DIF is assessed by relaxing equality constraints on factor loadings and mean structures for the new y1-derived 
variables. Such models require the use of robust full information maximum likelihood estimator algorithms (e.g., Mplus or MLR) because the low 
covariance coverage resulting from augmentation will cause limited-information weighted least squares approaches to fail to return parameter esti-
mates. Model selection algorithms for such an approach have not been described, but one could adapt algorithms developed for other platforms.
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Magnitude and Impact for Item Response 
Theory–Based Differential Item 
Functioning Methods
Because significance tests alone are subject to 
chance findings, and with large sample sizes trivial 
differences in item functioning between groups may 
be significant, effect size or DIF magnitude measures 
are often used in conjunction with statistical tests in 
addition to corrections for multiple comparisons 
(see Teresi, 2006). The impact of item-level DIF on 
the scale is also evaluated. Examination of magni-
tude is important when making decisions about 
whether to remove an item from a measure or to 
consider providing separate calibrations for different 
groups. IRT-based indices of DIF magnitude and 
impact are derived from expected item and expected 
total (test) response functions. Group differences in 
the expected proportion correct (for binary items) 
or the expected item score (for polytomous items) 
are magnitude measures. The item-level expected 
score is the sum (over categories) of the probability 
of response in category k, weighted by the category 
score (e.g., the ordinal code for the category). The 
total scale expected score or true score can be 
expressed as the sum over items of the conditional 
probability of response, and it is a measure of DIF’s 
impact on the entire measure. Measures based on 
this method are described in S.-H. Kim, Cohen, 
Alagoz, and Kim (2007) and Teresi et al. (2007) and 
incorporated into software such as lordif (described 
in Appendix 8.1 and in Choi et al., 2011). Expected 
item and scale scores are central in the area statistics 
and DFIT methodology developed by Raju and col-
leagues (Raju, 1988, 1999; Raju et al., 1995, 2009). 
For binary items, the exact-area methods compare 
the areas between the item response functions esti-
mated in two different groups; A. S. Cohen et al. 
(1993) extended these area statistics for the graded 
response model. The averaged unsigned area differ-
ence between the expected item response functions 
weighted by the studied group density, evaluated at 
various quadrature (θ) points, provides an effect size 
measure (see Raju, 1988; Wainer, 1993; Woods, 
2011). This value is similar to the noncompensatory 
DIF index (Raju et al., 1995) described earlier, 
which provides a magnitude measure with respect to 
item-level data. Differential functioning at the test 

level is the sum of differential functioning at the 
item level and indicates how much each item con-
tributes to differential functioning at the test level of 
the whole. DIF in one item can cancel out DIF in 
another item.

MIMIC models examine the magnitude of DIF 
through examination of the direct effect and impact 
by comparing the estimated group effects in models 
with, and without, adjustment for DIF (Jones, 2006; 
Jones & Gallo, 2002). Changes (before and after 
DIF adjustment) in group differences in mean scores 
on the latent variable can be used to examine 
impact.

In addition to aggregate-level impact, individual 
impact can be assessed by several methods. In the 
context of latent variable models, individual impact 
can be examined by fixing and freeing parameters 
based on DIF findings and examining changes in 
trait scores. In summary, as stated earlier, examina-
tion of magnitude and impact is central to DIF 
analyses.

Differential Item Functioning Detection 
With Longitudinal Data
Sources of invariance may be temporal differences in 
the meaning or interpretation of the construct or 
response scale over time (Golembiewski, Billingsley, 
& Yeager, 1976). For example, in summarizing the 
40-year follow-up of the participants in the Stirling 
County Study, Murphy, Laird, Monson, Sobol, and 
Leighton (2000) described a shift in the thinking 
about depression symptoms and their relevance over 
time. They discuss that from 1952 to the 1990s, the 
prevalence of reporting low spirits declined, and 
other ways of reporting depressed mood, for exam-
ple as feeling low and helpless, increased. Such dif-
ferences in vernacular meaning of items confound 
attempts to address research questions regarding age 
differences and cohort differences. Applied research-
ers, when faced with such a disparity of measure-
ment over time, might be led to discard such items 
in their longitudinal assessment of depressive symp-
toms. The use of IRT models and assumptions of 
partial measurement invariance (i.e., allowing a 
small set of items to have different measurement 
properties over time) would permit the retention of 
items across waves. Differences in the measurement 
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model are built into the analytic model examining 
change over time in level of depression, and depen-
dency of measures over time can be modeled, for 
example, by including a random effect term to 
model the repeated measures in Cai’s (2010) two-
tier method (see also Maydeu-Olivares & Coffman, 
2006). Further discussion of methods for longitudi-
nal invariance is beyond the scope of this chapter 
but is presented in the applied literature on SEM  
by McArdle, Fisher, and Kadlec (2007; see also 
Chapter 12, this volume).

DISCUSSION

The absence of measurement bias is a prerequisite for 
valid inferences regarding group differences and indi-
vidual change over time. However, the great many 
approaches to DIF detection and the absence of clear 
guidance in the field regarding magnitude and impact 
are limiting factors in the integration of measurement 
bias research in applied research settings.

Meaning and Importance of Differential 
Item Functioning
Despite several well-characterized statistical proce-
dures for detecting DIF, the field is without practical 
guidance on what magnitude of DIF is important, 
and what to do about it if DIF is determined to be 
caused by item bias. A fundamental problem with 
DIF statistics is that they represent group-level 
effects. Whether the presumed mechanism that 
causes DIF to appear in aggregate analyses of group 
differences is at work in a particular person drawn 
from the group is unknown. A widely disregarded 
aspect of DIF analyses concerns the level of preci-
sion of the instrument used to measure the trait. 
Practical and resource considerations in applied 
clinical and research settings put downward pres-
sure on the length of measurement instruments. In 
general, the shorter the instrument is, the less pre-
cise the individual-level estimates of the underlying 
trait. Statistical evidence of DIF may be revealed in 
large field studies, but the magnitude of detected 
DIF may be small relative to the level of precision of 
the testing instrument. Although to the authors’ 
knowledge, this has not been suggested before, per-
haps the first test of the practical importance of DIF 

is one that expresses the magnitude of bias in under-
lying latent trait estimates as a fraction of the mea-
surement error of the test instrument.

Summary and Conclusion
Recommendations regarding the study of measure-
ment bias can be drawn from various bodies of 
research. First, as shown in the statistical literature 
and summarized by Carroll (2003), errors in vari-
ables can have a large impact on structural relation-
ships in regression models. The effects of the base 
rate and unreliability on sensitivity and specificity of 
measures has been well reviewed in the epidemio-
logical literature (e.g., Dodd & Korn, 2008), and 
more recently Aguinis et al. (2010) studied the 
effects of unreliability and other factors on preem-
ployment tests, concluding that there is a need for 
revival of test bias research. Second, the method 
most commonly used to estimate reliability and, 
unfortunately, to compare measures across groups, 
that is, coefficient alpha (Cronbach, 1951), is inade-
quate for the task. Factors affecting coefficient alpha 
and various forms of the intraclass correlation coef-
ficient, and reasons why they should not be com-
pared in cross-cultural studies, have been well 
discussed (e.g., Feinstein & Cicchetti, 1990; Ham-
bleton, Swaminathan, & Rogers, 1991; Kraemer & 
Bloch, 1988; Teresi & Holmes, 2001). As reviewed 
in a recent series of influential articles in the psycho-
metrics literature (e.g., Bentler, 2009; Green & 
Yang, 2009; Reise et al., 2010; Revelle & Zinberg, 
2009; Sijtsma, 2009), a move toward latent variable 
models and reliability estimates derived from such 
models is recommended. An important point is that 
latent variable models are not a panacea; they must 
be specified carefully. Third, reliability estimates, 
even those derived from latent variable models, are 
not properties of a measure and will change accord-
ing to the groups studied. Thus, even in profession-
ally developed measures, the psychometric 
performance of the measure, including factorial 
invariance, needs to be studied when applied to new 
samples or groups. As reviewed in this chapter, 
there is a complex relationship between measure-
ment invariance and prediction invariance. It is 
important to include the study of item-level mea-
surement invariance as a step in the process of 
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ensuring that measures are equivalent across groups 
differing on characteristics such as race, gender, age, 
and ethnicity.

Borsboom (2006a) has discussed why psychomet-
rics has in general failed to solve major issues in psy-
chological measurement and become part of the 
standard armamentarium of quantitative psychology. 
Borsboom cited work by Millsap (1997), updated in 
Millsap (2007a), demonstrating that a measure for 
which measurement invariance holds will show pre-
diction noninvariance with respect to an external cri-
terion, and when prediction invariance holds, 
measurement invariance will generally not hold. Pre-
diction invariance does not imply measurement 
invariance, and bias in measures can lead to selection 
errors (Millsap, 2007). Despite these results, Bors-
boom pointed out that the official position of the field 
as embodied in the Standards for Educational and Psy-
chological Testing (American Educational Research 
Association, American Psychological Association, & 
National Council on Measurement in Education, 
1999) is that that the primacy of evidence for bias is 
granted to prediction invariance. Hunter and Schmidt 
(2000), on the basis of an extensive review (Schmidt 
& Hunter, 1998), concluded that the issue of item 
bias was resolved and irrelevant for racial and gender 
bias in ability and achievement tests. However, echo-
ing Borsboom, the view advanced in this chapter is 
that the issue of item bias is not dead. Rather, there is 
a need for continued applied examples that are exe-
cuted and interpreted appropriately and that move 
beyond aggregate reports of statistical effects (such as 
DIF statistics) to describe the impact of bias in terms 
of differences at the level of individual score assign-
ment and selection decisions.

APPENDIX 8.1: ITEM RESPONSE 
THEORY–BASED DIFFERENTIAL ITEM 
FUNCTIONING SOFTWARE

SOFTWARE FOR DIMENSIONALITY 
ASSESSMENT

Polychoric and polyserial correlations can be esti-
mated using structural equation modeling packages 
such as MPlus (L. K. Muthén & Muthén, 2012). The 
explained common variance as well as McDonald’s 

omega can be estimated using most software and 
generated from both exploratory and confirmatory 
factor analyses. R software (R Development Core 
Team, 2008) can produce the Schmid–Leiman (1957) 
solution, and McDonald’s omega statistics as well as 
several others recommended by Revelle and Zinbarg 
(2009), are contained in the Psych package developed 
in R (http://www.R-project.org). EQSIRT (E. J. C.  
Wu & Bentler, 2011) can also be used to calculate 
most of the measures. Final loadings can be esti-
mated using software such as MPlus (L. K. Muthén 
& Muthén, 2012) and Item Response Theory (IRT) 
for Patient-Reported Outcomes (Cai et al., 2012).

SOFTWARE FOR DIFFERENTIAL ITEM 
FUNCTIONING ANALYSES

In this section we describe some software that can 
be used for DIF analyses. The field is rapidly 
expanding, and a complete list is unattainable. This 
description provides a discussion of some of the 
more commonly used software approaches in the 
field at this time.

Logistic and Ordinal Logistic Regression
Logistic regression (Swaminathan & Rogers, 1990) 
and ordinal logistic regression (Zumbo, 1999) meth-
ods can be performed with most standard software. 
A modification, IRTOLR (Crane et al., 2004), uses 
estimates from a latent variable IRT model rather 
than the traditional observed score conditioning 
variable and incorporates effect sizes into the uni-
form differential item functioning (DIF) detection 
procedure. Difwithpar (Crane et al., 2006) allows 
the user to specify the criteria for DIF, for example, 
statistical tests of uniform and nonuniform (Swami-
nathan & Rogers, 1990) and effect size modification 
based on changes in the pseudo-R2 in nested models 
(Zumbo, 1999) or a change in the coefficient crite-
rion for uniform DIF (Crane et al., 2004).

IRTOLR
Lordif (Choi, Gibbons, & Crane, 2011) incorporates 
several logistic and ordinal logistic regression mod-
els that condition on a latent variable. On the basis 
of the difwithpar framework (Crane et al., 2006), 
lordif was developed to perform ordinal logistic 
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regression with an iteratively purified IRT trait esti-
mate as the matching criterion. A Monte Carlo sim-
ulation approach permits empirically derived 
threshold values and effect size and impact measures 
(Kim, Cohen, Alagoz, & Kim, 2007). Lordif uses ltm 
(Rizopoulus, 2006, 2009) to obtain IRT item param-
eter estimates for the graded response model (Same-
jima, 1969) and the Design package for ordinal 
logistic regression.

Differential Item Functioning  
With Rasch Models
The conditional maximum likelihood estimation 
procedure for extended Rasch modeling (Mair & 
Hatzinger, 2007a, 2007b), including Wald tests 
(Glas & Verhelst, 1995) and the Andersen (1973) 
likelihood ratio tests, can be found in the eRm pack-
age in R (R Development Core Team, 2008). The 
displacement values can be requested by using Win-
steps (Linacre, 2005, 2009). Many other software 
packages can be used to conduct Rasch analysis, for 
example, Rasch unidimensional measurement mod-
els (Andrich, Lyne, Sheridan, & Luo, 2003).

Item Response Theory Log-Likelihood 
Ratio Modeling
The IRT log-likelihood methods for DIF tests for 
both the dichotomous and the graded response 
models are provided by likelihood ratio tests 
(Cohen, Kim, & Wollack, 1996; Kim & Cohen, 
1998; Thissen, Steinberg, & Wainer, 1993) used in 
IRT Likelihood-Ratio Tests for Differential Item 
Functioning (www.unc.edu/∼dthissen/dl.html) and 
MULTILOG (Thissen, 1991, 2001).

IRTPRO
IRTPRO (Cai et al., 2009, 2012) includes bifactor 
and multidimensional item response models and 
tests of model assumptions. In the context of DIF 
testing, it incorporates the Wald test (Lord’s [1980] 
chi-square) for testing DIF across multiple groups 
(see also Langer, 2008) but with more accurate 
parameter error variance–covariance matrices  
computed using the supplemented expectation–
maximization algorithm (Cai, 2008). Contrasts 
among several groups can be performed using  
R. Graphics for the test characteristic curves and 

information functions are provided. The likelihood 
ratio test using the IRTLRDIF anchoring approach is 
incorporated; however, this process is relatively 
labor intensive and, given the asymptotic equiva-
lence of the logistic regression and Wald tests, prob-
ably not efficient. The Wald test uses an anchor-all, 
test-all method; however, purification steps can be 
introduced by additional runs selecting anchor sets 
without DIF. The two-tier full-information maxi-
mum marginal likelihood factor analysis model 
(Cai, 2010), used to test hypotheses relating to DIF 
in a variety of study designs, is available in IRTPRO 
(Cai et al., 2012) and MEDPRO (Thissen, 2009).

Differential Functioning of Items  
and Tests
The noncompensatory DIF effect size measure and 
the contribution of the item-level DIF to the total test 
(the differential functioning at the test level index) 
can be found in differential functioning of items and 
tests (Oshima, Kushubar, Scott, & Raju, 2009).

Multiple Indicator–Multiple Cause  
and Multiple-Group Confirmatory  
Factor Analysis
Parameter estimates for multiple-group confirmatory 
factor analysis models can be obtained with Mplus 
software. A robust parameter estimation procedure 
is based on a mean- and variance-adjusted weighted 
least squares procedure (B. O. Muthén, du Toit, & 
Spisic, 1997; L. K. Muthén & Muthén, 2012). Mplus 
models can be estimated using sampling weights.

EQSIRT
EQSIRT (E. J. C. Wu & Bentler, 2011) includes tra-
ditional approaches to structural equation modeling 
estimation as well as those common to IRT. Similar 
to the IRTLR, EQSIRT constrains all parameters to 
be equal and tests the equality constraints for signifi-
cant DIF. Parameter change is examined using the 
Lagrange multiplier (C.-P. Chou & Bentler, 1990). 
Additionally, differences in location parameters 
between reference and focal groups can be tested in 
a nonlinear mixed IRT model with a group covariate 
(Rijmen, Tuerlinckx, De Boeck, & Kuppens, 2003). 
EQSIRT includes the capacity to evaluate magnitude 
and impact.
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C h a P t e r  9

TEST dEvEloPmEnT STrATEGIES
Neal M. Kingston, Sylvia T. Scheuring, and Laura B. Kramer

Strategy is an often misused term. Strategy is a plan 
of action designed to achieve high-level goals. Strat-
egy focuses on the big picture and the long term. 
Good strategies seldom change. Tactics, however, 
are ways of accomplishing strategy. Tactics change 
with circumstance. In business or the military, tac-
tics are designed to seek out weaknesses in an ever-
changing landscape. In research and development, 
tactics should change to take advantage of new 
methods or new market forces. This chapter focuses 
on test development strategy but also considers 
high-level tactics that might be used to implement 
the chosen strategies. Other chapters provide detail 
about test development tactics (e.g., Chapters 13, 
14, 16, 18, and 20, this volume).

With this definition in mind, the goals of test 
development are usually to create a measure that 
best supports intended inferences users will make 
from test scores. Those intended inferences will 
vary, and thus strategies will vary. A test may be 
designed to select people for a limited number of 
positions, as is often the case with college admis-
sions tests or employment tests. A different test 
might be designed to provide feedback that improves 
instruction. A third test might be needed to support 
inferences regarding optimal treatment for a person 
who has a mental illness. The test development strat-
egies for each of these tests would be different.

There are many types of tests, including ability, 
achievement, interest, and personality tests. Any of 
these types can exist as a single measure or as a bat-
tery of related tests. An example of some test devel-
opment strategies (or an element of such strategies) 

is facilitating the comparison of examinees (a) with 
others (norm referenced), (b) against a standard 
(domain referenced, criterion referenced, or stan-
dards based), or (c) with other attributes they pos-
sess (ipsative).

In addition to the form of the comparison, score 
interpretation can be based on what an examinee 
can do at the present, or it can be a prediction of 
what the examinee will do in the future. Test devel-
opment strategies for each type of test have many 
similarities but also important differences. This 
chapter focuses on the most common strategic 
approaches in the test development enterprise but 
does not cover all possibilities.

Thoughtful test development will begin with the 
end in mind. What questions should be answered 
with the test results? What are the desired outcomes 
of the test? Will the test be used to change practices, 
gain information, or implement rewards or conse-
quences? What inferences are anticipated to be 
drawn from the test results? Will the scores be used 
for diagnosis, to rank order examinees, or to sort 
them into categories? What is the nature of the 
reports that need to be provided? Will the data be 
reported for an individual, disaggregated into sub-
groups, or reported at the population level only? 
Will a single score be extracted, or are there multi-
ple facets on the test from which information must 
be derived? If these issues are not faced from the 
beginning, it could result in a test that does not 
deliver what is needed.

Regardless of the type of test being created, an 
effective test development strategy begins with a 
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coherent test design. Once there is a well-designed 
assessment, test development is a matter of develop-
ing test items (or selecting items from an existing 
pool) according to the blueprint and schedule. In 
addition to item writing, sufficient time must be 
allocated to item editing as well as reviews for con-
struct clarity, accuracy, age appropriateness, consis-
tency of style (content review), and appropriately 
balanced cultural, socioeconomic, and gender per-
spectives (bias review). Some reporting designs may 
require that time be set aside for standard-setting 
procedures. Once items have been reviewed and 
developed, piloting, field testing, and final forms 
selection are performed, culminating in a test in 
which the content supports the intended inferences 
(validity) and psychometric reliability.

STRATEGIC APPROACH TO TEST DESIGN

Coherent test design requires incorporation of infor-
mation across multiple disciplines, including psy-
chometrics, technology, content development, 
finance, and project management. The greatest 
errors in test design are usually the result of ignor-
ing information from one or more of these major 
disciplines. In addition to considering information 
across these disciplines, test design incorporates an 
understanding of the evolution of the assessment 
over time.

Well before item writing or item selection from an 
existing pool of items begins, a test design should be 
developed. A good test design addresses the following:

■■ a definition of the construct to measure;
■■ a detailed description of the target population;
■■ gender balance;
■■ socioeconomic status distribution;
■■ educational background;
■■ reporting requirements;
■■ description of the audience for each report;
■■ scores and subscores that will be provided (e.g., 

raw scores, scale scores, percentage correct, 
percentiles);

■■ interpretive information to be provided to each 
audience to meet the measurement goals;

■■ relative or absolute timeline of availability for 
each report (e.g., immediately, after 6 weeks of 

operation, after 1 year of operation, after 1,000 
test takers have taken the test);

■■ measurement domain for each report, if it not the 
same as the measurement domain for the over-
all assessment (e.g., whether group reports will 
provide information on subdomains or change 
scores not reported on individual reports);

■■ population range for each report (individual, 
subpopulation, or total population);

■■ administration requirements (e.g., such as indi-
vidual vs. group, time limits, and stopping rules);

■■ test delivery options to be made available (e.g., 
online, paper and pencil);

■■ allowable tools or manipulatives (e.g., rulers, cal-
culators, spell check, highlighters, graph paper, 
or scratch paper);

■■ accommodations to be supported;
■■ underlying psychometric model;
■■ item ordering (linear, testlet, item by item, self-

adaptive, matrix, or mixed models);
■■ content range, number, and type of each item 

to be included on the test (e.g., multiple choice, 
short answer, essay, performance tasks);

■■ item-scoring approach (e.g., answer key, latent 
semantic analysis, human application of rubrics);

■■ item-score aggregation approach (e.g., number cor-
rect, formula scoring, item response theory [IRT] 
pattern scoring, objective performance index);

■■ scaling (e.g., setting means and standard devia-
tions, area transformations);

■■ statistical methods that will be used to evaluate 
students’ responses;

■■ a blueprint for test construction;
■■ the number and organization of test sessions 

(sections within the test);
■■ the percentage of coverage for each category to 

be tested;
■■ a detailed description of the part of each category 

to be measured and the type of items to be used 
for each category (i.e., item specifications);

■■ any constraints to be applied to shared stimuli 
(material provided to the test taker that is used to 
perform more than one task);

■■ documentation of the expected evolution of the 
test over time;

■■ a schedule for pilot testing, field testing of items, 
and norming of forms (if required);
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■■ considerations in item or form replacement 
because of item exposure limits or legal rulings 
on item release (e.g., sunshine laws);

■■ a proposed strategy for improving or replacing 
items and forms over time (e.g., stand-alone 
[explicit] or embedded field testing); and

■■ a plan for equating test forms over time.

The more thoughtful and detailed this test design, 
the more likely it is that the resulting test will meet 
its measurement goals.

Creating the Test Design
Test design is all about the validity of the inferences 
a test is intended to support. Every design decision a 
test developer makes should facilitate users’ making 
appropriate inferences about individuals, groups, or 
programs being evaluated on the (at least partial) 
basis of test scores. The keys to an effective test 
design are to know what questions should be asked 
and how to interpret the answers. These questions 
will relate to inferences directly, such as whether a 
test will be used for prediction. Other issues, such as 
administration conditions, will have a somewhat 
indirect effect on inferences. Not all questions are 
pertinent to all types of tests—for example, although 
some issues are common to the design of personality 
and academic achievement tests, some are not. How-
ever, the answers to all pertinent questions will 
affect the quality of the inferences test users will 
make on the basis of test scores.

The questions that follow are organized around 
four categories. Question 1 concerns the purpose of 
the test: predictive or descriptive? Questions 2–7 
concern score reporting. Although reporting is the 
end of the testing process, considering it early helps 
to clarify many decisions that need to be made. 
Questions 8 and 9 concern test administration. 
Administration can place constraints on a testing 
program that need to be considered early. Questions 
10 and 11 consider the social and political environ-
ment in which testing occurs.

1. Will the test be used to predict or to describe?
2. How many scores will the test support?
3. Will the reports compare test takers’ performance 

with each others’, with a specific set of goals 
(standards), or with their own?

4. Will scores be reported for individual examinees, 
groups, or both?

5. Will the test be used to report growth or change 
in the examinee’s performance over time?

6. Who will get reports? Which reports will they 
receive? How will performance data be catego-
rized for each audience?

7. How soon will reports need to be made available 
after testing is completed?

8. Should this testing program be administered on 
computer or on paper?

9. Should examinees have limited time to take the 
test?

10. What are the stakes? How likely is cheating?
11. How transparent should the testing program be?

In the following sections, we address how differ-
ent answers to these questions will shape the test 
design. We also discuss how to determine when 
answers may indicate conflicting measurement or 
development goals. When a given test design 
attempts to meet too many conflicting goals, the 
validity of the resulting information is likely to suf-
fer. In such cases, it may be better to design two or 
more different tests, rather than a single one, to 
reach all measurement goals. It is also useful to 
know up front whether the measurement goals and 
budget or timeline are in direct conflict. Some 
insight is provided here as well.

Will the Test Be Used to Predict  
or to Describe?
If a test will be used to predict the performance of 
test takers on a future criterion, there are two pri-
mary strategies: Build a test to measure (a) general 
characteristics that have been demonstrated to be 
predictive of future performance or (b) current 
achievement in the domain of interest. The former 
approach was used in the United States for the 
development of academic and personnel selection 
tests throughout much of the 20th century and is 
still popular. Stemming from early work on intelli-
gence testing, aptitude tests have been developed to 
have high loadings on general intelligence and spe-
cific verbal and mathematical abilities using item 
types such as analogies, antonyms, and pattern 
matching. People who possess high levels of these 
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aptitudes tend to learn new information faster and 
more readily than those who do not. Examples of 
selection tests that have been used to predict future 
performance on the basis of aptitudes include the 
pre-1994 SAT,1 the GRE General Test, and the Law 
School Admission Test.

Other personal characteristics relate to academic 
success, such as perseverance. These characteristics 
could also be used as the strategic basis for the 
development of predictive selection tests. Unfortu-
nately, the state of the art has not yet advanced to 
the point at which such measures are as near as reli-
able or predictive as tests of aptitude. The Educa-
tional Testing Service has been a leading research 
organization in this arena, with work on a strivers 
index in the 1980s and 1990s and the current gradu-
ate school Personal Potential Index.

Despite relatively low academic aptitude (as 
measured by such tests), some students learn well 
by depending on either unmeasured cognitive 
strengths or the strength of noncognitive factors 
(such as working harder). An alternative to trying 
to measure noncognitive skills directly is to look 
at current achievement, because this achievement 
has likely benefited from these noncognitive attri-
butes. The ACT has used this approach, focusing 
primarily on general reading and the reading of 
science and social studies materials. The post-
2005 SAT Critical Reading component uses a simi-
lar strategy. The GRE Subject Tests have always 
used this strategy, and in most programs for which 
there exists an appropriate Subject Test (currently, 
Biochemistry, Biology, Chemistry, Computer  
Science, Literature in English, Mathematics,  
Physics, and Psychology), they have been shown 
to be more predictive than the General Test. Fur-
thermore, in about half of all programs, GRE  
Subject Tests have also been shown to be more 
predictive than undergraduate grade point average 
(Schneider & Briel, 1990).

Some tests contain elements of both strategies. 
Interest inventories describe an examinee’s current 
interests, but this description can also be connected 
to predictions of future job satisfaction.

How Many Scores Will the Test Report?
Some test developers intend for their tests to measure 
a single construct and report a single score. Examples 
of such tests include the GRE Literature in English 
examination and the Apgar test used to assess the 
health of newborn children. Other tests, such as the 
revised NEO Personality Inventory, the Stanford-
Binet 5, and the ACT, provide multiple scores. A test 
developer will want to report a single score when 
there is a narrowly defined construct or no theoreti-
cal basis or practical utility for multiple scores. For 
many constructs, however, there is either a well- 
supported theoretical basis for subscores, such as the 
Cattell–Horn–Carroll theory of intelligence (Carroll, 
1993) or the Big Five personality model (Digman, 
1990), or empirical evidence in support of diagnostic 
utility, such as for the 16 Personality Factor Ques-
tionnaire (Dana, Bolton, & Gritzmacher, 1983).

True diagnostic assessment must provide infor-
mation that supports differentiated prescription. 
The burden of proof rests with the test publisher to 
show that an appropriate differentiated prescription 
leads to improved outcomes, whether those out-
comes are academic learning, job performance, men-
tal health, or other.

Broad content categories are not usually usefully 
diagnostic. Knowing an eighth-grade mathematics 
student is weak on word problems without knowing 
whether the issue is reading, extracting key informa-
tion, setting up the problems, specific mathematical 
methods, or computation leaves a teacher with too 
little information to efficiently plan an instructional 
intervention. Unreliable scores, based on too few 
items, are also likely to lead to incorrect inferences 
and subsequent actions. The interested reader may 
want to look at the work of Sinharay, Haberman, 
and Puhan (2007) for a proposed statistical 
approach to determining whether subscores might 
be useful. Some possible strategies for creating use-
ful subscores follow, but first a note related to 
reliability.

Reliability has to do with the consistency of test 
scores taken on multiple occasions or with alterna-
tive test editions (see Chapters 2 and 3, this volume).  

1Beginning with the removal of antonym items in 1994 and culminating with the removal of analogy items and the renaming of the verbal measure as 
Critical Reading in 2005, the College Board has changed this aspect of its test development strategy.
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If an individual took a test many times and each 
time obtained a very different score (i.e., the test had 
low reliability), this inconsistency would lead to 
inconsistent inferences (and thus low validity). The 
question remains, How low can reliability be before 
a subscore is no longer useful? To a large extent, the 
answer depends on the consequences of the deci-
sions based in whole or in part on the test scores. A 
test used to determine whether people can practice 
their chosen profession (e.g., to be licensed as a phy-
sician or a lawyer) has severe economic conse-
quences. Alternatively, a test that merely provides 
advice as to what career paths might be of interest or 
an interim assessment that leads to recommenda-
tions about what a student most needs to study has a 
lower degree of consequence.

Because subscores are relatively short, they are 
often significantly less reliable than typical total scores, 
and test developers must often think about ways to 
increase the reliability of subscores. A discussion of 
some ways of increasing subscore reliability follows.

Increase test length. Consider a diagnostic test 
designed to measure test-taker knowledge about 
subtraction. The test can contain many items that 
investigate particular aspects of subtraction, such 
as single digit, double digit without borrowing, and 
double digit with borrowing. How many items are 
sufficient for traditional subscores? One would need 
to look at reliability data to determine the number 
of items. However, if no significant decisions about 
individuals will be made on the basis of the sub-
scores and if both the items were written narrowly 
enough and the scores were based on summing the 
number of dichotomous (right–wrong) responses, 
perhaps as few as six to 10 items would do. Other 
circumstances might require subscores be based on 
40 or more items.

Write distractors to support diagnoses. Consider 
the previously mentioned diagnostic test designed 
to measure test-taker knowledge about subtrac-
tion. One can write incorrect answer choices that 
include the answer an examinee would get if he  
or she did not borrow correctly. If a test item is  
“36 −17 = ___,” examinees who answer 21 or 29 
are both incorrect but are showing different mis-
understandings of subtraction. In the first case, the 

student consistently subtracted the smaller number 
from the larger number. In the second, the student 
did not borrow correctly. This approach can (and 
should) be combined with other approaches.

Include items in more than one score. If a test 
has 60 items and 12 content categories, resulting 
subscores may be insufficiently reliable. However, 
sometimes items tap into more than a single aspect 
of content. Alternatively, as is common in sci-
ence assessments, each item may tap into content 
and process dimensions. Some test developers try 
to overcome this problem by counting each item 
in more than one subscore. If each item counted 
toward two subscores, then each subscore would be 
based on 10 items. On analysis, this approach would 
likely result in higher estimated reliability.

Such an approach has a significant drawback. It 
artifactually increases the correlations among the 
subscores, because for each examinee item error 
variances are added to multiple scores (the source of 
subscore correlations should only be the true 
scores). Artifactually correlated subscores make it 
unlikely that a differentiated prescription will be 
effective. Consider the extreme example in which all 
subscores for an examinee are the same (and thus 
there is a correlation of 1.0 across examinees). The 
resulting subscore information would not be useful.

Use score augmentation methods. Several meth-
ods have been developed to borrow statistical 
strength from items not included in the subscore of 
interest (e.g., Wainer et al., 2001). Such methods 
are statistically more sophisticated than directly 
counting items in more than one score but similarly 
increase the correlation between subscores.

Explore the use of diagnostic psychometric models. 
Diagnostic psychometric models (e.g., Rupp, 
Templin, & Henson, 2010) hold great promise 
for extracting diagnostic information from well-
designed items. Unfortunately, assessment develop-
ers do not yet have much practical experience with 
tests developed using such models.

Investigate the use of models that adapt on the 
basis of potential diagnostic information rather 
than item difficulty. Traditional adaptive testing is 
based on the estimated difficulty of a unidimensional 
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set of items. Diagnostic scores are most needed when 
the assumption of unidimensionality is violated such 
that two examinees with the same total score have 
different instructional needs. Regardless of the use of 
a diagnostic psychometric model, choosing items to 
be administered on the basis of diagnostic consider-
ations is possible, although such methods have not 
yet been developed.

Will Reports Compare Test Takers’ 
Performances With Each Others’, to  
a Specific Set of Goals (Standards), or 
With Their Own?
Test scores accrue meaning as users develop more 
experience making inferences from those scores. 
This process can be accelerated by providing one or 
more forms of reference for those scores, which can 
be done in three common ways. Perhaps the most 
common approach is norm referencing, in which 
examinees are rank ordered and compared with 
each other (see Chapter 11, this volume). Another 
approach that is particularly common in both state 
educational testing programs and licensure and cer-
tification testing is criterion referencing. Criterion-
referenced tests compare each examinee against 
some criterion external to the test itself. Criterion-
referenced tests typically have one or more cut 
scores that divide examinees into different perfor-
mance categories—at the very least into those who 
pass and those who fail. The third type of compari-
son, ipsative, is particularly common in interest 
measurement and certain kinds of personality 
assessments. Ipsative scores rank the strength of 
traits within an individual. Thus, if two individuals 
possess the same rankings, even if one is consis-
tently stronger than the other in all measured traits, 
their scores would be the same.

Each of these approaches requires a different dis-
tribution of item difficulties and other item statis-
tics, and thus a different approach to the blueprint.

Normative. If the test will be used to compare test 
takers’ performance with each others’, the test will be 
a normed reference test (NRT). So how does a need 
for NRT reporting affect the test design? It depends.

To maximally differentiate students when no 
point of the score distribution is more important 

than any other, all items can be of middle difficulty. 
A middle-difficulty item is one for which half  
the population of interest knows the answer. If  
multiple-choice items were used, and examinees 
who did not know the correct answer guessed at 
random, then middle difficulty can be calculated as
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where nc is the number of answer choices.
Thus, with four-choice items, if half of the exam-

inees know the correct answer, one can assume that 
62.5% will answer correctly because one fourth of 
those who do not know the answer will guess cor-
rectly. An alternative approach to designing tests to 
maximize the efficacy of normative interpretations 
uses IRT (see Chapter 6, this volume).

Many tests are used to make important decisions 
in score ranges when there are not many students—
for example, tests used as part of the selection pro-
cess for highly competitive jobs or for placement in 
special education programs. Tests are sometimes 
described as having a “ceiling” or a “floor.” A ceiling 
effect occurs when there is not a sufficient number  
of difficult items to differentiate among very able 
examinees. Rather than being distributed along a 
bell-shaped curve, scores pile up at the high end. 
Similarly, a floor effect occurs when there are too few 
easy items to differentiate among low-proficiency 
examinees. Although a test composed of middle- 
difficulty items will do a good job of differentiating 
among the majority of examinees, it will do little 
good for decisions made at the extremes of the score 
scale. In such cases, it is important to make sure that 
the test covers content over a broad range of difficul-
ties so that the test score scale has enough ceiling or 
floor to differentiate among the examinees for whom 
decisions are being made. If such test takers got most 
of the items correct or most of the items incorrect, 
then one would not be able to effectively distinguish 
them from each other.

Whether one wants to maximally spread out 
examinees or measure well at several places in the 
score scale, IRT (Lord, 1980), assuming its assump-
tions are met, can provide a more precise analysis 
than can classical test theory. Item information 
functions and conditional standard errors of  
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measurement allow one to ascertain measurement 
precision at each point of the score scale. Therefore, 
tests can be built that maximize precision where it is 
needed most.

The most common IRT methods do not always fit 
data that violate the assumption of local indepen-
dence, perhaps because sets of items are based on a 
common stimulus material. Steinberg and Thissen 
(1996) demonstrated that testlet response theory 
(Wainer & Kiely, 1987) could be used to improve the 
measurement of a short Recent Victimization Scale.

In addition to the impact on the blueprint, the 
choice of norm-referenced interpretations might 
also have an impact on reporting timelines; it is best 
to delay reporting of test scores until a sufficiently 
representative population of test takers has taken 
the test. If immediate reporting is required on the 
day the test is made operational, then a field test and 
norming will need to be done with a representative 
population before the test is made operational.

There are additional questions the test developer 
should ask. For the population to be measured, 
what will the distribution of test-taker performance 
likely be? Are test takers expected to be mostly high 
performers, low performers, or normally 
distributed?

If the test will be used to select the most able 
examinees (e.g., for scholarships or jobs for which 
the applicant pool is large), there will need to be 
enough difficult content to distinguish among these 
high performers. Similarly, if the test needs to differ-
entiate among low performers, there will need to be 
more easy items. In other words, wherever the most 
precise comparisons are needed is where the most 
items are required.

Criterion referenced. If the test will report profi-
ciency on a set of standards, then the test will be a 
criterion-referenced test (CRT). Again, the primary 
development impact here will be on the blueprint. 
The number of items on a CRT is very dependent on 
the type of reporting needed.

First, when creating a CRT, one needs to deter-
mine how many cut points one wants to have (see 
Volume 3, Chapter 22, this handbook, for more 
detail on standard setting). Will a single standard 
(such as pass–fail) be set, or will multiple categories 

of proficiency for test takers (e.g., basic, proficient, 
advanced) need to be reported? If only a single pro-
ficiency level needs to be reported, then most of the 
items on the assessment should be designed to test 
knowledge and skills near the proficiency level 
(just below, on, and just above). If test takers need 
to be classified into multiple proficiency levels, 
items will need to maximally discriminate near each 
of the levels that will be reported, keeping in mind 
that the more items near a proficiency level deter-
mination, the more reliable the measurement of 
that level.

If setting multiple cut scores, it is important to 
have not only good measurement precision around 
the cut points, but also a sufficient number of items 
in general so that interpretations of the scores make 
sense. If there are five levels of proficiency and a 
20-item test, even with fairly high levels of measure-
ment precision, interpreting the difference in perfor-
mance between adjacent levels can be difficult and 
misleading. Additionally, the test must have enough 
items so that none of the cut points fall within the 
chance range. If the previous hypothetical 20-item 
test was a four-option multiple-choice test, examin-
ees would be expected to get five items correct just 
by chance. Thus, the lowest cut point would need to 
be at least six items to avoid having someone be able 
to meet a standard that indicates a level of profi-
ciency merely by guessing at random or by answer-
ing C to all 20 questions.

Norm referenced and criterion referenced. It 
is possible, and increasingly common, to provide 
criterion-referenced and norm-referenced interpre-
tations for a single test form, although it is difficult 
to do both well because the strategies to support 
each sometimes conflict. When attempting to pro-
vide both types of score referencing, one might 
decide to make the test significantly longer than 
would otherwise have been the case and thus have 
items that address each goal. When combining 
these reporting types, not all items need to report 
to both scales. If there is a high-performing group 
of test takers that needs to be differentiated in the 
NRT report, it may be necessary to include more 
difficult items than would be necessary for a CRT 
assessment. It may also be possible (and potentially 
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beneficial for cost purposes) to embed an existing 
NRT test, which has already been normed for the 
population, into the CRT assessment (although 
some experts have questioned the appropriateness 
of the norms in such cases), which is called an aug-
mented NRT. By doing this, NRT information can be 
reported without the expense and time required to 
separate norming studies. However, there may be 
a mismatch between the NRT being used and the 
CRT standards. If that is the case, it may be benefi-
cial to exclude some of the items used for the NRT 
reporting from the CRT reports. Note that if the 
mismatched items are removed from the NRT por-
tion of the test entirely, then the same comparisons 
can no longer be made, nor can the same inter-
pretations be drawn from the complete NRT. The 
interested reader is referred to Chapter 11 in this 
volume for more information on the construction 
of norms.

Ipsative. In many cases, test developers prefer 
intraindividual comparisons. When people have to 
make life choices, they must often depend on their 
greatest strengths or interests, regardless of how 
those strengths or interests compare with those of 
others. For example, a person who prefers working 
with people more than with numbers may feel better 
off pursuing a career working with people, regard-
less of whether there are others who prefer working 
with people even more strongly.

Many tests have been developed to require ipsa-
tive interpretations as a by-product of certain test 
development challenges rather than as an inherent 
preference for intraindividual comparison. Specifi-
cally, social desirability can be a problem in mea-
sures of interest and personality. In the attempt to 
minimize such challenges, some test developers 
have chosen a forced-choice format (between 
choices matched on social desirability). Evidence 
has suggested that this forced-choice approach does 
not effectively deal with issues such as social desir-
ability, perhaps only hiding them (Baron, 1996). 
Moreover, Baron (1996) also synthesized the litera-
ture that showed that a forced-choice format causes 
artifactual negative correlations among items, which 
in turn makes traditional forms of psychometric 
analysis suspect.

Will Scores Be Reported for Individual 
Examinees, Groups, or Both?
Who gets reports will have a significant impact on the 
potential coverage of the testing domain in the blue-
print. Some approaches are effective only when 
reporting group performance. The interested reader is 
referred to Volume 3, Chapter 23, this handbook for a 
detailed description of score reporting considerations.

Design considerations when reporting individual 
performance. One important consideration for 
testing programs reporting scores of individual stu-
dents is score comparability. Score comparability 
is facilitated when everyone takes exactly the same 
items in the same order. Also, such an approach is 
less expensive than having multiple forms. With 
multiple forms, more items need to be developed, 
and additional analyses, especially equating, need to 
be performed. Unfortunately, when individual scores 
are reported, examinees are sometimes tempted to 
look at their colleagues’ responses. One strategy test 
developers may choose to use is the deployment of 
multiple forms at each administration.

The multiple form strategy can be implemented 
in a variety of ways. The simplest version is to create 
forms built to the same test specifications but that 
contain completely different items. Additional com-
plexities arise because, to ensure equity, these forms 
need to be equated. Equating requirements can have 
a significant effect on test design. These consider-
ations are beyond the scope of this chapter, but we 
refer the interested reader to Chapter 11, this  
volume as well as to Holland and Dorans (2006)  
and Kolen and Brennan (2004, Chapter 8).

Rather than go the expense of additional item 
development, an alternative is to use the same items 
but in a different order. Studies of item context 
effects (e.g., Kingston & Dorans, 1985) have shown 
that changing the ordering of items can change their 
difficulty. In their study of GRE test takers, these dif-
ferences were usually small, and small increases in 
difficulty for some items were typically counterbal-
anced by decreases for others. This issue is still not 
well studied, so it might be important to equate 
forms for which the item ordering has been changed.

A third alternative would be to change the order 
of the options within items, regardless of whether 



Test Development Strategies

173

the items themselves were administered in the same 
order. There are reasons to believe that the order of 
options will make a difference in item performance 
(Haladyna, Downing, & Rodriguez, 2002), but this 
question has not been well researched. Impara and 
Foster (2006) provided a detailed description of 
item and test development strategies to minimize 
opportunities for cheating.

Design considerations when reporting group  
performance. When providing only group perfor-
mance reports, there is no need to require that each 
test taker provide responses for the entire domain. 
A matrix sampling approach can be used, such as 
the balanced incomplete block design used by the 
National Assessment of Educational Progress and 
other programs (van der Linden, Veldkamp, & 
Carlson, 2004) to extend content coverage. Instead 
of testing each individual on the entire domain to be 
measured, there is the option of providing each test 
taker with a matrixed test that includes only a sub-
set of the items to be measured for the entire group. 
These matrixed tests should be randomly assigned 
to test takers to preserve the validity of inferences 
regarding group performance. This approach will 
not reduce item development requirements, but 
it will decrease the testing time required for each 
individual test taker. An entire group, however, 
must complete the test before performance can be 
reported.

Design considerations when reporting both indi-
vidual and group performance. Each test taker 
will need to be tested on the entire domain to be 
reported on individual reports. It is possible to 
include a matrix part of these assessments. Either 
the matrix part should cover the entire domain (but 
with increased item sampling), weighting should be 
used to maintain the domain specification, or the 
matrixed component should be used only to esti-
mate group score distributions and not count toward 
individual scores.

This is not to say that the entire test must consist 
of items that cover the exact same content. If the 
content is sufficiently broad and deep that a single 
test taker could not be tested on items that cover 
every possibility, the matrix can be at a more specific 
level. For instance, a blueprint for a science test 

might specify that each form of the test have two 
items on the topic of wave properties of heat, light, 
and sound. Clearly, it would be difficult to have 
three subtopics within wave properties covered by 
only two items. However, there may be a need to 
report on how test takers do on all three subtopics. 
In this case, three forms of the test can be developed 
to cover the topic thoroughly: One form might test 
heat and light, a second form might cover heat and 
sound, and a third form might have questions on 
light and sound. Each test taker would then be 
tested on a random sample of subtopics from the 
superordinate topic, which is sometimes referred to 
as random domain sampling. An additional bonus is 
that for purposes of higher level reporting (such as a 
school district), there are now three times as many 
questions from that domain.

When using matrixed forms in this fashion, great 
care must be taken to ensure that the forms are par-
allel in terms of the topics covered (in the earlier 
case, each form had two items from the topic of 
wave properties of heat, light, and sound) and statis-
tically equivalent at the level of reporting. It is 
highly unlikely that the three pairs of two items 
used in that earlier example will all have the same 
difficulty, but it is also unlikely that anyone would 
consider reporting on only two items. More likely, 
the test would provide an overall science score, in 
which case the test forms would only need to be 
equated at the total test score level. The test might 
also provide information on certain categories of sci-
ence knowledge, such as physical science, life sci-
ence, and earth science. In that case, the heat, light, 
and sound items mentioned earlier would be part of 
the physical science subtest, which could be equated 
to all other forms’ physical science subtests.

Will the Test Be Used to Report  
Growth or Change in the Examinee’s 
Performance Over Time?
The literature regarding the psychometric difficulty of 
accurately measuring individuals’ growth is well estab-
lished (see, e.g., Gulliksen, 1950; Lord & Novick, 
1968). Accurately measuring the growth of groups is 
easier because error is divided by the square root of the 
sample size. Regardless, political pressures and par-
ents’ desire for measures of their children’s academic 
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growth require attention, and different test develop-
ment strategies can be used to approach this issue.

Statistical challenges to measuring change arise 
because in assessing change as the difference in  
performance on two occasions, true scores from the 
first occasion are subtracted, whereas error scores are 
added. Thus, the reliability (ratio of true score to true-
plus-error scores) of a difference score is very low, 
regardless of the magnitude of the original measure’s 
reliability. The only factor that ameliorates this issue 
is the correlation between what is tested on the first 
and second occasions. Perhaps counterintuitively, 
growth scores tend to be more reliable the lower the 
correlation between the constituent measures is.

The narrower the content measured, the more 
likely it is that the correlation between scores on the 
first and second occasions will be high and thus that 
the growth scores will have low reliability. The wider 
the content, the more likely the test will be to cover 
material that was not taught in class or addressed in 
therapy, meaning that the change is not closely 
related to educational or treatment programs of inter-
est. A psychometrically better (but perhaps logisti-
cally or politically not viable) strategy is to increase 
the period of time between occasions, thus allowing a 
greater variability (and correspondingly lower corre-
lation) between true scores on the two occasions.

Chapter 12 in this volume presents a much more 
complete description of the issues and approaches 
associated with measuring change. Regardless of the 
approach used to produce change scores, the reader 
should follow Lord and Novick’s (1968, p. 76) 
exhortation to always provide an estimate of the 
variability (standard error) of an individual’s change 
or growth score.

Who Will Get Reports? Which Reports 
Will They Receive? How Will Performance 
Data Be Categorized for Each Audience?
The test developer must not only determine all of 
the reports the test will support but also who will 
receive each report. This is important to make sure 
that the reports will be meaningful to the target 
audience. All of the information provided on the 
reports must be gathered, either with item responses 
from test takers or from survey information about 
the test takers. Make sure to gather all of the  

demographic data that will be needed for each audi-
ence to interpret scores.

Test results should be accompanied by an inter-
pretive guide that helps examinees and other con-
sumers of the data understand the meaning of the 
test results. A basic interpretive guide will dissect 
the report, section by section, and describe what 
each element means in plain language. A good inter-
pretive guide will go a step further and provide 
information not only about what the results can tell 
readers, but also about what the results cannot tell 
readers as well as provide any needed caveats or 
cautions about overinterpretation of the test results.

Harvey (Volume 2, Chapter 3, this handbook) 
and Hambleton and Zenisky (Volume 3, Chapter 23, 
this handbook) provide more information about 
reporting results in psychological and educational 
settings, respectively.

There are additional questions the test developer 
should ask. How will the audience need to group 
performance? What subpopulations will be mean-
ingful for this audience? If one is providing reports 
to people who will need to compare subpopulations, 
such as schools or ethnic groups, it is important to 
make sure that these data are available in the report-
ing system. If the data are not already available, then 
they will need to be gathered separately and merged 
with other data. If, for example, the reporting audi-
ence wants to group students by how many hours 
they spent preparing for the test, then that question 
would likely need to be asked in a survey, either at 
the beginning or at the end of the assessment. The 
challenges of merging data from different sources 
should not be taken lightly.

How Soon Will Reports Need to Be Made 
Available After Testing Is Completed?
The speed with which test results must be returned 
could have a big impact on the selection of the item 
types to include. This requirement may also have a 
big impact on the types of technology needed for 
administration and scoring. Finally, the answer to 
this question may lead to use of different statistical 
methods and procedures in developing tests.

If scores are needed right away, the blueprint 
should include only item types for which there is 
technology or an administrator to support immediate 
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scoring. Immediate reporting will not be possible if 
the blueprint includes item types that require 
responses that must be hand scored, unless such 
scoring can be done immediately by people available 
at the time of testing.

When simply reporting percentage or number 
correct for immediately scorable items, then scores 
can be provided right away for individuals. The pro-
vision of percentiles and percentile ranks will usually 
require delaying reporting until after normative data 
are first collected. If reporting equated scores, either 
a preequating method will need to be used (see, e.g., 
Kolen & Brennan, 2004) or it will be necessary to 
take the time to equate once data from the first 
administration of a new form are gathered. If report-
ing performance categories, standards setting will 
need to be conducted before results can be reported.

Tests for which immediate reporting is necessary 
require some additional up-front planning and extra 
quality control procedures. Generally, items are field 
tested before use; that is, items are administered to a 
group of examinees that is similar to the intended 
test-taking population. Field testing serves dual pur-
poses: to weed out bad items that may be ambiguous, 
biased, or misaligned and to collect data on how the 
items perform psychometrically. See the subsequent 
section on field testing as well as Chapter 7, this vol-
ume. The data collected on the items during the field 
test can be used to create statistically equivalent 
forms, develop raw-to-scale score conversion tables 
using either classical or IRT scaling, and predict dis-
tributions of test scores for normative purposes. The 
amount of faith put into using field test results for 
these purposes should be a function of the severity of 
the stakes associated with the test score and the con-
trol one has over the field test administration.

If delivering the test via paper and pencil, rapid 
scoring and reporting may still be able to be pro-
vided if using a rubric and local hand-scoring option 
or, for selected responses, hand scoring, an optical 
reader (a scanner for bubble sheets), or a local scan-
ning plus Internet option.

Should This Testing Program Be 
Administered on Computer or on Paper?
The choice of test administration approach— 
individual, group paper, group computer based—

needs to be driven by program goals, not the other 
way around. The following considerations will help 
guide decisions.

Administration cost. On the surface, this con-
sideration appears to be a no-brainer. Group 
administration of paper-based selected-response 
tests is very cost effective. Permanent adminis-
tration centers are usually not needed. When all 
examinees can take the test at or about the same 
time, only a single test form might be neces-
sary. Using this model, the PSAT is administered 
to about 3 million students in a single day at a 
cost (for the October 12, 2011, administration) 
of about $14 a student (as opposed to $160, the 
2010–2011 price for the computer-administered 
GRE General Test, which is administered to 
500,000 examinees a year).

However, other factors can lead computer-based 
testing to be a more cost-effective mechanism. Segall 
and Moreno (1999) reported on several cost analy-
ses performed by the military to determine the eco-
nomic feasibility of a computer-based Armed 
Services Vocational Aptitude Battery. It is important 
to note the wide variety of factors that affected cost, 
which included savings of administration time, the 
impact of flexibility in test starting times, and cost 
savings associated with selecting more qualified 
recruits (because of increased reliability).

Flexibility of administration dates and times. 
Individual administration and computer-based test-
ing in dedicated centers provide the most flexibility 
for on-demand testing. Group-administered tests 
gain their cost efficiency by bundling as many exam-
inees as possible on each test date.

Test reliability for a given administration time. It 
is often stated that computerized adaptive tests are 
more reliable than paper or computer-administered 
linear tests. This is a misstatement. One can always 
build a linear test of equal reliability to an adap-
tive test. However, computerized adaptive tests, 
whether the adaptivity is after each item or after a 
testlet (small set of items), are more reliable than a 
linear test per item or per unit time. Adaptive testing 
avoids administering noninformative items (items 
that are so easy or so hard that they add little to 
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what one knows about the examinee). A cost analysis  
is required to determine the value of the time sav-
ings for a specific testing program.

Item types. Computers can administer and score 
item types that are hard or expensive to adminis-
ter and score on a paper-based test. Use of non–
selected-response item types can be desirable for 
many reasons. In some cases, the validity arguments 
for the construct of interest have been seen to 
require free-response items, as has increasingly been 
the case for measures of writing proficiency. The 
abilities to recognize good writing and produce good 
writing, although related, are not the same.

Another common validity relates to the back-
solving issue for certain quantitative problems. Con-
sider the problem of solving a quadratic equation. A 
quadratic equation takes the form ax2 + bx + c = 0 
and is important in several areas of applied mathe-
matics. There are two primary ways to solve qua-
dratic equations—factoring and using the quadratic 
formula, which is

x
b b ac

a
=

− ± −2 4

2
.

Consider a multiple-choice item asking for the 
solution of the following relatively simple quadratic 
equation:

For what values of x is the following qua-
dratic equation correct?

4x2 + 2x = 0
a. −½ and 0
b. −¼ and 1
c. 0 and 1
d. 0 and 2

Rather than solving the quadratic equation in a 
way in which one would need to if there were an 
infinite number of possible answers (as is the case 
with many mathematics problems), there are only 
five possible values that need to be checked for cor-
rectness. Plugging each of the five values into the 
left-hand side of the equation quickly allows exam-
inees to determine the correct answer regardless of 
their ability to factor or to know and be able to use 
the quadratic formula. Back-solving quadratic equa-
tions is a different construct than solving them.

Other times, because teachers often model 
instruction after items in high-stakes tests, consider-
ation of the instructional consequences of using 
only selected-response items may lead to inclusion 
of more complex item types.

In some cases, the (at the time) greater efficiency 
of using scannable documents moved some personal-
ity and interest assessments away from their original 
sorting method (see Block, 1961/1978) to a two-or-
more-choices selected-response method. Computers 
could readily support such sorting methods.

Regardless of the reason for using non–selected-
response item types, their inclusion will require sev-
eral decisions. Some testing programs choose to use 
human graders. To ensure consistency, this will 
require careful preparation of scoring guides (rubrics) 
and often exemplar responses and training materials. 
Sometimes human graders are available at no expense 
to the program (such as the historical New York State 
Regents Examination program, in which classroom 
teachers were required to grade their own students). 
Other times, grading sessions are looked at as a pro-
fessional development activity and held at a central 
location with value that compensates for the expense.

An alternative to human grading is computerized 
scoring. Depending on the type of question, different 
approaches have been used (Koul, Clariana, & Salehi, 
2005; Williamson, Almond, Mislevy, & Levy, 2006).

Items that require a numerical response can be 
scored by matching against the correct answer. 
Acceptable ranges of responses can be used if the 
problem requires them (e.g., any answer between 
3,996 and 4,004 is counted as correct). The scoring 
engine can be set to reduce answers into a common 

form so that 3
1

3
, 
10

3
, or any number between 3.33 

and 3.3333333 is counted as correct.
Responses to short-answer questions can be 

checked against a list of acceptable responses, which 
might include common misspellings. Drag-and-drop 
questions (a computer-based item type for which 
users must drag objects to the appropriate part of 
the screen, such as placing astronomical objects into 
their appropriate place in a sky map) can be 
matched against the boundaries of acceptable place-
ment. Computerized sorting of items would be one 
form of drag-and-drop item.
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One common method used for the computer-
based scoring of essays is latent semantic analysis, 
which is a statistical approach that, in essence, com-
pares the use of words in the essay being scored 
with those in a target packet of previously scored 
essays and predicts what score would be given by a 
human grader. One concern with latent semantic 
analysis is whether, with a little training, examinees 
could be coached on how to improve their score 
without a concomitant improvement in the quality 
of their writing (Powers, Burstein, Chodorow, 
Fowles, & Kukich, 2002). This problem is unlikely 
for low-stakes tests because the incentive for such 
cheating is low.

Should Examinees Have Limited Time  
to Take the Test?
Time can be a factor in test administration for two 
reasons. Often the logistics of test administration—
issues such as administration center availability and 
cost—can limit the time available for a testing ses-
sion. Alternatively, the construct of interest may be 
inherently time dependent (such as typing speed).

The amount of time available for testing will 
have a significant impact on the number of items 
able to be presented to each test taker. Reading 
time—or, more generically, time to interact with the 
stimulus—must be included in the estimated testing 
time. More than one test has run over the predicted 
testing time when the time to read passages, scan a 
map, or read a table was not considered in the  
estimates. If one wants to include the time that test 
takers require to answer questions as part of the 
construct, the testing time should be tailored so that 
the time-proficient test takers will complete the 
assessment and the non–time-proficient test takers 
will not. One must keep in mind that average read-
ing speed varies with age. Although initial estimates 
for each item should be made during development 
(on the basis of the number of words and complex-
ity of the tasks), it is usually a good idea to time test 
takers during the pilot- and field-testing stages of 
development to get a more accurate estimate of test-
ing times.

One rule of thumb for speededness is based on 
(a) the last item to which 100% of the examinees 
responded (expressed as the percentage of items) 
and (b) the percentage of examinees who responded 
to the last item. For many decades, the Educational 
Testing Service used as a rule of thumb that a test 
was speeded if 100% of the examinees responded to 
fewer than 75% of the items or fewer than 80% of 
examinees responded to the last item (Swineford, 
1974). These measures assume examinees move 
through a test in a linear fashion, which is increas-
ingly unlikely to be true given the proliferation of 
test preparation books and courses that advise 
against that test-taking strategy.

Even if the test will not be timed, the testing time 
should be estimated. Test users will want to know 
how much time to allocate to testing for logistical 
planning. However, it is often not a good idea to have 
a completely untimed test because some test takers 
will perseverate well beyond what is necessary.2

If building an adaptive test, testing time may vary 
dramatically across test takers. This variation may 
be caused by significant differences between initial 
ability estimates and actual test-taker abilities. Test-
taker times may vary for diagnostic testing by as 
much as 5 hours when the student’s assumed level 
was significantly above or below the student’s actual 
ability. The trade-off in such cases is reliability of 
the report versus the number of items or tasks that 
must be presented to the test taker. If a significant 
variation in test-taker ability is expected, the test 
may have the same issue.

What Are the Stakes? How Likely  
Is Cheating?
If high-stakes decisions will be made on the basis of 
the test, the test will probably need to be adminis-
tered in a secure, proctored environment. Proper 
proctoring is not intuitively obvious. The test 
should have a manual that describes appropriate 
security for all stages of the testing process, includ-
ing shipping, storage, administration, and retrieval 
or destruction of secure materials after the 
administration.

2When Neal M. Kingston was associate commissioner for curriculum and assessment for the Kentucky Department of Education, he was made aware 
of a student who spent 4 days responding to constructed response questions expected to be answered in 1 day. The student’s answers were excellent 
but went well beyond what was required to demonstrate excellence.



Kingston, Scheuring, and Kramer

178

If the test is to be a secure test, one must make 
sure that the items are also secure during develop-
ment. For example, in a state testing program, deliv-
ering the test in a secure environment is of little use 
if the lack of security during the development pro-
cess led to many teachers having copies of the tests 
in their drawers.

If the stakes are high enough that cheating is 
likely to become a significant issue, multiple parallel 
forms can be created of any linear tests being devel-
oped to help address this issue. It is also a good idea 
to have a form in reserve in case one or more forms 
of the test are exposed (either intentionally or acci-
dentally) before administration. Providing multiple 
forms with items in differing orders can help mini-
mize cheating if test takers will be sitting next to 
each other during administration. When doing this, 
developers must make sure not to cause item order-
ing differences between test takers on item sets. For 
example, reading passages often take advantage of 
natural scaffolding: The more global items (such as 
main idea) are generally presented first, with more 
detailed questions coming later in the set. It may be 
best to reorder the sets, rather than the items within 
a set, if item order is an issue for the content.

If using a computer adaptive test, item exposure 
(how often each item has been administered) should 
be monitored as well as any changes in item difficulty, 
because item exposure increases over time. Item pools 
should periodically be replaced or refreshed.

How Transparent Should the Testing 
Program Be?
Professional guidelines such as the Standards for 
Educational and Psychological Testing (American 
Educational Research Association, American Psy-
chological Association, & National Council on Mea-
surement in Education, 1999) and the Code of Fair 
Testing Practices in Education (Joint Committee on 
Testing Practices, 2004) require that information be 
made available to various constituencies involved in 
the testing process. At the very least, a test publisher 
needs to consider how and when to produce admin-
istration manuals, explanations of score reports, and 
technical documentation.

Higher levels of transparency, including periodic 
release of intact test forms, are sometimes required 

by law (New York Education Law, 1979–1980). 
Even when not required by law, high levels of trans-
parency might be desirable to convince the public of 
the appropriateness of a testing program.

Releasing test forms, whether periodically or reg-
ularly, requires planning. In the extreme, if every 
form of a test will be released, item data sufficient to 
support preequating must be gathered before those 
items are publicly exposed. This can be done by 
embedding operational test items that do not count 
toward student scores.

An alternative approach that has often been dis-
cussed but, to our knowledge, has not been imple-
mented, is to release a pool of items so large that 
having access to the items does not increase student 
scores to any appreciable extent. A few research 
studies have looked at this approach with inconclu-
sive results (Hale, Angelis, & Thibodeau, 1983; 
Powers, 2005; Powers & Fowles, 1998; Powers, 
Fowles, & Farnum, 1993).

DEVELOPING THE TEST

After answering the appropriate strategic questions 
and developing a test blueprint, the heart of the 
work begins. This section covers item development, 
item editing, content and access review, bias review, 
sensitivity review, pilot testing, field testing, form 
and item bank creation, standard setting, and creat-
ing an administration manual.

Item Development
Select item writers who have content-specific 
knowledge. Although there are tips and techniques 
to writing very technically sound questions that will 
have strong psychometric properties, knowing the 
right questions to ask is of greater importance. Peo-
ple with content knowledge can usually be trained 
in good item-writing practices. If not, item editors 
can take care of these issues (although a final review 
by content experts is usually necessary to ensure 
that meaning has not unknowingly been changed).

Item writers should be provided with detailed 
item specifications. These specifications will include 
those for stimuli (e.g., reading passages, tables, 
graphs, video, audio, images) as well as the item 
types and rubrics, as needed. If using distractor 
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analysis in reports, specifications should also 
include information as to how to define the meaning 
of the incorrect answers. These specifications will be 
used to select or write new content.

If a large number of items are to be written for 
specification, then it may be advantageous to 
develop item templates that can be used for either 
fully automated or semiautomated item develop-
ment. Item templates should include constraints on 
the stimulus, stem, and answer choices or rubric, 
depending on the type of item to be developed.

It may also be useful to include learning maps, 
learning progressions, or scope-and-sequence infor-
mation on these templates, which will enable item 
writers to select meaningful distractors that will dif-
ferentiate prerequisite from target knowledge for the 
purposes of distractor analysis in the reports. Dis-
tractors may also be selected that differentiate com-
mon errors or misconceptions from correct 
responses in the target knowledge or skills that are 
unrelated to the prerequisites. In some cases, it may 
also be beneficial to include distractors that identify 
interference from more advanced skills.

At this stage, item writers must be aware of uni-
versal design principles and any accommodations 
that will be supported. Although universal design 
will improve the item’s accessibility for various pop-
ulations, it will not completely remove the need for 
some accommodations. The use of accommodations 
should not interfere with the construct being mea-
sured, so the item writer should know what accom-
modations will be allowed. Whenever possible, item 
writers (and test developers) should, while taking 
advantage of technological solutions or one-on-one 
testing environments, include additional informa-
tion on, for example, how an item could be read 
aloud without giving away the answer. In some 
instances, such as when translating an item into 
American Sign Language, external experts may be 
required to work with the test developer to ensure 
that the item can be presented and answered in a 
way that supports valid interpretations of examinee 
performance.

Item Editing
Once the content is written, it is edited for accuracy, 
style, universal design, and anticipated bias and  

sensitivity issues. Ensuring content validity at this 
stage is made easier by comparing the items with the 
item specifications in the blueprint, which allows 
the editor to easily determine whether the desired 
measurement was achieved from a face validity per-
spective. See Chapter 16 in this volume for more 
detail on item editing.

Content and Access Review
Each item should be reviewed by more than one 
individual to ensure construct clarity, accuracy, age 
appropriateness, and consistency of style. Content 
and access review panels should consist of subject 
matter experts as well as representatives from histor-
ically disadvantaged groups. Although a subject mat-
ter expert will know the right questions to ask, 
someone who works with individuals with disabili-
ties or English language learners will be able to point 
out issues with the items that might interfere with 
the examinee’s ability to respond to the test question. 
The two groups—content experts and specialists—
should work together to improve accessibility with-
out compromising the integrity of the content.

Bias Review
Items should be reviewed by more than one person 
to ensure that the test as a whole will be appropri-
ately balanced for cultural, socioeconomic, and gen-
der perspectives. Bias review panels should consist 
of representatives from subpopulations of interest, 
such as ethnic groups; those from an urban or rural 
setting, geographic region, or high- and low-poverty 
areas; teachers of students with various special 
needs; and other groups that might be historically or 
potentially disadvantaged or underrepresented.

Teresi and Jones (Chapter 8, this volume) pres-
ent details regarding fairness issues in psychological 
testing, and Zieky (Chapter 17, this volume) pres-
ents details on procedures used to minimize the 
impact of item bias.

Sensitivity Review
Although many test developers agonize over content 
and construct validity, too little concern is often 
given to public (and political) sensitivity issues. 
Sometimes a test must be controversial. For exam-
ple, the assessment of student knowledge about  
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evolution has been controversial in several states, 
but if evolution is part of the life sciences test speci-
fication (and it should be) it must be assessed. How-
ever, if a controversial issue is not part of a test 
specification, using that issue as a context for test 
items is at best a distraction to students and at worst 
a lightning rod for attacks on education. An example 
of this latter problem might occur in a state in which 
there is conflict between the lumber industry and 
environmental activists, and a math problem is set 
in the context of determining how many pages of a 
certain size are needed to publish an environmental 
newsletter. Similar sensitivity issues can be associ-
ated with psychological tests and interest 
inventories.

It is also important to recognize that certain 
forms of testing require items that many constituen-
cies will find broach sensitive topics, for example, 
tests of racism (see Volume 2, Chapter 25, this 
handbook).

Sensitivity issues are often issues of balance. 
Whether a contextualized test item has a male or 
female character is usually not a problem. However, 
it might be a sensitivity issue if every item is about a 
girl and none are about boys or if all characters are 
chosen to be counter to traditional stereotypes (e.g., 
all women are business executives and all men are 
homemakers). If most of the items about U.S. his-
tory focus on the history of only part of the country, 
it might be a sensitivity problem. Sensitivity issues 
differ for individual testing programs but can be 
minimized or defended against by virtue of the 
review process used.

Pilot Testing
No fixed agreement exists in the measurement com-
munity regarding the terms pilot testing and field 
testing. We use pilot testing to describe a small-scale 
activity and field testing to describe a larger activity 
likely to yield statistical results that have a high 
degree of precision.

Whenever possible (determined by both cost and 
availability of appropriate samples), items should be 
given to small groups of test takers to determine 
whether any interpretation differences exist between 
the developers of the items and the test takers. 
Observing how test takers interact with items during 

this stage can indicate whether directions are clearly 
stated, whether editing changes have made the items 
too wordy, and whether editing has left items 
ambiguous or missing necessary information as well 
as the amount of time needed for a test taker to 
respond to an item. Piloting items is especially 
important if a new item type or delivery technology 
is being used. Any issues detected here should be 
corrected before field testing. If significant changes 
are made, it would be good to revisit the item in a 
content and bias review process.

Field Testing
Experience has taught us that even the most experi-
enced, most skilled test developers make mistakes. 
Items that seem completely unambiguous to an 
expert might not be so clear to novice learners. Also, 
even with a rigorous review process, the sheer num-
ber of items developed for a large testing program 
makes it inevitable that some flawed items will make 
it through review processes based solely on human 
judgment. Moreover, even good items might be 
more or less difficult than content experts thought, 
and thus the test might not measure as accurately as 
desired at key parts of the score scale. For these rea-
sons, items should be field tested with a representa-
tive population.

There are two main types of field testing— 
stand-alone and embedded. A stand-alone field test 
is administered separately from the operational or 
“real” test, and embedding is done by inserting field 
test items into a real test that is currently being 
administered. Each approach has its advantages and 
drawbacks. Embedded field testing, in which exam-
inees do not know which items count and which do 
not, has the huge advantage of equal student moti-
vation on the try-out items. Thus, item statistics for 
new questions are comparable to what would be 
expected in their operational usage. Embedded field 
testing also makes it easier to attain a representative 
sample because the field-test items can be randomly 
distributed to all test takers. Stand-alone field test-
ing, if not done on a census basis (testing everyone), 
relies on purposively drawing a random sample of 
test takers. In either case, a random test form distri-
bution method is required to ensure that groups of 
field-test items are randomly equivalent.
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Embedding is also logistically simpler because 
only one testing event is needed. When testing is 
expensive, takes time away from job duties or class-
room activities, or is politically charged, the goal 
with testing is to get in, get the data, and get out as 
quickly and unobtrusively as possible. With stand-
alone field testing, data collection is a separate event 
that, although it may be on the same day, more com-
monly occurs before or after the operational test, 
sometimes offset by weeks or months.

This time differential can be very important if 
what is being measured is expected to change over 
time or with treatment, training, or other interven-
tion. For instance, student performance on a test 
administered at the end of a U.S. history course 
would be expected to exceed student performance 
on that same test if it were administered halfway 
through the course. If the stand-alone field test is 
conducted just after the teacher has finished teach-
ing about World War I, test-taker performance on 
items dealing with World War II will be substan-
tially lower. If those item data are used to create pre-
equated forms, establish score scales, or set cut 
scores, it will create an inaccurate picture of student 
performance when the tests are administered opera-
tionally at the end of instruction. Items that seemed 
to be very difficult when the material was not yet 
taught will suddenly be much easier when the mate-
rial has been taught.

Although the advantages of embedded field testing 
are very obvious, under certain circumstances, stand-
alone field testing is the better choice. Stand-alone 
field testing is often done in the 1st year of a new test-
ing program because there may not be an operational 
test into which field-test items can be embedded. If an 
existing testing program is changing, there may be 
significant enough changes to item content, item or 
test format, or test delivery to make an embedded 
model less useful. If a test taker can identify which 
items are field-test items and which are live items, the 
main advantage of using embedding is moot.

If the quality of embedded field-test items is 
questionable, it is possible that a flawed item could 
disconcert examinees and throw off their perfor-
mance on other items. Initial pilot testing can mini-
mize this, and post hoc analysis can show the extent 
to which such concerns appear valid.

Stand-alone field testing has another advantage 
in that it can be used as a model for how an entire 
full-length test will behave. Embedding is some-
times done with a few field-test items sprinkled 
here or there, and sometimes an entire section of 
the test is composed solely of field-test items. 
Although embedding can be continued while mak-
ing subtle changes to the items, knowing to what 
extent the changes will compound when delivering 
a test composed only of the new items is not always 
possible. For instance, say that one wants to 
increase the cognitive demand of items in a test, 
moving away from simple recall and more toward 
integration of ideas at a higher level. If five or 10 of 
these items are field tested in a current operational 
form, one may or may not notice that test takers 
need slightly longer to complete the test. Once an 
entire form is made of these new items, one may 
find that test takers now need significantly more 
time than what was originally set for the testing 
time limit.

At this stage, delivering the items in forms with 
the same content balance as that of the final form is 
not necessary. In fact, it may be beneficial to field 
test more items for content areas or item types that 
are more likely not to meet psychometric 
requirements.

Form and Item Bank Creation
Using the statistical information from the field test, 
select the best items for the forms (see Chapters 7 
and 10, this volume, for more information on this 
topic). When creating multiple parallel forms from 
the items in the field test, it is important to select the 
forms simultaneously. This is necessary to avoid 
building the first form using all of the “best” items, 
because the reliability of each of the following forms 
would suffer. It is better to distribute the best items 
evenly across the forms so that they will all have 
about the same reliability. Depending on the method 
used for reporting scores, statistical information 
such as p value (the percentage of students who 
answered an item correctly), the point-biserial cor-
relation (the correlation between answering the  
item correctly and total score), the point-biserial 
correlation for each of the response options  
(incorrect responses should have a negative or low 
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point-biserial correlation3), and perhaps IRT param-
eters (a, b, c) will be used. There may also be statis-
tics for differential item functioning that provide the 
information for a statistical bias review. If an item 
has high differential item functioning, it is more 
likely to be answered correctly by test takers within 
a given subpopulation of interest. In addition, there 
may be correlations between the item and subscores 
as a statistical basis for content review.

When building a CRT, the test forms developed 
must meet the test blueprint in terms of content to 
be assessed. When building a math test that 
requires assessment of numeracy, algebra, and 
geometry, there should be items measuring all 
those traits. It is possible to get “bad” statistics on 
those items, particularly if a topic is new to the 
content area. However, to make interpretations of 
the data relative to the content, as done in a CRT, 
it is crucial to ensure that all the content is being 
assessed. When seeing a cluster of items with bad 
statistics, one must look at the items. A pattern 
might be found in those items that can inform 
either subsequent item development or needed 
changes in the preparation of test takers. In the 
case of a CRT, one must be sure to communicate to 
the relevant stakeholders that test takers may 
require additional instruction or training on cer-
tain content. For example, a state’s math test had 
items requiring students to determine the perime-
ter and area of plane figures. Half of the items field 
tested had really good statistics, and half had really 
awful statistics. On examination of the items, it 
quickly became apparent that the students were 
doing fine on determining area and perimeter of 
regular and convex polygons, but that items that 
had irregular or complex polygons were giving the 
students fits. Simply writing more items in the 
hopes that some of them would have better statis-
tics would be a very weak solution to this problem, 
and including only items that use regular and con-
vex polygons would be neglecting part of the con-
tent. A quick conversation between the state’s test 
developer and the state’s math instructional leader-
ship resulted in professional development for the 
state’s teachers.

Standard Setting
Standard setting, although a critical part of the 
development of many tests, is not described in this 
chapter. Volume 3, Chapter 22, this handbook, is 
dedicated to that topic.

Test Administration Manual
Once the test has been developed and the adminis-
tration methods determined, an administration man-
ual must be developed. A test administration manual 
is important to ensure standardized test delivery to 
all examinees. If one group of examinees has a time 
limit for taking the test and another group of exam-
inees does not, the interpretations drawn from the 
two groups of data will not be consistent. Generally, 
such a manual is developed as items are piloted to 
ensure clarity and consistency in the instructions to 
test takers and test administrators. When field test-
ing items, the manual can also be field tested.

This manual should provide background on the 
assessment, instructions to test administrators and 
proctors (if any) about the procedures to follow 
when delivering the test (e.g., delivery order, timing, 
or technology requirements), and guidelines for pro-
viding accommodations and methods for scoring the 
test. In addition, it should explain how to access and 
interpret the reports unless a separate interpretive 
guide is also developed.

PLANNING TESTS OVER TIME

In test development, it is often very beneficial to 
think of the entire life of the assessment over time. 
Many times, a given test cannot be released with all 
of the features one would like to have in the first 
administration, and even if it could, one may want 
to refresh the test over time for security reasons or 
because of changes in the standards. Planning is key.

Time is an assessment program’s worst enemy, 
but it can also be its best friend. Development takes 
time, and features in a program will often be cut 
because of the short calendar time between specifi-
cation and the operational date. With careful  
planning, however, the assessment can become 
more effective over subsequent releases.

3Some psychometricians (including Neal M. Kingston) recommend against using the point-biserial correlation for incorrect options because the corre-
lation coefficient assumes a linear relationship that should not expected for any but the correct option. Nonetheless, this approach is commonly used.
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Some who want to do adaptive testing do not 
have the time, money, or available test takers to field 
test enough items for an adaptive test in the first 
release. By embedding items in each administration, 
an item pool can still be built up for use in future 
administrations. Online testing could provide the 
most flexible field-testing options. If the technology 
is available, embedded matrix field testing may be 
possible. Field testing in an embedded matrix design 
allows testing of more than a single set of items. 
Items can be included in field-test slots until enough 
of the population has taken them to support the 
required statistical analyses, at which point other 
items can be put into those slots. Because field test-
ing need only be against a representative sample of 
test takers, many more items can usually be field 
tested this way.

Other changes that can take place over time 
within a testing program include the addition of 
new forms. As mentioned earlier, having several par-
allel and equivalent forms to rotate through, as well 
as an extra form, may be beneficial in the event that 
the security of one of the live forms becomes com-
promised. For example, what if initial field testing 
did not have enough items survive to make as many 
test forms as wanted? What if there is a catastrophic 
security breach and multiple forms are lost? What if 
the same form or forms of the test have been given 
so many times that test administrators can recite the 
test in their sleep? In those cases, the supply of 
forms will need to be replenished.

Yet another issue is how to ensure that new 
forms are equivalent to the old forms, particularly in 
an assessment environment in which change is 
expected to occur. This is commonly called equating, 
and several methodologies exist to accomplish this 
(see Chapter 11, this volume).

DOCUMENTATION

Earlier, the notion of face validity was presented as 
well as the idea that much mistrust of assessment 
programs comes from the layperson’s lack of under-
standing of what goes into sound test development. 
Each step of the test development process needs to 
be documented and made available to researchers, 
stakeholders, the press, and other interested parties. 

At a minimum, good test documentation, such as a 
technical manual, should include information on 
the purposes of the test, how the content to be 
tested was decided on, the test development process 
(and the many layers of review), information 
gleaned from the pilot and field testing, the results 
of the live administration (such as mean scores, 
standard deviations, and reliability), the standard-
setting method and results, and a discussion of 
sources of validity evidence for interpretations of the 
test score. The documentation should be supple-
mented and updated after each live administration 
of the test forms. Chapter 14 in this volume pro-
vides more information on this important topic.

CONCLUSION

To develop the best possible test, start by defining 
the inferences test takers should be able to make. 
Next, determine the strategies that will best support 
those inferences. Finally, using this and other chap-
ters in this handbook, choose and implement the 
tactics used to carry out the plan.
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ITEm BAnkInG, TEST 
dEvEloPmEnT, And TEST dElIvEry

David J. Weiss 

The paper-and-pencil (P&P) test that dominated 
psychological, educational, personnel, and other 
applications of testing for the majority of the 20th 
century was born in the second decade of the 1900s 
in response to the personnel needs of World War I 
(Dubois, 1970). With the need to screen and classify 
large numbers of recruits rapidly and efficiently, the 
then-predominant mode of testing by individual psy-
chologists was not able to meet the demands of the 
U.S. military. The multiple-choice test question was 
invented, and tests were written and printed and 
given to groups of recruits—the first major imple-
mentation of group, rather than individual, testing.

Because of its efficiency, P&P testing spread rap-
idly into other fields that had previously relied on 
individually administered tests—education, intelli-
gence testing, and other personnel testing applica-
tions. P&P testing also began to be used for 
measuring attitudes, interests, and other personality 
variables, thus permitting the recently born field of 
psychology to generate data on a wide variety of 
variables quickly and efficiently.

Although data acquisition using P&P tests was 
efficient, the process of test development—especially 
for larger testing programs—was anything but effi-
cient. Figure 10.1 provides an overview of the major 
components of the test development process. For at 
least the first 50 or 60 years of P&P testing, main-
taining a collection of items for any continuing test-
ing program, including classroom testing, was a 
tedious process fraught with numerous opportunities 

for error. Test questions (items) were frequently 
written, or perhaps typed, on index cards. The cards 
were kept in file drawers, sometimes separated into 
content classifications. When item statistics were 
available for items, they were frequently written on 
the backs of the cards, identified by test form and 
date. To create a test, the test developer would manu-
ally search the file drawer, review the content and 
statistics for an item, and put it aside if selected for 
use in the test. When a sufficient number of cards 
had been selected, they might be reviewed by others, 
and some replaced with another card from the file 
drawer while the rejected items were returned. There 
were obviously many opportunities for item cards to 
get lost, misplaced, or misfiled.

Once an appropriate set of items had been 
selected, the cards would be manually put in the 
desired order and then typed onto a duplicating 
master. If an alternate form was needed, the order of 
the cards would be modified and a new test would 
again be typed from the cards. Of course, the typed 
test forms had to be proofread each time to ensure 
that the text of the test items had not inadvertently 
been changed from that on the index cards. The 
next steps, which are still necessary today for P&P 
tests, were duplication, collation, shipping (if 
required), distribution to the examinees, collection 
of answer sheets and booklets after administration, 
and scoring. Between the mid-1930s and through 
the end of World War II, only the largest testing 
programs had access to machines that could scan 
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the answer sheets and provide scores. The alterna-
tive for the vast majority of testing programs was 
hand scoring of the answer sheets: A template was 
placed over each answer sheet and the number of 
marked answers was manually counted—a proce-
dure also fraught with the potential for error. More-
over, the entire paper-based process was obviously 
inefficient and time intensive.

IMPACT OF TECHNOLOGY ON TESTING

As with many aspects of people’s lives after World 
War II, technology began to have an impact on test-
ing. The first impact was on the error-prone and 
labor-intensive test-scoring process. Less expensive 
optical scanners began to appear in the early 1950s 
that were capable of reading answer sheets, compar-
ing the scanned answers with a set of correct or 
keyed answers and producing a score (and in some 
cases multiple scores) for each answer sheet 
scanned. The early machines were very large and 
expensive devices that were not true computers but 
provided some basic functions that were similar to 
those of computers—they were, effectively, “busi-
ness machines” designed for a specific purpose. 
They were slow and temperamental and sometimes 
had reliability problems, but they were considerably 
more efficient, less expensive, and likely more accu-
rate than the hand-scoring process using templates. 
Because of their expense and temperament, the 
machines were maintained by specialized staff, and 

answer sheets had to be mailed to the scoring  
organization and results mailed back to the test user. 
Thus, this process eliminated the labor necessary to 
hand score answer sheets but created delays both in 
the transport of the answer sheets and in their pro-
cessing at the busy scanning centers.

Initially, these machines did not provide any 
group summaries of results. If an item analysis was 
desired, the item responses could be output on 
punch cards, and the cards could be run through 
other business machines to obtain basic frequency 
counts that could be used to hand-compute classical 
item difficulties. Other statistics, such as point- 
biserial correlations, would have to be computed by 
hand using a calculator. Of course, the test develop-
ment cycle would have to be completed by hand-
entering the item statistics onto the backs of the 
index cards for review by the test developers so that 
poorly functioning items could be identified for 
exclusion or revision before use in future tests.

Computers began to be used in testing as they 
became more generally available in the early 1960s. 
Their first application was to replace the early scan-
ners, providing somewhat more reliable scanning, 
faster scanning, and the capability to be pro-
grammed to incorporate item analysis results for a 
defined set of answer sheets. Computers also began 
to be used in that decade in some larger organiza-
tions (particularly universities) for more complete 
test analysis, including validity analyses and factor 
analysis. Although the early vacuum tube computers 
were somewhat unreliable and used rudimentary 
input–output devices (e.g., punched paper tape out-
put), the introduction of the solid-state computer 
and more reliable input–output equipment 
improved their performance considerably. For the 
first time, psychometric analysis could be done 
without hand calculations, but the rest of the test 
development cycle still remained the same in 1970 
as it had been for the past 50 years since the incep-
tion of the P&P test.

Minicomputers came on the scene in the mid-
1970s as solid-state computers began to shrink in 
size. These computers were one-tenth or less the 
size of the original solid-state computers of the pre-
vious decade and extended computing power to 
many organizations and projects that did not have it 

Design tests

Build
item bank

Import
statistics into

intem bank

Analyze
test data

Collate
test data

Deliver tests

FIGURE 10.1. Major components of the test development 
cycle. Copyright © 2010 Assessment Systems Corporation. 
Reproduced with permission.
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previously. Their impact on testing was relatively 
minimal, with one exception noted later, except for 
making scanning and basic item analysis more 
widely available and less expensive.

PERSONAL COMPUTERS’ IMPACT  
ON TESTING

Major changes in the way tests were developed, ana-
lyzed, and delivered began to occur with the intro-
duction of the personal computer (PC) in the 
mid-1980s. This impact can be divided into three 
phases—storing items, banking items and assem-
bling tests, and delivering tests.

Storing Test Items
As a labor-saving device for the production of manu-
scripts and other documents, the PC came with 
word-processing software that could be adapted for 
other purposes. Thus, one of the first uses of the PC 
in testing was to allow test developers to store test 
items in word-processing files. Word-processing 
software allowed test developers to type their items 
only once, then select them as needed to create a 
test. A new document could be opened and the text 
of stored items copied and pasted into the new doc-
ument in the order in which the items were desired 
in the test. This process effectively removed the 
necessity to completely proofread a new test assem-
bled from the master test-item files and made it eas-
ier to assemble alternate forms of tests when needed. 
All that was required of the test developer after a test 
was assembled was to check to see that all of the 
items were in the correct place and that items did 
not break across pages when the test was formatted—
a considerable time savings from proofreading and 
correcting one or more forms of a test.

Some test developers adapted other standard PC 
software—notably spreadsheets—as item storage 
mechanisms. Again, the advantage was that item 
text could be stored, copied, and pasted to eliminate 
retyping. An added advantage was that the different 
pages of the spreadsheet could be used to separate 
items into subsets, perhaps representing the struc-
ture of a domain to be tested. A final advantage was 
that different cells in the spreadsheet could be used 
to store other data on the items and that information 

could be physically associated with the items, thus 
allowing both sides of an item “index card” to be 
stored together. Although word processors also 
allowed storage of the full index card for an item, 
spreadsheets were more flexible in their layout 
options and could more easily hold a wider variety 
of information on an item. Both word processors 
and spreadsheets allowed users to search for items 
that had specific values of an item statistic but were 
generally limited to simple searches.

Item Banking and Test Assembly
The test development process improved dramati-
cally as special-purpose software was developed for 
item banking and test assembly (Vale, 2006). In the 
development of this type of software, an item bank 
was conceptualized as a database, and database soft-
ware was programmed to perform the special func-
tions necessary to maintain a testing program. Item 
text became one or more fields in a database, addi-
tional fields were defined for item statistics and 
other information, and the development of hierar-
chical structures to represent bank structures was 
facilitated by the item-banking software.

DOS item-banking software. Specialized item-
banking software using the DOS operating system 
on PCs first began to appear in the mid-1980s. These 
text-based bankers generally had very limited graph-
ics capability because computer displays and print-
ers of that era were primarily text oriented. Thus, 
with the exception of the MicroCAT Testing System 
(Assessment Systems Corporation, 1987), which had 
relatively advanced graphics for its era, item bankers 
in the late 1980s were limited to tests that used items 
consisting almost entirely of text. They also had very 
limited formatting capabilities, in terms of fonts and 
special effects, because these were not supported by 
the line printers available at that time.

Nevertheless, the DOS-based item bankers greatly 
improved the efficiency of test development. Some 
had search capabilities that allowed the test developer 
to search through stored item information to identify 
items that had specified sets of characteristics— 
frequently permitting searching on multiple variables 
simultaneously—to identify candidate items for a 
specific test. Some permitted limited test formatting 
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and page numbering, and many permitted the easy 
creation of multiple forms of a test.

At the same time that item bankers were simplify-
ing and streamlining the storage of items and item 
statistics and permitting test developers to assemble 
tests with specific characteristics, some special- 
purpose software extended test-assembly capabili-
ties even further. Most notable among these was  
ConTEST (Timminga, van der Linden, & Schweizer, 
1996), which was designed to solve complex test-
assembly problems that involved a large number of 
constraints. ConTEST used linear programming 
methods to create one or more tests that satisfied all 
the constraints imposed. It operated from item statis-
tics, however, and the resulting tests had to be man-
ually assembled from separate bankers or databases.

Windows item bankers. Although the DOS-based 
bankers began to change the way items were stored 
and tests were assembled, they were quite rudimen-
tary compared with the Windows item bankers of the 
21st century (e.g., PARTEST [http://www.scantron.
com/parsystem/], LXRTEST [http://www.lxrtest.com/
site/home.aspx], and FastTEST [Assessment Systems 
Corporation, 2010b]). Windows item bankers usu-
ally incorporate a complete point-and-click interface 
to allow the test developer to interact with a database 
structure designed specifically for purposes of item 
banking and test assembly and can incorporate a 
range of types of graphic displays in items. The ability 
to print tests with these bankers was greatly enhanced 
by the widespread availability of PC-compatible laser 
printers, beginning around 1990.

The most useful item bankers allow item banks 
to be designed to reflect the structure of the domain 
to be tested, which is frequently operationalized in a 
test “blueprint.” The blueprint is usually an outline 
or a hierarchical structure that delineates the struc-
ture and subdomains of the primary domain, fre-
quently with additional levels of specificity. The 
number of levels in a bank hierarchy is determined 
by the structure of the domain, sometimes com-
bined with characteristics of the test items. Figure 
10.2 shows an item bank structure from the Fast-
TEST Test Development System (Assessment Sys-
tems Corporation, 2010b) for an introduction to 
psychological measurement item bank.

In addition to storing item text and any related 
graphics, item bankers allow storage of other infor-
mation associated with each item. This information 
will, of course, include item statistics. Some bankers 
are designed only for use with classical test theory 
statistics—item difficulty (proportion correct) and 
item discrimination (biserial or point-biserial  
correlation)—and others allow storage of item 
parameters from item response theory (IRT; see 
Chapter 6, this volume) and display of IRT item 
functions (e.g., Figure 10.3).

Other information stored on items includes the 
correct or keyed answer to the item, tests in which it 
has been used, name of the item writer and date cre-
ated, special user-supplied statistics (e.g., Angoff 
rating), keywords that characterize the items, and 
other notes concerning the item. The information 
associated with each item is typically organized in  
a set of tabs for easy access. For example, FastTEST 
has five tabs: Item Identifier (including keywords 
and description), Item Text (using a full-featured 
built-in word processor), Item Information (item 

FIGURE 10.2. Bank structure 
of an introduction to psycho-
logical measurement item bank. 
Copyright © 2006 Assessment 
Systems Corporation. Reproduced 
with permission.
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FIGURE 10.3. FastTEST item response theory (a) item response function and 
(b) item information function for an item. Copyright © 2006 Assessment Systems 
Corporation. Reproduced with permission.
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type, keyed responses, author, source), Statistics 
(both IRT and classical), and Notes.

Thus, using multipart and multifield records in a 
database system, Windows item bankers replicated, 
automated, extended, and greatly improved the effi-
ciency of the functions of the index cards originally 
used for test item storage and retrieval. In addition, 
however, computer-based database  systems also per-
mit highly efficient and virtually error-free search 
and retrieval. Windows item bankers capitalize on 
this capability to permit efficient and effective test 
assembly.

For simple test assembly, a test of a specific num-
ber of items can be randomly selected from an item 
bank or portions of an item bank. The latter 
approach would be used in successive cumulative 
searches to create a test that has a specific content 
structure with proportional representation of a 
larger content domain.

For constructing tests with deliberate nonrandom 
item selection, item bankers allow intelligent search-
ing of information on items. Figure 10.4 shows the 
FastTEST item search window. As the figure shows, 
one can specify items in a bank, multiple banks, or 
portions of a bank to be searched. Searches can be 
implemented within most of the fields in the item 

record. Item identifiers, keywords, and item descrip-
tions frequently include content or item-type informa-
tion that is not included in the item bank structure, 
allowing item subsets to be identified that have spe-
cific content or structural characteristics (e.g., all free-
response items, if that information is included in any 
of these fields). In addition, Figure 10.4 shows that 
separate or  simultaneous searches can be made on all 
the  psychometric data stored for each item. For classi-
cal test assembly, item–total correlations (discrimina-
tions) in a given range can be searched for while at the 
same time searching for items that have p values (diffi-
culties) in a desired range. Searches of this type can be 
combined with content searches either by restricting 
the portion of the item bank searched to a particular 
content subsection of the item bank or by simultane-
ously limiting the statistics search within item subsets 
that match content search criteria.

When IRT item statistics or parameters are avail-
able in the item records, item banks or portions 
thereof can be searched for various combinations 
and ranges of the IRT discrimination, difficulty, and 
pseudo-guessing parameters. For more sophisticated 
IRT test assembly, FastTEST allows searches on item 
information, thereby helping the test developer  
create tests with a desired test information function. 

FIGURE 10.4. Item search options in FastTEST. Copyright © 2006 
Assessment Systems Corporation. Reproduced with permission.
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For example, a test developer might implement suc-
cessive cumulative searches for items that have their 
maximum information values within specified 
ranges of the trait (theta) and for which the maxi-
mum information values are contained within a 
 designated range. The result would be a set of items 
(if they existed in the bank) that had high maximum 
information throughout the theta range of the com-
bined searches. In all cases, item bank searches 
 frequently occur in a second or two, with slightly 
longer times for very large banks.

The result of an item search in an item banker is 
typically a list of items that meet the search criteria. 
Given that subset of items (akin to looking through 
the card file drawer and selecting a tentative set of 
items), the test developer will then usually select the 
items to include in the final test. This selection can be 
done in several ways. One approach is simply to ran-
domly select a subset of items from among the items 
that meet the search criteria. A second is to browse 
through the item text and other information on the 
items and manually select items from the searched 
pool of item candidates. In either case, items are 
added to the test with a simple click of a mouse.

Once the items that will make up the test are 
selected, the next step is frequently to reorder the 

items in the test as desired. In a Windows item 
banker, this can be done by dragging and dropping 
within the item list that makes up the test, if a defined 
order is desired, or by randomly scrambling the 
items. If alternate forms of the test are needed, the 
test constructor can create any number of  randomly 
scrambled alternate forms with a click of a mouse.

Before a test is finalized, a test developer might 
want to examine the statistical characteristics of the 
test on the basis of item statistics in the item bank. A 
few mouse clicks will make this information available 
in either graphical or tabular form. Figure 10.5 shows 
a frequency distribution of classical item difficulties 
in a test assembled with FastTEST; a similar graphic 
is available for item discriminations. If the test devel-
oper is not satisfied with the statistical characteristics 
of the test (before it is administered), she or he can 
drag and drop additional items and instantly reexam-
ine the revised test’s statistical characteristics.

If the test has been constructed with items  
for which IRT item parameters are available, the 
banker can display a test information function (e.g., 
Figure 10.6), a test response function, or a test stan-
dard error function. The test information in Figure 
10.6 shows that the test being assembled provides a 
considerable amount of information around θ = 1.3 

FIGURE 10.5. Frequency distribution of proportion correct for a 20-item test. 
Copyright © 2006 Assessment Systems Corporation. Reproduced with permission.
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and very little information elsewhere along the theta 
scale. It is, as designed, a good test for differentiat-
ing individuals who are below or above θ = 1.3 but 
has little measurement precision outside a range of 
about ±1 standard deviation around that point. This 
test provides virtually no precision for theta values 
below average (0.0). Depending on the purpose for 
which the test was being built, revision of this test 
might be in order before it is used.

The final phase of item banking and test assembly 
is frequently one or more printed tests. Typically, 
item bankers will permit the insertion of instructions 
into the test document before it is printed. Most item 
bankers will also output a printed test with final or 
near-final formatting. Some will output the test as a 
rich text file that then can be further formatted in a 
word processing program before printing. They will 
also typically output a scoring key for each form of 
the test that they print. Of course, if no changes have 
been made in the items when they are formatted as 
the final test or when they are printed by the banker, 
no proofreading of item text is required.

The final component of the test development cycle 
is updating the item bank with item statistics from 
item analyses of the data from the P&P-administered 
test. This updating can be done manually, with 

appropriate item statistics typed into the item record 
for each item in the bank, or, more efficiently and 
accurately, item statistics output from item and test 
analysis software can automatically be imported into 
the item banker. For example, FastTEST includes a 
wizard that will import item statistics output from 
any item analysis software, thus  completing the test 
development cycle.

Thus, the marriage of computer technology and 
database software designed specifically for testing has, 
in a short period in the history of testing, radically 
changed the way in which tests can be developed. 
The key element is banking software that allows the 
user to create structured banks, search the banks on a 
wide range of criteria, and assemble tests on the basis 
of both psychometric and content considerations. 
The process of creating a test has transitioned from a 
tedious and error-prone process that consumed many 
person hours to a simple process that can occur in a 
matter of minutes, once one or more properly con-
structed banks of test items have been entered into a 
well-developed item-banking system.

Electronic Test Delivery
The major change in how tests are delivered was also 
a result of the introduction of the PC and, for item 

FIGURE 10.6. A test information function. Copyright © 2006 Assessment Systems 
Corporation. Reproduced with permission.
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bankers, with additional impetus from the availabil-
ity of Windows software. Electronic testing, or  
computer-based testing (CBT), began in the early 
1970s. CBT eliminates both printed tests and answer 
sheets—test questions are stored in the computer 
and displayed on a monitor, and answers are gener-
ally entered by keyboard and more recently by 
mouse. Early CBTs were delivered on mainframe 
time-shared computers (De Witt & Weiss, 1974). 
These were typically connected by dial-up telephone 
modems operating at 10 or 30 characters per second 
connected to “dumb” character-based displays. It 
quickly became apparent, though, that this com-
puter configuration was inadequate for test delivery. 
In addition to being limited to test items that were 
entirely character based, transmission and display 
time were far too slow and the system response time 
of these early systems was far too unpredictable; pro-
cessing of a single item response and transmission of 
the next item sometimes took 30 seconds or more.

In the mid-1970s, minicomputers became avail-
able for testing research, and I used them for early 
delivery of adaptive tests (e.g., De Witt & Weiss, 
1976). Because these computers were dedicated to 
the single task of testing and monitors were hard-
wired to the computer, system response time and 
display time were virtually instantaneous. They were, 
however, also limited to solely character-based test 
items. These systems, however, foreshadowed the 
primary improvements to be realized from CBT: (a) a 
fixed set of items could be administered in different 
orders to different examinees, (b) different subsets of 
items could be administered to different examinees 
to achieve certain measurement objectives, (c) item 
response data were instantly captured and cumulated 
across examinees and easily prepared for analysis, 
and (d) tests were immediately scored and individual 
reports could be prepared and available in seconds.

Randomized tests. Randomized P&P test forms 
have sometimes been used in large testing programs 
to minimize copying among examinees in adjacent 
seats. In this application, two or three versions of a 
test are created with the base form randomized once 
or twice to create alternate forms. In CBT, the pro-
cess of whole-test randomization can be extended 
to separate randomizations of item order for each 

examinee. This randomization can be useful in CBT 
environments in which a number of examinees are 
taking the same test in the same computer lab, to 
minimize answer copying by students whose visual 
field might include another examinee’s monitor.

A second form of CBT individualized randomiza-
tion involves randomly selecting a subset of items 
from a larger domain of items. For example, an item 
bank might contain 200 items that define a specific 
content domain, and any given examinee might 
receive 50 items randomly selected from that 
domain. This process results in a relatively unique 
set of items administered to each examinee (there 
will, of course, be random item overlap among 
examinees) and a random sequence of items admin-
istered to each examinee. A variation of random item 
selection uses a stratified approach to randomly 
select items from a domain that has been subdivided 
into subdomains. For example, a mathematics 
domain might be stratified by type of operation—
addition, subtraction, multiplication, and division.  
A randomized CBT might be designed to administer 
10 items randomly selected from each subdomain to 
each examinee, for a test consisting of 40 items. Both 
whole-test randomization and subdomain random-
ization can be implemented with most PC-based 
testing systems (e.g., the FastTEST Professional 
Testing System; Assessment Systems Corporation, 
2008) as well as Web-based testing systems (e.g., 
FastTEST Web; http://www.fasttestweb.com).

Random item selection thus explicitly imple-
ments the concept of domain sampling, commonly 
articulated as the basis for reliability theory using 
classical test development methods, and minimizes 
answer copying in a CBT environment. The process 
is, however, contradictory to the classical process of 
constructing some tests. In the first 60 or so years of 
P&P testing, some tests were (and still are) built 
with items in increasing order of difficulty, on the 
assumption that examinees perform better when 
they have a sufficient number of easy items at the 
start of the test to reduce test anxiety. Obviously, 
either strictly or stratified randomized CBTs cannot 
easily accommodate this rationale. Little to no 
research has addressed the effects of item randomiza-
tion on examinees and their test scores as compared 
with tests built to accommodate warm-up effects.
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Intelligent item selection. Contrasting with ran-
domized item selection in CBT are tests that use 
intelligent item selection. These CBTs fall into three 
major types: linear-on-the-fly tests, sequential tests, 
and adaptive tests, each designed to implement dif-
ferent measurement objectives.

Linear-on-the-fly tests. Linear-on-the-fly tests 
are essentially fixed-length randomly selected tests 
with constraints (Thompson, 2008). They operate 
from a large item bank with IRT parameters available 
for each item. Items are pseudo-randomly selected, 
but the IRT parameters are used as the test is deliv-
ered to each examinee to monitor the psychometric 
characteristics of the test in real time, and the results 
are compared with psychometric targets defined in 
advance. As a result, tests for each examinee will 
have similar psychometric characteristics, but they 
will be achieved using different subsets of items for 
each examinee. A major advantage is that of equaliz-
ing item exposure to increase the security of an item 
bank across tests that are administered over time to 
a large group of examinees.

Sequential tests. Sequential tests are typically 
designed to make classifications. These tests might 
be used in a school to make pass–fail decisions, in 
an employment context to make a decision to hire 
or not hire, or in a professional certification program 
to determine whether an individual meets specified 
certification criteria. Although some sequential tests 
use random item selection, the more effective tests 
use intelligent item selection to the extent that psy-
chometric information on test items is used to order 
items before item delivery. Then, given the fixed 
item order, items are administered and scored one at 
a time. After each item is administered a classifica-
tion algorithm, such as the sequential probability 
ratio test (Eggen, 1999; Reckase, 1983), is used to 
attempt to make a classification of the examinee. If a 
classification can be made within prespecified error 
tolerances, test administration is terminated for that 
examinee. If a high-confidence classification cannot 
be made, the next item is administered and the deci-
sion criteria are again reevaluated. The result is tests 
that can make accurate classifications very efficiently, 
with a minimum number of items for each examinee.

Adaptive tests. Computerized adaptive tests 
(CATs) implement fully intelligent item selection 

(Wainer, 2000; Weiss, 1985, 2004). Unlike sequen-
tial tests that use a fixed order of items and allow 
only test length to vary, the more advanced versions 
of CATs also allow each examinee to start his or her 
test with different items and to receive quite differ-
ent sets of test items.

Several varieties of CATs exist; to some degree, 
they all dynamically select items to be administered 
to each examinee on the basis of the examinee’s 
answers to previous items in the test. Some use pre-
structured item banks in which an examinee’s next 
item is determined by a branching tree structure in 
which a correct answer to a given item results in a 
particular next item and an incorrect answer leads to 
a different item. Others divide items into subsets or 
“testlets” (Mead, 2006; Wainer, Bradlow, & Du, 
2000; Weiss, 1974). In this approach, each testlet, or 
minitest, is scored, and on the basis of that score a 
decision is made as to which testlet is to be adminis-
tered next. In yet another approach, test items are 
stratified by item difficulty (Weiss, 1973) or dis-
crimination (Chang & van der Linden, 2003) and 
administered sequentially within or between strata.

The most flexible and, therefore, efficient CATs 
are the fully adaptive CATs based on IRT. These 
CATs are based on IRT item information functions 
(e.g., Figure 10.3b), which are transformations of 
the IRT item parameters. The use of information 
functions allows each examinee to start the test with 
a different item if valid prior information is avail-
able. Then, on the basis of the answer to that item, a 
score is computed for that examinee, expressed on 
the IRT trait scale (theta) using estimation methods 
that take into account which answer the examinee 
gave to the item (correct or incorrect, keyed or not 
keyed, or which rating scale alternative was 
selected) and the item parameters for that item. The 
updated score is then used to select the one unad-
ministered item out of an entire bank that provides 
the most information for that examinee, which is 
also the item that maximally reduces the uncertainly 
associated with the theta estimate (as expressed in 
the individualized standard error of measurement 
associated with the theta estimate). One or more ter-
mination criteria are then consulted—these criteria 
are typically a specified minimum value of the stan-
dard error or some maximum number of items. If 
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the examinee has not met one of the termination cri-
teria, the current theta estimate is used to select the 
next best item, and the process continues. When a 
termination criterion is met, the test is ended and 
the final theta estimate and its standard error are 
recorded for that examinee.

CAT was first implemented primarily in the  
ability–achievement domain (Weiss & Betz, 1973). 
In recent years, it has begun to be used in personal-
ity measurement (Reise & Henson, 2000) and in 
medical research by measuring patient-reported out-
comes of medical processes and procedures (Reeve 
et al., 2007). Early CAT research in the ability–
achievement domain (e.g., Kingsbury & Weiss, 
1983; McBride & Martin, 1983) indicated that CATs 
could measure with precision equal to that of con-
ventional tests using at least 50% fewer items; these 
findings have been supported and extended in 
numerous applications (e.g., Mårdberg & Carlstedt, 
1998; Moreno & Segall, 1997). More recent research 
in the personality and mental health domains has 
indicated that reductions in test length as high as 
95% can be obtained on a general impairment scale 
and as high as 85% for measuring four subscales, 
with little or no reduction in measurement accuracy 
from full-length tests that use an entire large item 
bank (Gibbons et al., 2008).

The major advantage of CAT is the ability to 
design and deliver efficient tests that measure all 
examinees with an equal level of precision. This 
means that in a CAT properly designed for this mea-
surement objective, all examinees will be measured 
with the same standard error and minimum test 
length, an objective not easily achieved with any 
other kind of test. Obviously, because of the exten-
sive real-time calculations necessary to implement 
CATs, they cannot be delivered by any other means 
than computers. The FastTEST Professional Testing 
System (Assessment Systems Corporation, 2008), in 
conjunction with CATSim (Assessment Systems 
Corporation, 2010a) permit the design and delivery 
of fully adaptive tests using IRT given an item bank 
of items with estimated IRT parameters.

Other advantages of CBT. Clearly CBT has 
changed the way tests are delivered. Only rarely now 
do different individuals receive the same fixed set of 

items in the same order. CBT also has changed the 
way test data are captured, stored, and used as well 
as allowing completely new kinds of tests.

Data capture. Because all forms of CBT involve 
electronic item delivery and the immediate elec-
tronic capture of item responses, all of the problems 
associated with printing and distributing test book-
lets and answer sheets, as well as the unreliability 
of the scanning process, have disappeared. Item 
response data in CBT are stored as each examinee 
answers each item and can be accumulated across 
examinees with ease. If the test is randomized, 
sequential, or adaptive, responses are automatically 
reordered into a common order to allow analysis. 
Depending on the software system, cumulated item 
responses can be immediately analyzed, and the 
results are available at any time, even on a real-time 
basis if desired.

An additional potential advantage of CBT is the 
availability of item response times. The PC can 
record the time from when the item is presented to 
the examinee to when the examinee clicks the 
mouse to select an answer, clicks the “next” button 
to move to the next question, or both. Although 
such item response times can be somewhat unreli-
able, careful analysis of them might result in addi-
tional information, beyond the correctness or 
incorrectness of an examinee’s answers, to assist in 
obtaining better measurements of the examinee’s 
ability, attitude, or personality variables (Ferrando & 
Lorenzo-Seva, 2007).

Instant reporting. In addition to instant capture 
of item responses and instant scoring, CBT provides 
the capability to generate a wide variety of reports 
that can be displayed immediately to the exam-
inee on completion of the test session (which can 
include multiple tests) or to a testing room super-
visor, proctor, or teacher or that can be printed or 
saved in electronic files for later use. These reports 
can be as simple as a certificate of completion of the 
test with a passing score or as complex as a graphic 
plot of multiple test scores followed by a multipage 
interpretation of test results. Obviously, the com-
bination of instant data capture and instant report-
ing permit test data and test results to be used for 
applied purposes far more quickly than was possible 
with P&P tests.



David J. Weiss

196

New types of measurements. A final major 
advantage of CBT is the capability to measure vari-
ables that cannot be easily measured with P&P. This 
capability includes the use of detailed color graphics 
in test items, audio and video, and animation. Audio 
and video are especially useful in certain types of 
language testing in which language segments are 
spoken through headsets and presented to exam-
inees for translation and other processing. Other 
language-related applications include presentation 
of test items with an audio or video option for exam-
inees who have reading limitations. More recently, 
innovative item types have expanded on simple 
multimedia to include interactive simulations in an 
attempt to provide more fidelity to the measurement 
of complex processes.

CBT also allows the measurement of some abili-
ties and other variables for which P&P tests are not 
optimal. For example, although memory is an impor-
tant ability for success in academic environments 
and many jobs, there have been no major P&P tests 
of memory ability because measuring memory 
requires an interactive, individualized, and con-
trolled process that would be very labor intensive. 
Such tests, however, could easily be developed in a 
CBT environment (e.g., Letz, 2003) in which it is 
possible to control the period of time that material is 
displayed, to use a wide variety of material—words, 
phrases, audio clips, and video clips—and to test for 
recall after specified time intervals. The process can 
also be made adaptive in that display and recall times 
could be individualized for an examinee on the basis 
of his or her performance on earlier tasks.

Another type of new item that is uniquely  
computer administered is the so-called scenario or 
problem-solving item. In this kind of test, a situation is 
described and the examinee is given a choice of vari-
ous elements of information that pertain to the situa-
tion. After the examinee consults the selected 
information, questions are posed to him or her that 
then lead to other information sources. The process 
continues until some resolution is reached, which, 
depending on the sequence of choices made by the 
examinee, could result in an adequate solution to the 
original problem or to solutions that are inadequate to 
various degrees (and, therefore, result in lower scores). 
This kind of interactive problem-solving test is most 

notable in the medical training (e.g., Dieckmann, Lip-
pert, Glavin, & Rall, 2010) and licensing (e.g., http://
www.nbme.org) environment in which the “patient” 
presented in the original scenario either is cured or 
dies or the sequence of choices made by an examinee 
results in some intermediate suboptimal state.

THE INTERNET’S IMPACT ON TESTING

As with many functions performed with PCs, the 
rise of the Internet and the World Wide Web began 
to affect the test development and delivery process 
beginning in the late 1990s, as it has affected many 
other areas of psychological research (e.g., Gosling & 
Johnson, 2010). Test development is frequently a 
process that draws on the expertise of a variety of 
personnel. In a large testing program, such as that of 
a school system or a licensing or certification organi-
zation, test items are written by a number of people 
with specific expertise, some of whom are geograph-
ically dispersed across a country or even different 
countries. Although it is possible to collect test 
items from remote experts by sending e-mail files to 
a central location for item bank development, the 
Internet presented an opportunity to allow test 
items to be entered into item banks from any com-
puter with access to it. Thus, once an item bank is 
developed, software systems such as FastTEST Web 
(http://www.fasttestweb.com) allow item writers 
(with appropriate security safeguards) to access des-
ignated portions of item banks and to directly add 
new items to the banks.

A second stage of item bank development, also 
available for remote access in systems such as Fast-
TEST Web, is item review and editing. Item review-
ers and editors have different skill sets than item 
writers and are, therefore, likely to be different per-
sonnel and located in different places. FastTEST 
Web defines a different role for item editors and 
allows the test development supervisor to limit their 
activities to only items that are appropriate for 
review. Other roles include test assembly and test 
(vs. item) review; each activity can be done remotely 
by any number of appropriate personnel at any loca-
tion without the need to send any material to a cen-
tral location for processing. The result is an item 
and test development process that is even more  
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efficient than that possible using PC item bankers. 
Of course, Internet item bankers such as FastTEST 
Web include all the functionality in item banking 
and test assembly as the PC-based item bankers, 
plus the capability of running a wide range of 
reports on banks and tests from any location. In 
addition, the tests developed through Web-based 
bankers can be printed or delivered directly through 
the Web to examinees at any location.

A major characteristic of PC-based CBT is that the 
test and test data are stored on individual computers 
on which tests are administered or on a network 
server that is hardwired to the testing computers. 
When tests are delivered on stand-alone computers, 
test data must be collected from each computer and 
aggregated for further storage and analysis. Although 
this process is easily automated to a degree, it still 
requires physical transmission of test data by some 
means. In addition, when the tests themselves are 
stored on independent testing stations, they must be 
individually installed and their existence on testing 
station hard drives can create potential item security 
problems unless the tests are well encrypted.

Internet test delivery solves these problems, 
although not without creating some others. In Inter-
net testing, which has become very popular in recent 
years, tests are stored centrally, along with all the 
information necessary to score them (e.g., IRT item 
parameters or classical item option score weights). 
Items are sent through the Web, one or more at a 
time, presented to the examinee, and the response is 
accepted and transmitted back to the server. The 
next item, or set of items, is selected and presented, 
and the process is continued until the test is com-
pleted. At the end of the test, as in PC-based testing, 
an assortment of reports is available for presentation 
to the examinee and other appropriate personnel. 
The advantages are, of course, that tests can be deliv-
ered to any computer that has Internet access, test 
items are not stored on the testing computer but 
rather appear only on the monitor screen, and all 
test data are instantly stored in a central database 
and are available for analysis at any time.

A number of new problems are raised by Internet 
testing, however (Naglieri et al., 2004). In PC- 
based testing, which has typically been implemented 
in testing centers or testing labs, monitors and other 

associated equipment can easily be standardized. 
Standardization involves specifying a defined set of 
conditions under which the measurements are 
obtained that is designed to control extraneous 
influences that might affect the measurements (and 
add error to them). Internet-delivered tests, how-
ever, are frequently administered to individuals 
using their own computers, which can be desktops, 
laptops, or notepads. These computers might have 
different display resolutions and different display 
sizes. As a consequence, the same test item might be 
rendered differently on different computers. In the 
P&P testing era, standardization of the test material 
was heavily emphasized—a given test was always 
formatted and printed in exactly the same way. With 
Internet testing, because of the various displays pos-
sible under certain remote test administration condi-
tions, there is a danger that the characteristics of the 
display will degrade the standardization required for 
adequate measurement of some variables.

A second threat to standardization in Internet 
test delivery is that of the testing environment. P&P 
testing and most applications of PC-based testing 
emphasized that test delivery should occur in a 
quiet, well-controlled environment in which exam-
inees could concentrate on the tasks and questions 
posed in the test with minimal distraction. Test 
instructions were standardized, lighting and room 
temperature were controlled, and other outside 
influences were eliminated or minimized. Unless an 
Internet-delivered test is administered in a space 
devoted to testing or a location that is under the 
supervision of a test administrator, there is no con-
trol over the testing environment. To the extent that 
test scores can be influenced by nonstandardized 
testing conditions—noise, other people present, 
variations in temperature and lighting, and a host of 
other factors that might exist in nonstandardized 
testing environments—scores from such tests can-
not be relied on to be as precise and valid as those 
from tests taken under controlled conditions.

When Internet-based tests are delivered in unsu-
pervised environments, it is also frequently not pos-
sible to know exactly who is taking the test or what 
they are doing during test delivery. There might be 
other people available to the examinee who are being 
consulted during test administration, or in an 
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extreme case someone other than the presumed 
examinee might complete the test or a portion of it. 
In addition, unless the test delivery software explic-
itly locks the examinee’s computer from accessing its 
hard drive and simultaneously locks the Internet 
browser from accessing other Web sites, an exam-
inee might access other electronic sources during the 
test to answer the test questions. Even under com-
plete electronic lockout, an unsupervised examinee 
can access printed sources without the knowledge of 
the organization providing the test. It should thus be 
clear that unsupervised Internet test delivery is not 
appropriate for high-stakes tests that are being used 
to make important decision concerning an examinee.

A final source of lack of standardization of  
Internet-delivered tests lies in the nature of the Inter-
net itself. The Internet is basically an extremely 
sophisticated time-sharing system, but one that 
involves a great number of loosely networked com-
puters. As such, delays always exist between when 
information is sent to when the sending computer 
receives the information that it requests. These delays 
can be minimal—a second or two—or quite a bit lon-
ger, but they are always unpredictable. They result 
from a combination of many factors, including the 
amount of traffic on the Internet, the speed of trans-
mission over the various components of the system 
used for a message to reach its destination server and 
return, the speed of the server and the load on it when 
the message is received, and server processing time.

For many testing purposes, these delays might be 
relatively inconsequential, especially because many 
people have become accustomed to them. However, the 
delays can accumulate in testing applications in which 
items are delivered one item at a time, such as sequen-
tial testing and adaptive testing. In these applications, 
in addition to the system delays, computations must be 
done between each item delivery, thus potentially exac-
erbating the delays. Delays of several seconds between 
items can result in a testing experience that is less than 
optimal for many examinees, and their unpredictability 
might be a source of test anxiety for some examinees.

CONCLUSIONS

The first 60 or so years of psychological, educa-
tional, and personnel testing were dominated by the 

P&P test. Item banking, test assembly, and test 
 scoring were entirely manual procedures that were 
labor intensive, tedious, and prone to errors. Tests 
were highly standardized, as were conditions of 
administration. Changes began to occur with the 
introduction of electronic optical mark readers that 
reduced test scoring to a relatively accurate partially 
automated procedure that dominated standardized 
testing for many decades. The introduction of the 
PC in the mid-1980s, however, began a major evolu-
tion of testing away from the traditional way of 
building tests and delivering them.

The years since 1985 have seen computers auto-
mate the processes of item banking, test assembly, 
test analysis, and test delivery. The PC allowed  
the development of new modes of test delivery—
random, sequential, and adaptive—and new kinds 
of test items. The advent of the Internet extended 
test delivery to any computer that could connect to 
it, albeit not without some problems.

The result of this evolution of testing is a set of 
processes that are considerably less labor intensive, 
more accurate, and more efficient. In the process of 
this ongoing conversion, numerous questions have 
arisen, some of which have not yet been satisfacto-
rily studied or even addressed. Few research ques-
tions surround computerized item banking and test 
assembly. The major questions have risen in the 
context of CBT. In the early days of CBT, it was nat-
ural to address the question of whether CBTs func-
tioned the same as P&P tests. Generally, it was 
found that they did (Mead & Drasgow, 1993), 
although early research indicated some differences 
on reading comprehension tests (e.g., Kiely, Zara, & 
Weiss, 1986; Mazzeo & Harvey, 1988). As CBTs 
begin to be used to measure constructs that cannot 
be measured by P&P, however, comparability is no 
longer an issue, and CBTs will have to be validated 
on their own merits.

Obviously, a host of questions exist about how to 
best implement CATs and sequential tests that have 
resulted in substantial research over the past 20 or 
30 years and will continue to do so (for an extensive 
bibliography of CAT research, see http://iacat.org/
biblio). CBTs also raise a number of questions about 
the psychological environment of testing that have 
generally not been addressed. In the process of  
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creating a test of  appropriate difficulty for each 
examinee, CATs create a different psychological 
environment than do P&P tests. Does that differ-
ence affect examinee performance? PC-delivered 
tests have virtually no delays between items in  
comparison to Internet-delivered tests. Do the 
unpredictable delays in Internet-based testing affect 
examinees’ test anxiety and thereby influence test 
performance? Do the random variations in the  
testing environment that occur for unsupervised 
Internet-based testing affect test scores?

Finally, as the Internet continues to pervade  
people’s activities through various electronic devices, 
some have suggested that certain kinds of psycholog-
ical measurements (e.g., attitudes, personality vari-
ables) can be delivered by portable electronic devices 
such as PDAs and cellular phones. If these modes of 
test delivery are implemented, the usefulness of the 
resulting measurements will have to be carefully 
scrutinized because of the extremely variable testing 
conditions under which such measurements will be 
obtained. As the American Psychological Association 
Task Force on Psychological Testing on the Internet 
(Naglieri et al., 2004) concluded,

Despite the flash and sparkle of Internet 
testing, critical questions of the validity of 
the inferences made from test scores must 
be demonstrated. This is a fundamental 
issue of test validity that must be weighed in 
relation to the ease of availability, cost, and 
convenience of Internet testing. (p. 161)
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C h a P t e r  1 1

SCAlInG, normInG,  
And EquATInG

Michael J. Kolen and Amy B. Hendrickson

Test scoring typically begins with scores on individ-
ual test items, which are referred to as item scores. 
Item scores can be incorrect or correct, can involve 
multiple score points such as when human scorers 
score an essay on a 5-point rubric, or can indicate an 
examinee’s level of agreement with an idea. The raw 
score for an examinee on a test is a function of the 
item scores for that examinee. Raw scores can be as 
simple as a sum of the item scores or be so compli-
cated that they depend on the entire pattern of item 
responses. Raw scores are typically transformed into 
scale scores using a process referred to as scaling so 
as to facilitate score interpretation. Such scores are 
reported on a score scale.

Norming involves collecting data from a norm 
group of individuals to produce norms. To facilitate 
score interpretation, an individual’s scores can be 
compared with scores for the norm group to assess 
the individual’s relative standing in the norm group. 
The usefulness of the norms depends on how signif-
icant the norm group is for the score interpretation 
to be made. Incorporating information from a norm-
ing study into the score scale is one way to improve 
score interpretability.

Alternate test forms are often used with educa-
tional and some psychological tests for reasons of 
test security and so that examinees can be tested 
more than once. Because it is impossible for test 
developers to build alternate test forms that are of 
equal difficulty, test form equating methods are used 
to provide statistical adjustments to scores so that 
scores from the alternate forms can be used inter-
changeably. After the equating process, scores from 

the alternate forms are reported as scale scores. 
Reporting scale scores on the alternate test forms 
makes it more likely that the same reported score on 
two alternate forms is indicative of the same level of 
the construct being tested.

Procedures for scoring, scaling, norming, and 
equating can work together to facilitate the useful-
ness of reported scores. Such procedures can facili-
tate the proper use of test scores in making 
important psychological and educational decisions. 
Scoring, scaling, norming, and equating procedures 
used in concert allow test users to identify trends in 
test results over time and to ensure that educational 
and psychological criteria have the same meaning 
over time. Note that the terms psychological scale 
and clinical scale are often used in the literature to 
refer to groupings of items that measure a similar 
construct, such as the Neuroticism Scale on the 
revised NEO Personality Inventory (McCrae & 
Costa, 2010). However, in this chapter the term 
scale is used, as defined earlier, to refer to the scale 
used to report scores.

Theoretical and practical considerations for scor-
ing, scaling, norming, and equating are described in 
this chapter. For more detailed treatments of certain 
aspects of these areas and numerical examples, refer 
to Angoff (1971); Embretson and Reise (2000); 
Dorans, Pommerich, and Holland (2007); Flanagan 
(1951); Holland and Dorans (2006); Kolen (2006); 
Kolen and Brennan (2004); Petersen, Kolen, and 
Hoover (1989); and von Davier (2011). The Ameri-
can Educational Research Association, the American 
Psychological Association, and the National  
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Council on Measurement in Education (1999) 
jointly provided standards that should be used for 
scaling, norming, and equating in practice (see 
Chapter 13, this volume).

This chapter begins with a discussion of different 
perspectives on scales followed by a description of 
score scales for individual tests, scales for batteries 
and composites, and vertical scales. The discussion 
of scales is followed by discussions of norms and 
equating.

SCALING PERSPECTIVES

A variety of score scales and approaches to con-
structing them have been used in the development 
of scales for psychological and educational tests. 
These approaches depend on the nature of the con-
struct being assessed and on the perspective taken 
by the scale’s developer.

In one approach, a psychometric model is used 
to drive the development and scaling of tests. Thur-
stone (1925) developed one of the first such psycho-
metric models, which led to a process of choosing 
items and assigning scale scores to individuals. 
Later, Thurstone (1928) made claims about the 
equality of units of measurement that arose from the 
application of his approach. Guttman (1944) devel-
oped a model for scaling attitude items and individ-
uals on the same scale. His model included criteria 
to assess whether a scale could be constructed, and 
it focused on appropriately rank ordering examinees 
and placing individuals and items on the same scale. 
Rasch (1960) models also place individuals and 
items on the same scale and have been used to 
develop scales for a variety of different types of psy-
chological constructs (Wright & Stone, 1979). 
Wright (1977) summarized the psychometric 
model–based approach to developing scales for tests 
as follows:

When a person tries to answer a test item 
the situation is potentially complicated. 
Many forces might influence the outcome— 
too many to be named in a workable 
theory of the person’s response. To arrive 
at a workable position, one must invent a 
simple conception of what we are willing 

to suppose happens, do our best to write 
items and test persons so that their inter-
action is governed by this conception, 
and then impose its statistical conse-
quences upon the data to see if the inven-
tion can be made useful. (p. 97)

Thus, with the psychometric model–based 
approach, the focus of test development and scaling 
is on fitting the psychometric model.

Stevens (1951) classified scales as being nominal, 
ordinal, interval, or ratio. Suppes and Zinnes (1963) 
further developed this classification scheme, and 
Coombs, Dawes, and Tversky (1970, pp. 7–19) pro-
vided a summary. Coombs et al. pointed out that 
this theory requires that the relationship among 
individuals and the attribute be clearly defined and 
that there are many more scale types than the four 
proposed by Stevens (1951). In a discussion of the 
scaling of intelligence tests, which also applies to 
tests of other psychological constructs, Coombs  
et al. stated that because “no measurement theory 
[of this type] for intelligence is available . . . no 
meaning [from the perspective of this measurement 
theory] can be given” (p. 17) to the scores from 
intelligence tests. On the basis of this line of reason-
ing, applications of psychometric models such as 
those of Thurstone (1925, 1928) or Rasch (1960) 
are insufficient to support claims about properties of 
the scales that are developed. Similar points were 
made by Angoff (1971, pp. 510–511) and Yen 
(1986, p. 314). Recently, Michell (2008) called for 
the properties of scales to be taken much more seri-
ously, although Kane (2008) expressed concerns 
about such an emphasis.

The development of scales for psychological and 
educational tests often focus on practical consider-
ations that are consistent with the perspective of 
Petersen et al. (1989), who stated that “the main 
purpose of scaling is to aid users in interpreting test 
results. In this vein, we stress the importance of 
incorporating useful meaning into score scales as a 
primary means of enhancing score interpretation” 
(p. 222). This practical perspective, in which the 
primary purpose of score scale development is 
viewed as facilitating the interpretation of test scores 
by test users, is adopted in this chapter.
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SCALES FOR A SINGLE TEST

A variety of scores and scales are used with educa-
tional and psychological tests. In this section, scores 
are discussed, followed by different types of scale-
score transformations. Then different methods for 
incorporating meaning into score scales are consid-
ered, including normative and content meaning.

Scores
Kolen (2006) distinguished unit scores from item 
scores. A unit score is the score on the smallest unit 
for which a score is found, which is referred to as a 
scoreable unit. An item score is a score over all score-
able units for an item.

For multiple-choice or true–false test questions 
that are scored as either incorrect (0) or correct  
(1), such as on cognitive assessments of the National 
Assessment of Educational Progress (NAEP; Insti-
tute of Education Sciences, 2011) and the Wechsler 
Adult Intelligence Scale (WAIS; Wechsler, 2008), 
unit scores and item scores are often the same. For 
multiple-choice or true–false questions on noncog-
nitive assessments such as the revised NEO Person-
ality Inventory (McCrae & Costa, 2010) and the 
Learning and Study Strategies Inventory (Weinstein & 
Palmer, 2002), the particular item options endorsed 
form a test-taker profile and contribute to the test 
taker’s score on various psychological scales. In 
these situations, the item scores vary depending on 
the psychological scale and are thus not meaningful 
on their own. Scale scores are the most basic score 
of interest for these assessments.

Raw scores are functions of item scores. The 
summed score is an often-used raw score, and it is 
calculated by summing the item scores. For cogni-
tive tests that are scored as correct or incorrect, the 
summed score is the number of items the test taker 
answers correctly. For noncognitive tests, the 
summed (or scale) score is often the number of 
options or items endorsed that contribute to that 
particular psychological scale (e.g., the Extraversion 
scale on the revised NEO Personality Inventory; 
McCrae & Costa, 2010). Sometimes test developers 
decide to differentially weight the item scores using 
positive weights that produce weighted summed 
scores. With item response theory (IRT), proficiency 

estimates are often complex functions of the item 
scores (Embretson & Reise, 2000). These profi-
ciency estimates can be viewed as raw scores.

Transformation of Raw Scores  
to Scale Scores
As Kolen (2006) indicated, raw scores have limita-
tions as primary score scales for tests. Raw scores 
are dependent on the particular items on a test, and 
so they cannot be meaningfully compared when test 
takers take different test forms. In addition, raw 
scores do not carry normative meaning and are diffi-
cult to relate to meaningful generalizations to a con-
tent or psychological domain. For these reasons, raw 
scores are transformed to scale scores. Linear or 
nonlinear transformations of raw scores are used to 
produce scale scores that can be meaningfully inter-
preted. Normative and content information can be 
incorporated. Procedures for incorporating these 
types of meaning are considered next.

Incorporating Normative Information
Incorporating normative information begins with 
the administration of the test to a norm group. Sta-
tistical characteristics of the scale-score distribution 
are set relative to this norm group. The scale scores 
are meaningful to the extent that the norm group is 
central to score interpretation (Kolen, 2006).

For example, the Minnesota Multiphasic Person-
ality Inventory (Hathaway & McKinley, 1989) was 
administered to a national norm group of nonpa-
tient subjects intended to be representative of adults 
in the United States. These data were used to estab-
lish linear T scores with a mean of 50 and standard 
deviation of 10. By knowing the mean and standard 
deviation of the scale scores, test users are able to 
quickly ascertain, for example, that a test taker with 
a T score of 60 on the Depression scale is 1 standard 
deviation above the mean. This information is rele-
vant on the basis of the representative sampling of 
the norm group. Kolen (2006, pp. 163–164) pro-
vided equations for linearly transforming raw scores 
to scale scores with a particular mean and standard 
deviation.

Nonlinear transformations are also used to 
develop score scales. Normalized scores involve one 
such transformation. To normalize scores, percentile 



Kolen and Hendrickson

204

ranks of raw scores are found and then transformed 
using an inverse normal transformation. These nor-
malized scores are then linearly transformed to have 
a desired mean and standard deviation. Normalized 
scale scores can be used by test users to quickly 
ascertain the percentile rank of a test taker’s score, 
using facts about the normal distribution. For exam-
ple, the scale scores for all six psychological scales of 
the WAIS (Wechsler, 2008) are smoothed normal-
ized scores set to have a mean of 100 and a standard 
deviation of 15. Thus, a score of 115 on the Percep-
tual Reasoning scale, for example, is 1 standard 
deviation above the mean and represents a percentile 
rank of approximately 84. Kolen (2006, pp. 164–165) 
provided a detailed description of the process of 
score normalization. Note that the authors of the 
Minnesota Multiphasic Personality Inventory have 
warned against using normalized T scores because 
they result in psychological profiles that are quite 
different from those based on linear or uniform  
T scores, because of the non-normal distribution of 
scores in the norm group (Hathaway & McKinley, 
1989; Hsu, 1984).

Incorporating Content Information
Ebel (1962) stated, “To be meaningful any test 
scores must be related to test content as well as to 
the scores of other examinees” (p. 18). Recently, 
focus has been on providing content-meaningful 
scale scores.

For noncognitive assessments, such as clinical 
and personality inventories, meaning is often 
attached to the raw scores by assigning names to 
these psychological scales, such as Anxiety or Atti-
tude, and a description of the behaviors and charac-
teristics associated with these scales is provided. 
High scores on these psychological scales, then, eas-
ily give an indication of the test taker’s personality 
or clinical state. Moreover, score ranges on the 
scales may be identified and given interpretive infor-
mation. For example, interpretations of three 
T-score categories (≤44 = low, 45–55 = moderate, 
≥56 = high) are provided for each of the scales of 
the revised NEO Personality Inventory (McCrae & 
Costa, 2010) that help to identify more specific 
behaviors and characteristics of test takers falling in 
these categories.

Another way to incorporate content information 
is to use scale anchoring, often used with cognitive 
assessments (Kolen, 2006, pp. 168). The first step in 
scale anchoring is to develop an item map that 
places each item on the score scale on the basis of 
where test takers have a particular probability of 
earning a particular score or higher on the item. 
Then a set of scale-score points is chosen, such as a 
selected set of percentiles. Subject matter experts 
review the items that map near each of the selected 
points and develop general statements that represent 
the skills of the test takers scoring at each point. See 
Allen, Carlson, and Zelenak (1999) for an example 
of scale anchoring with the NAEP; Zwick, Senturk, 
Wang, and Loomis (2001) for a study of alternative 
methods for scale anchoring; and American College 
Testing (2007) for an example of scale anchoring as 
used with its College Readiness Standards.

SCALES FOR BATTERIES AND 
COMPOSITES

Test batteries consist of tests in various content 
areas or items contributing to various psychological 
scales, with separate scores provided for each con-
tent area or scale. With test batteries, the processes 
of test construction and scaling are handled simi-
larly for each test in the battery, making possible the 
assessment of test-taker strengths and weaknesses or 
profiles across test areas or scales. Sometimes com-
posite scores are calculated, which are combinations 
of scores from some or all of the tests or scales in the 
battery. Using the same scaling procedures for each 
of the tests or scales in a battery facilitates the for-
mation of such composites (Kolen, 2006).

Scale Comparability Across Tests  
in a Battery
When normative information is incorporated into 
the scale for a test, the same norm group is often 
used for all of the tests in the battery (Kolen, 2006). 
Using this normative information, the scale can be 
constructed so that the scale-score distributions for 
the tests in the battery are approximately the same 
for the norm group. For example, the same norm 
group and same linear transformation to a T score 
was used across all five of the revised NEO Personality 
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Inventory domains (McCrae & Costa, 2010). The  
T scores produce distributions that are very similar 
from domain to domain, with approximately equal 
percentages of scores at each T-score level. The 
T scores allow for percentile comparisons across 
the domains. Consider a test taker scoring 50 on the 
Neuroticism domain and 60 on the Agreeableness 
domain. Because of the T-score scale-score property 
built into the domains, this test taker’s score is near 
the 50th percentile on the Neuroticism domain  
and near the 84th percentile on the Agreeableness 
domain. Relative to the norm group, the test taker 
exhibits more agreeable behaviors than neurotic 
behaviors.

Composites
Composite scores that reflect performance on two or 
more tests are often used (Kolen, 2006). Composite 
scores are typically a linear combination of scale 
scores on different tests. For example, six composite 
scores are reported from the WAIS (Wechsler, 
2008), including the Full Scale IQ scale that is a 
measure of overall cognitive ability and is derived 
from the other five scales. Each is based on a sum of 
scale scores. Scores on the tests that are used to form 
composite scores are typically correlated. Effective 
weights (see Kolen, 2006), which are proportional 
to the correlation between the score on one of the 
tests making up the composite and the composite 
score, are sometimes used to index the contribution 
of each test to the composite.

VERTICAL SCALING AND 
DEVELOPMENTAL SCORE SCALES

Assessing the extent to which the aptitude or 
achievement of test takers grows from one year to 
the next is important for many cognitive applica-
tions. Growth might be assessed by administering 
alternate forms of the same test each year and chart-
ing growth as measured by changes in test scores 
from year to year and over multiyear periods. Apart 
from showing growth, when an assessment is to be 
administered across a wide range of age groups, 
using a single set of questions for all ages may be 
problematic. Most test takers would be measured 
imprecisely because the test would not be targeted at 

their current age or level. Younger test takers would 
be overwhelmed when presented with tasks that  
are much too difficult. Older students might be care-
less or inattentive when presented with many test 
questions that are too easy.

To address these issues, educational and psycho-
logical batteries are typically constructed using mul-
tiple test levels, in which each level is constructed to 
be appropriate for test takers at a particular grade or 
age. Vertical scaling procedures are used to relate 
scores on these multiple test levels to a developmen-
tal score scale that can be used to assess test-taker 
growth over a range of levels.

In this section are discussed the types of domains 
that are measured with vertical scales, different defi-
nitions of growth, designs for collecting data for ver-
tical scaling, and statistical procedures used to 
conduct vertical scaling.

Structure of Batteries
Vertical scaling procedures are used with cognitive 
assessments such as aptitude test batteries (e.g., 
Cognitive Abilities Test; Lohman & Hagen, 2002), 
intelligence test batteries (e.g., WAIS; Wechsler, 
2008), and achievement test batteries (e.g., Iowa 
Tests of Basic Skills; Hoover, Dunbar, & Frisbie, 
2003). These types of batteries typically contain 
tests in a number of areas and are used with test  
takers in a range of ages. Students are administered 
test questions that assess content, skills, abilities, or 
aptitude relevant to that level. Going from early to 
later levels, the test questions become more difficult 
and the content becomes more advanced.

For many such batteries, test questions overlap 
from one test level to the next. Overlap reduces the 
development burden because the same items are 
used in adjacent test levels.

Designs for Data Collection and  
Statistical Methods for Vertical Scaling
Data are collected to conduct vertical scaling. Three 
of the most common designs used for data collection 
are the common-item design, the equivalent-groups 
design, and the scaling test design that were 
described by Kolen and Brennan (2004, pp. 377–380). 
The common-item design takes advantage of an 
overlap of test questions over levels. Each test level 
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is administered to students at the appropriate grade 
or age, and performance on the items that are com-
mon to adjacent test levels is used to indicate the 
average amount of growth that occurs from one 
grade or age to the next. The data from this design 
are used to place scores from all test levels on a  
common scale.

In the equivalent-groups design, randomly equiv-
alent groups of test takers are administered the level 
appropriate for their grade or age and the level 
below their grade or age. By chaining across grades 
or ages, the data from this administration are used to 
place scores from all test levels onto a base level. 
The common-item and equivalent-groups designs 
are similar to equating designs, discussed later in 
this chapter.

In the scaling test design, a special test is con-
structed that spans the content across all of the 
grade or age levels of interest. Students in all grades 
or ages are administered the same scaling test. All 
students take the scaling test and the items appro-
priate for their level. The score scale is defined using 
scores on the scaling test. Scores on each test level 
are linked to the scaling test.

After the test is constructed and data are col-
lected, psychometric methods, such as IRT methods, 
are used to construct the score scale. In any 
approach for constructing the score scale, the per-
formance on the test or tests to be scaled is related 
to a single interim score scale. The interim score 
scale is transformed to a scale with specified proper-
ties. Within each general statistical approach, the 
specific procedures that are used depend on the 
design used for data collection. See Carlson (2011), 
Harris (2007), Kolen and Brennan (2004), Patz and 
Yao (2007), and Yen (2007) for more details on ver-
tical scaling methods.

Scale-score equivalents by age group were devel-
oped for the subtests and process scores of the WAIS 
(Wechsler, 2008) by means of a vertical scaling pro-
cess. The scaling test design was used in that all age 
groups of the normative sample responded to all of 
the same items that spanned the difficulty range  
of the WAIS. Statistical characteristics of the score 
distributions for each age group (mean, standard 
deviation, and skewness) were calculated and used 
to generate theoretical distributions for each of the 

reported normative age groups, yielding percentile 
ranks for each raw score. Two sets of scale scores are 
provided from the WAIS, one for the reference 
group (ages 20–34) and one based on the test taker’s 
same age group. See Wechsler (2008) and Wilkins, 
Rolfhus, Weiss, and Zhu (2005) for more informa-
tion on the method of inferential norming used to 
develop the age-based scale scores.

NORMS

In this section, norms and norm groups are defined. 
Then technical issues in the development of norms 
are considered, and illustrative examples of norming 
studies are described.

Norms and Norm Groups
Norms relate test scores to the performance of a 
group of test takers. National norms are based on 
drawing nationally representative samples of indi-
viduals at the age or educational level for which a 
test is designed. National norms are typically devel-
oped using a sampling plan that helps ensure that 
the sample accurately represents the population. 
National norms by age or grade are often provided 
for educational achievement and aptitude tests. 
National norms by gender may be provided for per-
sonality inventories and other noncognitive assess-
ments. National norming studies are used to 
estimate test score characteristics, such as means, 
standard deviations, and percentile ranks, for a 
national population of test takers.

User norms are based on test takers who happen 
to take a test during a given time period or for a par-
ticular sample. These user norms cannot be viewed 
as nationally representative because they depend on 
who happens to take a particular test. User norms 
can facilitate score interpretation. For example, con-
sider a student entering a college and completing the 
Learning and Study Strategies Inventory (Weinstein & 
Palmer, 2002), which is designed to measure stu-
dents’ awareness and use of learning and study  
strategies. The student’s scores on the inventory  
can easily be compared with the national norms  
provided. However, also comparing the student’s 
scores to the normative information for all students 
enrolled at the college (user norms) provides a closer 
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reference for interpreting and comparing the test 
taker’s scores and will help to identify areas in which 
the college can best meet the test taker’s needs.

Technical Issues in Development of 
National Norms
National norming studies are used to estimate test 
score characteristics, such as means, standard devia-
tions, and percentile ranks, for a national population 
of test takers. The development of national norms 
involves drawing a representative sample of test tak-
ers from the national population. Sample survey 
methodology (Thompson, 2002) is used to design 
norming studies. In this section, some basic sam-
pling concepts are considered. See Kolen (2006,  
pp. 180–183) for more details.

The population of interest is the population of test 
takers that the norms are intended to represent. The 
population characteristics or population parameters, 
such as means and percentile ranks for scores on a 
test, are the estimated quantities. A sampling design 
is the process that is used for sampling test takers 
from the population of interest. Statistics are the 
estimates of the population characteristics found 
from the sample.

Norming studies typically use a combination of 
sampling plans. In simple random sampling, each 
test taker in the population has an equal and inde-
pendent probability of being included in the sample. 
In stratified random sampling, the population is 
divided into strata on the basis of test-taker charac-
teristics, such as geographic region or public versus 
private school. A sample is drawn from each stra-
tum. Statistics from each strata are often weighted 
differentially to estimate the population characteris-
tic. Stratification reduces sampling error variance to 
the extent that the strata differ on the measured 
variable.

In systematic random sampling, every nth test 
taker is chosen from the population, after the first 
test taker is randomly chosen from among the first n 
test takers. If test takers are ordered randomly, then 
systematic random sampling is the same as simple 
random sampling. If the test takers are ordered on a 
variable related to the measured variable, then sys-
tematic random sampling can result in substantially 
lower sampling error than simple random sampling.

Cluster sampling involves sampling at the level of 
test-taker group. For example, schools might be 
sampled and then all students within a selected 
school tested. To the extent that the clusters differ, 
on average, on the test score of interest, cluster sam-
pling requires testing more students than would be 
required with simple random sampling to achieve 
the same sampling error variance.

Most norming studies use a combination of 
sampling strategies. Simple random sampling is 
usually not practical for developing test norms. 
Specialists in sample survey design methodology 
also develop sampling designs and weights, as 
needed, so that the statistics that are calculated 
accurately estimate the population characteris-
tics. In addition, indices of the precision of the 
estimates of the population characteristics are 
provided.

Illustrative Examples of National  
Norming Studies
Norming studies often use a combination of sam-
pling strategies. In this section, procedures used in 
two national norming studies are described to illus-
trate the types and range of sampling procedures 
used in practice.

National norming studies are conducted for the 
NAEP, which is a national survey of educational 
achievement that provides information used by poli-
cymakers to inform decisions about education in the 
nation. NAEP is intended to broadly survey educa-
tional achievement in areas that include reading and 
mathematics. The breadth of these subject areas, and 
the desire to have adequate breadth of content sur-
veyed, requires that each test taker take only a sub-
set of the assessment. Scores are not reported to 
individual test takers. NAEP results are reported 
only at the group level, including the nation and 
various subgroups.

NAEP provides normative data on educational 
achievement at Grades 4, 8, and 12 in various sub-
ject matter areas (Institute of Education Sciences, 
2011). In the development of norms, NAEP makes 
extensive use of sampling procedures described in 
technical manuals that accompany each assessment 
(e.g., Allen et al., 1999). Rust and Johnson (1992) 
described NAEP sampling that was used in 1986 
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through 1992. This discussion relies on their 
description as well as the summary provided by 
Kolen (2006, pp. 182–183).

A multistage sampling design was used with 
NAEP (Institute of Education Sciences, 2011). The 
first stage involved sampling primary sampling units 
(PSUs), which are geographical regions that contain 
a single metropolitan area, a single county that is 
not a metropolitan area, or a group of geographically 
contiguous counties. The United States was divided 
into approximately 1,000 PSUs. Because of their 
large size, some of the PSUs that contained a single 
metropolitan area were included in all NAEP sam-
ples (there were 34 of these PSUs in 1986–1992). 
The remaining PSUs were sorted into 60 strata by 
geographic region, whether the PSU was a metropol-
itan area, extent of minority population, and socio-
economic characteristics. One PSU was drawn 
randomly from each of these strata.

In the second stage, schools with students in the 
grade to be assessed were selected within the 
selected PSUs. The schools were chosen with proba-
bilities proportional to the size of the schools, with 
the following exception. So that norms for impor-
tant subgroups, such as African Americans and His-
panic Americans, were sufficiently precise, schools 
with high proportions of students from these sub-
groups were sampled at a higher probability. In the 
third stage, schools provided a list of students eligi-
ble for testing. Students were systematically sampled 
from these lists and assigned to test sessions.

Each student was administered only a subset of 
items from the entire pool of items. Within a test 
session, different students were administered differ-
ent test questions. This procedure is generally 
referred to as matrix sampling. Different subsets of 
items were randomly assigned to students in each 
test session using a procedure referred to as balanced 
incomplete block spiraling (Beaton & Allen, 1992).

The records for students included in the sample 
were weighted to reflect the national population and 
to adjust for nonparticipation of students and 
schools. Weights were initially assigned as the recip-
rocal of the probability of selection of individual stu-
dents for the assigned session. The weights were 
adjusted for the effects of nonparticipation of schools 
and students, and those weights that were extremely 

large were trimmed so that they did not overly influ-
ence the resulting norms. Poststratification was used 
to adjust the weights so that over the whole sample, 
they accurately reflected totals for population sub-
groups, as provided by the U.S. Census Bureau, 
defined by geographical region, race and ethnicity, 
and the relationship between student age and grade.

The weights were used to develop the norms on 
the NAEP for the U.S. population as a whole and for 
various subgroups. Associated estimates of precision 
were used to estimate the amount of sampling error 
present in the norms.

NAEP sampling was recently redesigned (Insti-
tute of Education Sciences, 2011). A sampling plan 
is now used within each state to produce state-level 
norms at a desired level of precision overall and for 
various subgroups within each state. The state sam-
ples are aggregated to produce the national sample.

Another well-documented norming study pro-
vides a contrast to the procedures used with NAEP. 
The WAIS norming sample (Wechsler, 2008) was 
recruited by market research firms located in eight 
cities across four major U.S. geographic regions 
(Northeast, Midwest, South, and West). Test-taker 
candidates were screened for issues that could affect 
cognitive test performance, and those with poten-
tially confounding issues were excluded. Addition-
ally, a representative proportion of individuals 
identified as intellectually gifted and intellectually 
disabled were included.

A stratified sampling plan was used to ensure 
that the normative sample included representative 
proportions of individuals according to several 
selected demographic variables—age, sex, race and 
ethnicity, self or parent education level, and geo-
graphic region.

The percentages of the resulting sample according 
to these demographic variables were compared with 
those provided by the U.S. Census Bureau from the 
October 2005 census. The comparison indicated that 
the resulting normative sample was nationally repre-
sentative of the U.S. English-speaking population of 
individuals ages 16 to 90. No poststratification weight-
ing was necessary. Subsequently, each chosen test 
taker was administered the entire set of WAIS items.

Both the NAEP and WAIS sampling procedures 
involved stratified random sampling, but for NAEP, 
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the first-stage sample was at the PSU level, whereas 
for the WAIS, the first-stage sample was at the level 
of larger geographic regions within the United 
States. A second difference is that a matrix sampling 
design was used to collect the exam data for the 
NAEP, whereas a complete sample design was used 
for the WAIS. The matrix sampling may have cut 
down on test takers’ frustration and fatigue but 
required more complex procedures and logistics 
than administering all items to all test takers. These 
sorts of practical issues are always a concern when 
conducting national norm studies.

EQUATING

Alternate forms of tests are used for security pur-
poses and so that individuals can take a test more 
than once. So that scores from alternate forms can 
be used interchangeably, such alternate forms are 
developed to be as similar as possible in content and 
statistical properties. Even when substantial effort is 
made to develop alternate forms that have scores 
that are equal in statistical characteristics, however, 
small differences are typically found. Equating 
methods are used to adjust for such differences. 
According to Kolen and Brennan (2004), “Equating 
is a statistical process that is used to adjust scores on 
test forms so that the scores on the forms can be 
used interchangeably” (p. 2). As this statement sug-
gests, the goal of equating is to be able to use scores 
on alternate forms interchangeably.

To conduct adequate equating, alternate forms 
must be constructed to be very similar in content 
and statistical characteristics. Equating adjusts for 
small statistical differences in scores across alternate 
forms, not for differences in content or in the con-
struct measured. Thus, detailed and well-articulated 
test development procedures that produce very simi-
lar alternate forms of tests are necessary for equating 
to be successful.

Equating has become an integral part of large-
scale testing, especially for educational achievement 
and ability tests for which there is often a need for 
alternate test forms. A chapter by Flanagan (1951) 
provided the first extended treatment of equating, 
followed by a comprehensive chapter by Angoff 
(1971), and these references were updated by 

Petersen et al. (1989). Lord (1980) provided an 
overview of IRT equating. Holland and Rubin’s 
(1982) edited book presented a number of research 
studies on equating methods. Kolen and Brennan 
(2004) provided a book-length introduction to 
equating. Von Davier, Holland, and Thayer (2004b) 
described a framework for traditional equating 
methods referred to as kernel equating. Recently, 
publications by Holland and Dorans (2006), Dorans 
et al. (2007), and von Davier (2011) considered 
equating in the more general context of methods for 
relating scores on assessments, which they referred 
to using the general term linking, that include equat-
ing as one type of linking. Livingston (2004) and 
Ryan and Brockmann (2009) provided overviews of 
equating designed to be helpful to practitioners. 
Although equating could in principle be used with 
alternate forms of measures of psychological con-
structs such as personality and attitudes and in med-
ical assessment areas, few examples appear in the 
literature (see Dorans, 2007, and Orlando, Sher-
bourne, & Thissen, 2000, for two of the few such 
examples).

This section begins with a discussion of proper-
ties of equated scores. It continues with discussions 
of data collection designs, statistical equating meth-
ods, equating error, and practical issues in equating.

Equating Properties
Kolen and Brennan (2004, pp. 9–13) presented prop-
erties of equating that are described here. Similar lists 
of properties are presented in other references (e.g., 
Holland & Dorans, 2006; Petersen et al., 1989).

One property of equating is what Kolen and 
Brennan (2004) referred to as the same-specifications 
property. For this property to hold, the alternate test 
forms must be built to the same content and statisti-
cal specifications so that they are as similar as possi-
ble. This property is necessary for equating. Holland 
and Dorans (2006, p. 194) referred to the same con-
struct property, which is a similar property.

The symmetry property (Lord, 1980) requires 
that the equating transformation be symmetric. For 
this property to hold, the transformation of scores 
from Form X to Form Y must be the inverse of the 
transformation of scores from Form Y to Form X. 
This property rules out regression as an equating 
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method because regression functions are not 
symmetric.

The equity property described by Lord (1980) is 
based on the consideration that it should be a matter 
of indifference to any test taker which form is admin-
istered. Lord statistically operationalized this prop-
erty by stating that the distribution of observed 
equated scores for test takers of a particular true 
score should be the same on the alternate forms, and 
this property holds at all levels of true score. Lord 
went on to show that the equity property cannot hold 
unless the alternate forms are identical. Note that if 
equity holds, then alternate forms will be of equal 
reliability for a particular group of test takers. Dorans 
and Holland (2006, p. 19) included equal reliability 
of alternate forms as a property for equating. Brennan 
(2010) also discussed the need for similar reliability 
of alternate test forms as related to equity.

Morris (1982) suggested less restrictive versions 
of equity. He defined first-order equity by stating that 
the expected equated observed scores for test takers 
of a particular true score should be the same regard-
less of the alternate form taken and that this prop-
erty holds at all true scores. This property implies 
that any test taker would be expected to earn the 
same equated score on alternate forms. Hanson 
(1991) provided practical conditions under which 
this property holds. Morris defined second-order 
equity by stating that the standard deviation of 
observed scores for test takers of a particular true 
score should be the same regardless of the alternate 
form taken and that this property holds at all true 
scores. This property implies that any test taker 
would be expected to be measured with the same 
precision on any alternate form.

Angoff (1971) described the observed-score 
equating property, which states that equated scores 
for alternate forms should have the same distribu-
tion in a population of test takers. When this prop-
erty holds, for example, in a particular population, 
the same proportion of test takers would exceed a 
particular cut score on any alternate form.

For the group invariance property, the equating 
relationship is the same regardless of the group of 
test takers used in the equating. Under this property, 
for example, the equating relationship constructed 
using male test takers is the same as that constructed 

using female test takers. Research on the group 
invariance property (e.g., Angoff & Cowell, 1986; 
Harris & Kolen, 1986) suggested that this property 
holds for carefully constructed alternate forms. 
Dorans and Holland (2000) and Kolen and Brennan 
(2004) provided methodology for assessing group 
invariance.

The same specifications and symmetry properties 
are clear requirements for equating. The other prop-
erties should hold, at least approximately. Methods 
for assessing the other equating properties are dis-
cussed further in the Practical Issues of Equating 
section.

Designs
Designs for data collection are considered in this 
section, using terminology consistent with that of 
Kolen and Brennan (2004). In considering the 
equating designs, assume that scores on old Form Y 
have been transformed to scale scores. Scores on a 
new Form X are to be equated to scores on the pre-
viously equated Form Y and then to scale scores.

In the random-groups design, test takers are ran-
domly assigned to take the forms. Such assignment 
is often done by packaging test booklets so that the 
first booklet is Form Y, the second Form X, and so 
forth. The booklets are then distributed in the order 
in which they are packaged. This spiraling process is 
intended to lead to random groups of test takers tak-
ing the forms. The groups taking each of the forms 
are considered to be randomly equivalent.

In the single-group with counterbalancing 
design, test takers are administered both forms to be 
equated. A random half of the test takers are admin-
istered Form Y followed by Form X, and the other 
half of the test takers are administered Form X fol-
lowed by Form Y. Assuming that no differential 
order effects exist (i.e., taking Form X first vs. sec-
ond has the same effect on scores as taking Form Y 
first vs. second), the equating functions for the two 
orders are averaged to produce the equating func-
tion that is used. Sometimes the single-group design 
is used without counterbalancing, although doing so 
requires an assumption that order effects are not 
consequential.

The random-groups design is preferable to the 
single-group design whenever equating is to be done 
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using operational test takers because the test takers 
only have to take one form. In situations in which 
two forms can be given and no differential order 
effects exist, the single-group design with counter-
balancing can often lead to greater equating preci-
sion than the random-groups design because each 
test taker serves as his or her own control.

Sometimes developers of assessments need to 
conduct equating as part of an operational assess-
ment program. It might be impossible, in this 
case, to administer two forms to the same test  
takers or to administer two forms to random 
groups of test takers. In this case, a common-item 
nonequivalent-groups design (referred to as a  
nonequivalent-groups-with-anchor test design by 
Holland & Dorans, 2006) can be used. In this 
design, the groups of test takers taking the new 
Form X, referred to as Group 1, is considered to 
be different, that is nonequivalent, to the group 
that took the old Form Y, referred to as Group 2. 
A set of common items, V, is administered to both 
groups. In the external common-item version of 
this design, the score on V does not contribute to 
scores on Form X or Form Y. When using external 
common items, the common items are often 
administered in a separately timed section. In the 
internal common-item version of this design, the 
common items contribute to scores on both Form 
X and Form Y. When using the internal common-
item version, the common items are typically 
interspersed throughout the forms.

In the common-item nonequivalent-groups 
design, scores on the common items provide a clear 
indication of how the test takers in the group who 
took Form X differ on the assessed construct from 
the test takers in Group 2 who took Form Y. Strong 
statistical assumptions are made so that the informa-
tion about group differences in scores on the com-
mon items can be used to estimate statistical 
differences in scores on the complete forms. For the 
scores on the common items to adequately reflect 
group differences on the complete form, it is impor-
tant that the content of the common items propor-
tionally represent the content of the complete forms 
and that the common items be presented in the 
same context on both forms. For example, the com-
mon items should be in nearly the same position on 

both forms, and the wording and formatting of the 
items should be the same. Even though the require-
ments for using the common-item nonequivalent-
groups design are quite stringent from an 
assessment development perspective, this design is 
often used because there are many situations in 
which the random-groups and single-groups designs 
with counterbalancing cannot be used.

Both traditional and IRT statistical methods can 
be used with the three designs just described, as dis-
cussed later in this chapter. Additional designs can 
be used with IRT. For example, with IRT, calibrated 
item pools are often developed in which a large 
number of items have IRT item parameter estimates 
on a common scale.

In the common-item-equating-to-an-IRT- 
calibrated-item-pool design, a new Form X is con-
structed that contains a set of items that are already 
in the calibrated item pool as well as some new 
items. After administration of Form X, test-taker 
performance on the common items and the IRT 
model assumptions are used to assess the differences 
between the group of test takers taking the new 
form and the group used to establish the IRT scale 
for the item pool. The statistical assumptions of IRT 
are used to convert scores on Form X to scores on 
base Form Y and then to scale scores. On the basis 
of the same reasoning used with the common-item 
nonequivalent-groups design, the common items 
should proportionally represent the content of  
Form X and the items should be placed in an item 
position similar to that used when they were admin-
istered previously.

In the item-preequating-to-an-IRT-calibrated-
item-pool design, new Form X is constructed from 
items that are in the IRT-calibrated item pool. 
Because item calibrations for these items exist in 
the pool, the conversion of Form X scores to scores 
on base Form Y and then to scale scores can be 
estimated from the item parameter estimates that 
already exist in the pool. This design has the prac-
tical benefit that score conversions can be devel-
oped before the form is ever administered and 
scores can be provided immediately after the form 
is taken. With this design, it is important that 
Form X be built to the same content and statistical 
specifications as previous forms, which leads to 
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equating that tends to be robust to violations of the 
IRT assumptions that often occur in practice 
(Kolen & Brennan, 2004, pp. 205–207). It is also 
important that the items be placed in an item posi-
tion similar to that used when previously adminis-
tered. One potential drawback of this design is that 
problems that are found with any items (e.g., with 
content or with printing) after the administration 
cannot be easily corrected because scores are often 
reported to test takers immediately after they  
take the form.

Statistical Equating Methods
In this section, traditional linear and equipercentile 
equating methods are introduced in the relatively 
simple random-groups design followed by a discus-
sion of these methods with the common-item  
nonequivalent-groups design. For presentation of 
the traditional methods, it is assumed that the score 
for each item is discrete and that the total score to 
be equated is based on a sum of the item scores, 
which are referred to as summed scores. IRT methods 
for both designs are then presented. The section 
concludes with a discussion of the use of IRT in the 
two designs that make use of IRT-calibrated item 
pools. Note that all of the methods described in this 
section are presented in much greater detail in 
Kolen and Brennan (2004).

Linear methods for the random-groups design. In 
linear methods of equating, a linear transformation 
is found that transforms scores on Form X to scores 
on Form Y so that the scores have the same mean 
and standard deviation for a particular group of test 
takers. The form of the conversion equation is a 
straight line.

Define X as summed score on Form X, Y as 
summed score on Form Y, x as a particular summed 
score on Form X, y as a particular summed score on 
Form Y, μ(X) as the mean summed score on Form X, 
μ(Y) as the mean summed score on Form Y, σ(X) as 
the standard deviation of summed scores on Form X,  
and σ(Y) as the standard deviation of summed 
scores on Form Y. The linear method is developed 
by setting standardized scores (z scores) on the two 
forms equal. Defining lY(x) as the linear equating 
transformation that transforms scores on Form X to 

scores on Form Y, Kolen and Brennan (2004, p. 31) 
showed that

l x y
Y

X
x Y

Y

X
XY ( ) = =

( )
( ) + ( ) − ( )

( ) ( )











σ
σ

µ
σ
σ

µ .. (11.1)

This equation is expressed as a linear equation in 
slope and intercept form, with the slope being the 
ratio of the standard deviations and the intercept the 
term in square brackets. Note that the linear equat-
ing function depends only on the means and stan-
dard deviations of the scores on Form X and Form Y. 
Kolen and Brennan (2004, pp. 32–33) demonstrated 
that when the scores on Form X are transformed to 
scores on Form Y using this transformation, the 
transformed scores have the same mean and stan-
dard deviation as the original Form Y scores. They 
also demonstrated that this equation is symmetric. 
That is, to find the Form X equivalents of Form Y 
scores, this equation can be solved for x.

The linear equating equation can lead to trans-
formed scores that are outside of the range of possi-
ble scores on Form Y. In this case, the transformed 
scores are for practical purposes often truncated to 
be in the appropriate range. Note that the linear 
equating equation is expressed in terms of parame-
ters. In practice, sample means and standard devia-
tions are used in place of the parameters.

Equipercentile methods for the random-groups 
design. In equipercentile methods of equating, a cur-
vilinear transformation, eY(x), is found that transforms 
scores on Form X to scores on Form Y so that the 
scores have approximately the same distribution for a 
particular group of test takers. Define F as the cumula-
tive distribution function for X and G as the cumula-
tive distribution function for Y. For example, F(x) 
represents the proportion of scores below the score 
x. Braun and Holland (1982) indicated that when X 
and Y are continuous random variables, the following 
function can be used to transform scores on Form X to 
scores on Form Y so that the transformed scores have 
the same distribution as the scores on Form Y:

e x y G F xY ( ) = = ( ) 
−1 , (11.2)

where G−1 is the inverse of the cumulative distribu-
tion function G. That is, G−1 is the score y that has a 
particular proportion of scores below. Kolen and 
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Brennan (2004, p. 37) demonstrated that this equa-
tion is symmetric.

In most equating applications, the scores are dis-
crete integer scores, such as when summed scores are 
used. With such discrete scores, G−1 often cannot be 
found. To deal with this issue, percentiles are typi-
cally used in place of G−1 and percentile ranks are 
typically used in place of F(x). With percentiles and 
percentile ranks, discrete scores are treated as if  
they are uniformly distributed on an interval from  
0.5 score point below each integer score to 0.5 score 
point above (see Kolen & Brennan, 2004, pp. 43–46).

To implement equipercentile equating, for each 
score x the percentile rank of the score is found, 
which is the percentage of scores below score x. 
Then, the score on Form Y that has that percentage 
of scores below it is the equipercentile equivalent of 
score x. Kolen and Brennan (2004) demonstrated 
that the distribution of Form X scores equated to the 
Form Y scale is approximately equal to the distribu-
tion of Form Y scores. In addition, they demon-
strated that the equipercentile equivalents that result 
are within the range of scores on Form Y plus or 
minus 0.5. In practice, estimates of the percentiles 
and percentile ranks are used in place of the 
parameters.

Because so many parameters must be estimated 
in equipercentile equating (percentiles and percen-
tile ranks at each score point), the estimates of the 
equipercentile equivalents are subject to consider-
able sampling error. In addition, the equipercentile 
equating function often appears irregular. For this 
reason, smoothing methods are often used with 
equipercentile equating. In postsmoothing, the equi-
percentile equivalents are smoothed. Kolen and 
Brennan (2004, pp. 84–91) described and illustrated 
a postsmoothing method developed by Kolen 
(1984). In presmoothing, the score distributions are 
smoothed and then the smoothed distributions are 
equated using equipercentile methods. Von Davier, 
Holland, and Thayer (2004b), Holland and Thayer 
(2000), and Kolen and Brennan (2004) illustrated a 
presmoothing method that uses log-linear models.

Kolen and Brennan (2004, p. 72) indicated that 
smoothing methods should be accurate and flexible, 
have a statistical framework for evaluating fit, and 
have an empirical research base that demonstrates 

that it improves estimation of equating relation-
ships. The postsmoothing method they described 
and the log-linear presmoothing method meet these 
criteria.

Von Davier et al. (2004b) described a kernel 
method that can be used in place of percentiles and 
percentile ranks. At each score point, the discrete 
scores are treated as if they are normally distributed. 
The score distributions that result from application 
of the kernel method are continuous and equiper-
centile equating can be accomplished directly. Von 
Davier et al. paired the kernel method with log- 
linear smoothing to produce what they referred to as 
kernel equating. Because kernel equating uses the 
normal distribution to deal with the discrete scores, 
the range of score equivalents is infinite.

The equipercentile method tends to produce 
equivalents that are similar to the linear method in 
the middle of the score distribution. However, the 
methods can produce very different equivalents, 
especially at more extreme scores, when the shapes 
of the score distributions for the forms to be equated 
differ considerably.

Linear methods for the common-item nonequivalent- 
groups design. As previously indicated, when 
equating is conducted using the common-item 
nonequivalent-groups design, the new Form X is 
administered to test takers from Group 1, old Form 
Y is administered to test takers from Group 2, and 
a set of common items, V, is administered to both 
groups. When the common items contribute to the 
test taker’s score on the test form, they are referred 
to as internal common items. When the common 
items do not contribute to the test taker’s score on 
the common items, they are referred to as external 
common items.

Test-taker scores on the common items provide 
direct evidence of the difference on the construct 
being assessed between Group 1 and Group 2. For 
example, a higher mean on the common items for 
Group 1 than for Group 2 is direct evidence that 
Group 1 is, on average, higher on the construct 
being assessed than Group 2. In equating using the 
common-item nonequivalent-groups design, the  
differences between the two groups that are 
observed, along with statistical assumptions about 
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the relationships between scores on the common 
items and scores on the test forms, are used to esti-
mate the differences in scores on the two forms. 
Various equating methods for this design exist, and 
they differ in the statistical assumptions that are 
made. Note that with this design, Form Y scores are 
not observed in Group 1 and Form X scores are not 
observed in Group 2.

In the Tucker method, which was attributed to 
Ledyard Tucker by Gulliksen (1950), linear equat-
ing is conceived of for a synthetic group of test tak-
ers that is a weighted combination of Groups 1  
and 2. In this case, the linear equating function  
is the same as that in Equation 11.1, but with a syn-
thetic group subscript added to each term. To find 
the parameters for the synthetic group, an assump-
tion is made that the slope and intercept of the 
unobserved linear regression of X on V in Group 2 is 
equal to the linear regression of X on V in Group 1. 
In addition, it is assumed that the unobserved linear 
regression of Y on V in Group 1 is equal to the linear 
regression of Y on V in Group 2.

The Levine equally reliable method was intro-
duced by Levine (1955) and assumes that true 
scores of X and V and true scores of Y and V are per-
fectly correlated in Groups 1 and 2, implying that 
scores on the total tests and the common items are 
measuring exactly the same construct. This method 
also assumes that the slope and intercept of the 
unobserved linear regression of true scores for X on 
true scores for V in Group 2 is equal to the linear 
regression of true scores for X on true scores for V in 
Group 1. In addition, it is assumed that the unob-
served linear regression of true scores for Y on true 
scores for V in Group 1 is equal to the linear regres-
sion of Y on V in Group 2. Derivations for both the 
Tucker method and the Levine equally reliable 
method are provided by Kolen and Brennan (2004), 
along with the resulting equations (p. 122).

Kolen and Brennan (2004, p. 147) mentioned a 
chained linear method, which was described in 
more detail by Holland and Dorans (2006, p. 208). 
In this method, scores on X are linked to scores on V 
for Group 1 using a linear equating function such as 
that defined in Equation 11.1 and symbolized by 
lv1(x). Scores on V are linked to scores on Y for 
Group 2 using a linear equating function such as 

that defined in Equation 11.1 and symbolized by 
lY2(v), and these two functions are chained together 
to produce the chained linear equating function

l x l l xYchain Y v( ) = ( ) 2 1 . (11.3)

Note that unlike the Tucker (Gulliksen, 1950) and 
Levine (1995) observed score methods, the chained 
method does not use the concept of the synthetic 
group. In addition to the method described here, 
Kolen and Brennan and Holland and Dorans dis-
cussed a Levine true score equating procedure that 
was introduced by Levine (1955).

Note that the Tucker method (Gulliksen, 1950) 
involves assumptions that linear regressions are the 
same in Groups 1 and 2. Given the typical popula-
tion dependence of regression functions, the 
assumptions for this method might break down 
when Groups 1 and 2 differ considerably on the 
construct assessed by the two forms. The Levine 
method makes an assumption about true scores on 
the common items being perfectly correlated with 
true scores on the total test forms. This assumption 
for the Levine method might break down whenever 
the content of the common items is not representa-
tive of the content of the test forms. Von Davier  
et al. (2004a) indicated that the assumption for the 
chained method is that the linear linking functions 
that contribute to Equation 11.3 are the same across 
populations. Each of these linear methods typically 
leads to different linear equating functions because 
of the different assumptions that are made. In prac-
tice, it is advisable to conduct equating using each of 
these methods and to evaluate the suitability of the 
assumptions and the results for the particular equat-
ing that is conducted.

Equipercentile methods for the common-item 
nonequivalent-groups design. As with the Tucker 
method (Gulliksen, 1950), the equipercentile equat-
ing relationship is defined for the synthetic group 
of test takers for the frequency estimation equiper-
centile method. In the frequency estimation equi-
percentile method, an assumption is made that the 
unobserved conditional distribution of scores of X 
on V for Group 2 is equal to the observed condi-
tional distribution of X on V for Group 1. In addi-
tion, it is assumed that the unobserved conditional 
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distribution of scores of Y on V for Group 1 is equal 
to the conditional distribution of observed scores of 
Y on V for Group 2. By making these assumptions, it 
is possible to express the marginal distributions of 
X and Y for the synthetic group. These distributions 
are equated using Equation 11.2. Kolen and Brennan 
(2004, pp. 135–139) provided equations that can be 
used to implement this method.

The chained equipercentile method (Holland & 
Dorans, 2006, p. 208; Kolen & Brennan, 2004,  
pp. 145–147) works much as does the chained lin-
ear methods. For Group 1, X is linked to V using 
equipercentile method. For Group 2, V is linked to Y 
using equipercentile methods. These two linking 
functions are chained as was done in chained linear 
methods to produce the chained equipercentile 
equating function.

Observed frequency distributions are used to 
implement these methods in practice. Both pres-
moothing and postsmoothing methods can be used 
with frequency estimation and chained equipercen-
tile equating methods, as discussed by Kolen and 
Brennan (2004, pp. 142–143).

Item response theory equating methods. IRT 
provides a psychometric foundation for many test-
ing applications (de Ayala, 2009; Embretson & 
Reise, 2000; Hambleton & Swaminathan, 1985; 
Lord, 1980; van der Linden & Hambleton, 1997; 
see also Chapter 6, this volume). IRT makes strong 
psychometric assumptions that allow for the solu-
tion of many practical problems in measurement. 
For unidimensional IRT models, a unidimensional-
ity assumption is made that implies that all items 
measure the same construct that is symbolized by θ. 
Such models also assume local independence, mean-
ing that conditional on θ, test takers’ item responses 
are statistically independent.

IRT models responses at the item level. Let Ui 
represent the random variable score on item i and ui 
a particular score on that item. A central concept of 
IRT is the category response function that relates the 
probability of earning a particular score on an item 
to θ and is symbolized by P(Ui = ui | θ). For dichoto-
mously scored items on ability or achievement tests, 
items are typically scored 0 for an incorrect response 
and 1 for a correct response, and the item response 

function is typically defined as P(Ui = 1 | θ), which 
is the probability of correctly answering the item. 
For such items, the probability of correctly answer-
ing an item is sometimes modeled using the three-
parameter logistic model that has difficulty, 
discrimination, and lower asymptote parameters 
(Lord, 1980) for each item (for more details on IRT 
approaches, see Chapter 6, this volume). Special 
cases of this model include the two-parameter logis-
tic model, which assumes that the pseudo–chance-
level parameter is 0, and the Rasch model, which 
assumes that the pseudo–change-level parameter is 
zero and that the discrimination parameter is 1. Var-
ious models also exist for polytomously scored items 
including the graded response model (Samejima, 
1997), the generalized partial credit model (Muraki, 
1997), and the partial credit Rasch model (Masters & 
Wright, 1997). Whenever IRT is used in equating, it 
is also necessary to assume that the same theta is 
measured by Form X and Form Y and that the same 
theta is measured in Groups 1 and 2.

Item response theory scale linking. The location 
and spread of the theta scale is arbitrary, and with 
many computer programs used with these models, 
the scale is set so that theta has a mean of 0 and a 
standard deviation of 1 for the group of examinees. 
Sometimes the item parameters are estimated for 
Form X and Form Y in separate computer runs. In 
this case, when the random-groups or single-group 
with counterbalancing design is used, the estimated 
parameters are on the same scale that has a mean of 
0 and a standard deviation of 1.

When the common-item nonequivalent-groups 
design is used and the item parameters for Form X 
and Form Y are estimated separately, a linear scale 
transformation is needed to place the estimates of 
theta and the item parameter estimates on the same 
scale using a linear transformation (Kolen & Bren-
nan, 2004, p. 162). Procedures for estimating these 
transformation constants are described in detail by 
Kolen and Brennan (2004, pp. 173–175, 215–218).

When the common-item nonequivalent-groups 
design is used and the parameters for Form X and 
Form Y are estimated concurrently using a com-
puter program such as BILOG-MG (Zimowski, 
Muraki, Mislevy, & Bock, 2003) or PARSCALE 
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(Muraki & Bock, 2003), the scale is set so that the 
mean and standard deviation of theta for one of the 
groups, say Group 2, can be set to 0 and 1, respec-
tively, and the mean and standard deviation of theta 
for the other group of test takers is estimated by the 
computer program. In this case, the concurrent cali-
bration process results in parameter estimates for 
the common-item nonequivalent-groups design 
being on the same scale, and no further scale trans-
formation is needed.

For the common-item nonequivalent-groups 
design, concurrent calibration has the benefit of 
avoiding the scale transformation step. In addition, 
concurrent calibration makes use of all of the infor-
mation on both groups of test takers and both forms 
in estimating item parameters, which can lead to 
more stable parameter estimation. However, Kolen 
and Brennan (2004, pp. 173–175) pointed out that 
there can be convergence problems with concurrent 
calibration, and there is some evidence that concur-
rent calibration is less robust to violations of the IRT 
assumptions than separate calibration. In addition, 
in many testing programs, item parameter estimates 
exist for the previously administered Form Y so 
there is no need to estimate them again using con-
current calibration.

Item response theory true and observed score 
methods. When the IRT theta scale is the scale 
used for score reporting, no further equating 
transformation is needed. However, if there is a 
desire to equate summed scores on one form to 
summed scores on another form, then IRT true- and 
observed-score equating methods can be used after 
all of the item parameters and theta estimates are 
placed on the same scale using the scale linking pro-
cedures just mentioned.

In IRT true-score equating, true scores on the 
two forms are related to one another. For tests that 
consist of dichotomously scored items, the true 
scores on Form X and Form Y, test response func-
tions are found by summing the item response func-
tions over items on a form to produce a true score 
on that form. This sum represents the expected 
number of items that an examinee of a particular 
theta would be expected to correctly answer on each 
of the forms. A true score on Form X is considered 

to be equated to a true score on Form Y when both 
true scores are associated with the same theta. This 
process is described by Kolen and Brennan (2004, 
pp. 176–178, 219–220).

The IRT observed-score equating method uses 
the IRT model to produce smooth score distribu-
tions for Form X and Form Y for a population of test 
takers. These smoothed distributions are then 
equated using equipercentile methods. Kolen and 
Brennan (2004, pp. 181–184, 194–198) provided a 
detailed description of IRT observed-score equating 
methods.

IRT true- and observed-score equating methods 
have the benefit of providing methods that parallel 
the traditional methods, so they can be used when 
both IRT and traditional methods are used. IRT 
true-score methods have the advantages of less com-
putational burden and of not depending on the  
distribution of theta, compared with IRT observed-
score methods. However, there is no justification  
for applying the IRT true-score equating relation-
ship to observed scores. Kolen and Brennan (2004, 
pp. 184–185) reviewed research, including studies 
by Lord and Wingersky (1984) and Han, Kolen, and 
Pohlmann (1997), that has suggested that the two 
methods produce similar results along most of the 
score scale.

Item response theory scale-linking and equating  
for an item response theory–calibrated item 
pool. Whereas the traditional equating methods 
require equating scores from a new form to an old 
form, IRT methods are more flexible because they 
allow equating of scores from a new form through 
an item pool rather than to scores on a particular  
old form. To use the common-item-equating-to-an-
IRT-calibrated-item-pool design that was described 
earlier in this chapter, items are included on new 
Form X that were previously administered and that 
have item parameter estimates on the theta scale 
in the item pool. The Form X items are calibrated 
using an IRT method. Then the scale-linking meth-
ods described earlier in this chapter are applied 
using parameter estimates for the items that are in 
common with the pool. The item parameter esti-
mates and estimates of theta or distributions of theta 
are then transformed to the theta scale for the item 
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pool. If desired, IRT true- or observed-score meth-
ods can be used to equate summed scores on Form X 
to summed scores on a base form.

For the item preequating with an IRT-calibrated 
item-pool design, the new Form X is constructed 
using items that are already calibrated on the basis 
of previous use. Because the items are already cali-
brated, conversions to scale scores can be known 
before Form X is administered intact. To expand the 
pool over time and to allow for items to be retired 
from the pool after a certain number of uses, new 
items that do not contribute to the score on Form X 
are often administered when this design is used. 
These new items are calibrated after the administra-
tion, with their parameter estimates linked to the 
theta scale for the item pool using the scale-linking 
methods described earlier in this chapter.

Equating Error
Two general sources of equating error occur when 
equating is conducted. Systematic equating error 
occurs whenever statistical assumptions do not 
hold; random equating error is error resulting from 
sampling test takers from a population of test takers. 
Random error becomes smaller as sample size 
increases.

Systematic error is best controlled through the 
design of the equating data collection. For example, 
when the random-groups design is used, systematic 
error can be controlled by ensuring that the proce-
dures for randomly assigning individuals to test 
forms are adequately implemented. As another 
example, with the common-item nonequivalent-
groups design, it is assumed that the common 
items behave similarly on the old and new forms. 
Placing common items in the same position on the 
old and new forms is one way to make sure that the 
common items are behaving similarly on the two 
forms. In addition, all of the statistical methods 
used with the common-item nonequivalent-groups 
design require that strong statistical assumptions 
be made. These assumptions likely hold better, and 
hence minimize systematic error, under the follow-
ing conditions: when (a) the forms to be equated 
are as similar as possible, (b) the common items 
proportionally represent the complete forms,  
and (c) the groups taking the old forms are fairly 

similar to one another. Whenever these conditions 
do not hold, substantial systematic error might be 
present. Thus, systematic error is best controlled 
through design of equating studies to minimize the 
possibility of systematic error.

Random equating error is typically indexed by 
the standard error of equating. Standard errors of 
equating depend on the data collection design, the 
equating methods, the population of test takers, the 
sample size, and the score level of interest. Concep-
tually, the standard error of equating is the standard 
deviation of equated scores over repeated samples of 
test takers from the population or populations of 
test takers. Formulas exist for the standard error of 
equating for the commonly used traditional and  
IRT methods and designs (Kolen & Brennan, 2004, 
pp. 245–253). Von Davier et al. (2004b) provided a 
comprehensive procedure for estimating standard 
errors of equating for kernel equating methods. 
These methods can be used to estimate and docu-
ment the amount of random error in equating, and 
they can be used to estimate the sample sizes needed 
to achieve a desired degree of equating error. In gen-
eral, standard errors of equating decrease as sample 
size increases.

Kolen and Brennan (2004, pp. 235–245) 
described how to use the bootstrap resampling 
method (Efron & Tibshirani, 1993) to estimate 
bootstrap standard errors of equating. These meth-
ods can be used with any of the equating designs 
and methods described in this chapter. They can 
also be used to estimate standard errors of equating 
for rounded scale scores.

Practical Issues in Equating
In this section, some important practical issues in 
equating are reviewed. These practical issues and 
others are also reviewed by Cook (2007); Dorans, 
Moses, and Eignor (2011); Holland and Dorans 
(2006); Kolen and Brennan (2004); Petersen (2007); 
Petersen et al. (1989); and von Davier (2007).

Equating and test development. According to 
Mislevy (1992),

test construction and equating are insep-
arable. When they are applied in concert, 
equated scores from parallel test forms 
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provide virtually exchangeable evidence 
about students’ behavior on the same 
general domain of tasks, under the same 
standardized conditions. When equating 
works, it is because of the way the tests 
are constructed. (p. 37)

Thus, the construction of test forms that are as simi-
lar as possible is a necessary condition for adequate 
equating. In educational achievement tests, compara-
bility of forms is accomplished by using detailed con-
tent and statistical specifications that lead to alternate 
forms that are very similar in content and difficulty. 
Having detailed test specifications is important for 
equating forms for other psychological constructs.

Common items. When using the common-item 
nonequivalent-groups design or the common-item-
equating-to-an-IRT-calibrated-item-pool design, it is 
important that the common items represent the com-
plete test forms in content and statistical characteris-
tics so that scores on the common items adequately 
represent group differences. In addition, it is impor-
tant to design the forms so that the common items 
behave the same way when administered in any of 
the alternate forms. Having common items presented 
in the same position on the test and in exactly the 
same format help to make sure that they will behave 
the same way in the alternate forms. When the 
common-item nonequivalent-groups design is used, 
statistical checks can be used to identify common 
items that are behaving differently in the old and 
new forms (Kolen & Brennan, 2004, p. 271).

Equating properties. Equating properties were 
discussed earlier in this chapter. These properties 
can be checked. Kolen and Brennan (2004, pp. 301–
306) showed how to assess the extent to which first- 
and second-order equity holds using an IRT model 
as a psychometric foundation. Van der Linden 
(2000, 2006) provided an approach for considering 
the equity property. Tong and Kolen (2005) found 
that the equity properties typically held well for the 
equatings they investigated, except in those cases in 
which the test forms differed considerably in diffi-
culty. The group invariance property can be assessed 
using procedures presented by Dorans and Holland 
(2000), Dorans (2004b), and Kolen and Brennan 

(2004, pp. 437–465). Dorans (2004a) edited a spe-
cial journal issue that illustrated that population 
invariance tended to not hold as tests whose scores 
were linked differed in the construct that was being 
assessed. However, when equating test forms that 
are very similar to one another, the equating is typi-
cally found to not depend very much on the popula-
tion. See Dorans (2004b) for more detail.

Choosing among equating results. When con-
ducting equating in practice, it is often necessary to 
choose among results from different equating meth-
ods. Such choices often need to be made without 
strong evidence as to which result is preferable. One 
question to address is the following: Which method 
has statistical assumptions that are most likely to be 
met for this particular equating? For example, if the 
common-item nonequivalent-groups design is being 
used and the group differences are large, then meth-
ods based on regression assumptions such as the 
Tucker method might be less robust than chained 
methods. Another question is how the results from 
this equating compare with historical information. 
For example, if pass rates for a particular admin-
istration were around 75% and one method leads 
to a pass rate of 60% and another to a pass rate of 
74%, then the second method might be preferred. 
In practice, the entire equating context needs to be 
considered, and it can be difficult to have substantial 
confidence in choice of method.

Quality control. Quality control procedures are 
crucial when conducting equating and are often the 
most time-consuming part of operational equating 
in large-scale testing programs (Kolen & Brennan, 
2004, p. 309). Quality control procedures include 
checking that administration conditions are fol-
lowed properly, answer keys are properly specified, 
items appear as intended, equating procedures are 
followed correctly, score distributions and statistics 
are consistent with those observed in the past, and 
the correct conversion table or equations are used.

Equating and constructed-response tasks. In 
educational testing, the use of constructed-response 
tasks that are scored by human raters, such as ques-
tions that require extended written responses, often 
serve as one or more components on a test that is 
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also composed of objective test items. As Kolen and 
Brennan (2004, pp. 320–323) pointed out in their 
review of research in this area, the extensive use of 
constructed-response tasks creates complications 
for equating methods. Because of the memorability 
of these tasks, it is often not possible to repeat such 
tasks on alternate forms. In such cases, it may be 
necessary to use only multiple-choice questions as 
common items, even though the common items are 
then not representative of the total test. This situa-
tion causes challenges for equating, and it is an area 
that is the focus of current applied research (see, 
e.g., Kim, Walker, & McHale, 2010).

Mode of administration. There has also been 
a trend away from the administration of tests on 
paper to administration on computer. The ques-
tion then arises about whether scores from one 
mode of administration can be used interchangeably 
with those from another mode. Kolen and Brennan 
(2004, p. 317) reviewed studies of mode effects and 
found mixed results. Some studies found noticeable 
effects, and others did not. Overall, it appears that 
mode effects are complex and likely depend on vari-
ous aspects of the testing situation, including the 
type of construct being assessed and the computer 
interface used. Eignor (2007) reviewed a number 
of studies of mode effects and discussed practical 
issues associated with mode effects, with a focus 
on the design of studies for linking scores on tests 
administered in different modes.

Methods for Linking Scores on  
Different Assessments
The term linking is used as a general term to refer 
to relating scores on different assessments (Dorans 
et al., 2007; Holland, 2007; Holland & Dorans, 
2006). Linking encompasses the equating, vertical 
scaling, and relating scores across modes of adminis-
tration processes that have already been discussed in 
this chapter. Linking also encompasses the process 
of scaling tests from a battery to have similar statisti-
cal properties, as was discussed earlier.

Sometimes linking scores on different tests is 
desirable. Situations considered by Dorans et al. 
(2007) included linking scores from one edition of a 
test to another after the test specifications have been 

changed and linking scores on tests intended for 
groups, such as the NAEP, to tests intended for indi-
viduals, such as an achievement test. As another 
example, Dorans, Lyu, Pommerich, and Houston 
(1997) described linking scores on the SAT and 
ACT that are used for college admissions in the 
United States. Many colleges accept either SAT or 
ACT scores and have a need to have comparable 
scores for admissions purposes for them. When 
scores on two assessments to be linked are highly 
related, equipercentile procedures are often used to 
link the scores, and the linking process is referred to 
as a concordance. When scores on two assessments 
to be linked are not highly related, Holland and 
Dorans (2006) indicated that prediction methods 
should be used to link the scores on the tests.

CONCLUSIONS

The variety of score scales that are used with psy-
chological tests were described and illustrated in 
this chapter. As emphasized, the primary purpose of 
the use of score scales is to facilitate score interpre-
tation by test users through the incorporation of 
normative and content information.

As discussed, equating procedures are used in 
many and various testing programs because of a 
need for alternate test forms for security purposes 
and so that individuals can be tested more than one 
time. The goal of any equating method is to be able 
to use scores on alternate forms interchangeably. 
Equating has the strong requirement that the alter-
nate forms be developed to the same content and 
statistical specifications. Equating requires a design 
for data collection and the use of statistical proce-
dures. A variety of data collection designs and both 
traditional and IRT statistical procedures were 
described in this chapter.

For many testing programs, a score scale is con-
structed and normative or content information is 
incorporated when the testing program is initiated. 
As new test forms are developed, the scores on the 
new forms are equated, and the resulting scale 
scores are considered interchangeable, regardless of 
the test form administered. This scaling and equat-
ing process is a key component of many psychologi-
cal tests and assessments.
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BASIC ISSuES In ThE mEASurEmEnT 
of ChAnGE

John J. McArdle and John J. Prindle

There should be no doubt that psychology’s most 
important decisions are appropriately made on the 
basis of the answers to the question, “Will it change 
things”? Of course, many key decisions are made by 
key people, and these decisions have certainly had 
an impact on entire financial and educational sys-
tems. Unfortunately, these kinds of decisions are 
most often made without an empirical or objective 
basis, either because there are no data available or 
because the available data have not been used. This 
makes it very easy to be critical of the typical subjec-
tive approach to decision making.

The ball is back in psychology’s court when 
researchers are given the rare opportunity to evalu-
ate change on an empirical—seemingly objective—
basis. Researchers typically start by requesting at 
least two occasions of the same data—that is, 
repeated measures. They then apply the repeated-
measures analysis of variance (RANOVA) to these 
data and announce the findings. Unfortunately, if 
they can actually obtain such difficult-to-obtain 
data, they often become the ones who are criti-
cized, often by their own peers. The first problem 
raised is that the data at Time 1 are often not 
exactly repeated at Time 2; the conditions of mea-
surement have changed, often substantially; or the 
participants simply do not want to do it again a 
second time. This means that often researchers 
have collected very hard-to-collect data and that 
just as often they have been left scrambling for 
exactly what they should do. These researchers ini-
tially thought they were in the possession of very 
well-known and highly robust procedures for the 

so-called analysis of change, based on the standard 
RANOVA model, but soon found out that many of 
the data analysis techniques used have inherent 
problems as well. These problems often reside in 
basic measurement issues. In fact, most of these 
problems revolve around various definitions about 
the measurement of changes, so this is the first 
thing that requires elaboration.

The following discussion points out several 
issues related to these concerns, and this chapter 
eventually leads the reader to the conclusion that it 
is possible to evaluate changes of either a simple or a 
complex form using classic structural equation mod-
eling (SEM) techniques (see Horn & McArdle, 1980; 
Jöreskog & Sörbom, 1979). Most contemporary 
researchers, however, recognize that they will need 
to make some key assumptions about the partici-
pants, especially those who did not come back a sec-
ond time (i.e., the incomplete data) and that they 
will also need to measure multiple indicators of any 
construct of interest to deal with the important mea-
surement issues. All of this effort must be made just 
to be sure they can make a reasonably reliable and 
accurate statement about the changes in the con-
struct. Of course, all of this comes because the 
trusted models of the analysis of variance (ANOVA) 
fail in many ways, as is described.

UNIVARIATE MODELS FOR THE 
MEASUREMENT OF CHANGE

One can formalize change in many ways, but it is 
relatively simple to look at what are typically known 
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as gain scores. For example, one can calculate 
observed gain scores simply by writing

Dn = [Y(2)n − Y(1)n], (12.1)

where Y(t) is observed at two occasions (t = 1 and 
t = 2), and D is used to indicate the changes within 
a person (where n = 1 – N). This approach makes 
a lot of sense because one can understand this sim-
ple calculation of the gain score and the resultant 
meaning of the gain score: If this score is positive, 
those interpreting the scores can say the person 
went up; if this score is negative, they can say the 
person went down; and if this score is zero, the 
person did not change at all. The average of these 
gain scores is interpreted the same way for a group 
of people.

The variance in the gain should not be ignored, 
because it is a fundamental clue to the individual 
differences in the changes. In this simple case of 
gain scores, the variance of the changes can be writ-
ten as a simple function of the observed standard 
deviations (s[t]) and the observed correlation over 
time (r[1,2]) as

sD
2 = s(1)2 + s(2)2 −2 * [s(1) * s(2) * r(1,2)]. (12.2)

Clearly, the variation in observed change scores 
can be completely determined from the basic statis-
tics at Time 1 and Time 2. Estimates of the variance 
of changes become more precise when the two 
scores are indeed correlated over time. That is, as 
the correlation is greater than zero (i.e., r[1,2] > 0), 
then the change variability becomes smaller and any 
difference in means becomes more precise because 
the second term is subtracted.

One should note that even though the prior cal-
culations (Equations 12.1 and 12.2) are often (and 
appropriately) termed a difference score, largely 
because of the simple calculation (Equation 12.1), 
this term is not used in this chapter. Instead, in this 
discussion the word difference is used to refer to 
between groups, or differences between people, and 
the word changes is used to refer to within group, or 
changes within a person (see McArdle, 2009). This 
approach is typically used when researchers are 
interested in separating mean differences between 
some measured groups from the variability of within-
group changes in those same groups. Although  

this wording may seem an unusual restriction of 
consistent language, it proves helpful as a communi-
cation device.

In this nomenclature, if a variable represents the 
difference between two groups (coded as a dummy 
variable, G = 0 or 1), then a regression model can 
be written where

Dn = β0 + β1Gn + edn, (12.3)

so the regression intercept (β0) indicates the mean 
of the changes for the group coded 0, the regression 
slope (β1) indicates the difference in the changes for 
the group coded 1, and the regression residual (ed) 
indicates the residual variance within each group, 
often conveniently assumed to be the same in both 
groups. The standard test of whether the regression 
slope (β1) is significantly different than zero is 
identical to the result of the classical within-groups  
t test. Although the parameters of Equation 12.3 
would change if the coding of G (to be, say, −[1/2] 
and [1/2]) is altered, the statistical tests and the 
essential meaning of the model would not be altered 
in any way. Indeed, this approach is the formal basis 
for the standard RANOVA or its two-group ana-
logue, the within-group t test.

A PERSISTENT PROBLEM IN THE 
MEASUREMENT OF CHANGE

One relatively embarrassing issue is immediately 
raised in the context of the measurement of change. 
A classic literature in psychometrics has strongly 
suggested one not use this simple gain-score calcula-
tion because of the notorious unreliability of gain 
scores (e.g., Cronbach & Furby, 1970). The psycho-
metric reasoning used here is very clear. Assuming a 
theoretical model for the data at each time for which 
measurement error is specifically defined can be 
written as

Y(1)n = yn + e(1)n and Y(2)n = yn + e(2)n, (12.4)

where y is the unobserved true score that is ulti-
mately of interest. In this case, e(t) is an error of 
measurement at Time t that is not of genuine inter-
est to a researcher. If all this is true, which certainly 
seems to be the case, then the resulting gain score 
has the algebraic property
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where the observed gain is simply the ordered differ-
ence in the measurement error—something no one 
is likely to be interested in. It follows that this new 
gain score simply has no reliable variance, and one 
writes,

σD
2 = σe(1)2 + σe(2)2 − 2 * [σe(1) * σe(2) * 0]. (12.6)

Because this is a model of the population, one 
writes the deviation as a population parameter (σD

2). 
Cronbach and Furby (1970) conclude that “gain 
scores are rarely useful, no matter how they may be 
adjusted or refined. . . . This argument applies not 
only to changes over time, but also to other differ-
ences between two variables” (p. 68). Similarly, Wil-
liams and Zimmerman (1996) note that “it might be 
assumed that the assertion that gain/difference 
scores are unreliable would be based on empirical 
studies designed to estimate the reliability of mea-
sured gains; however, there is a paucity of data-
based investigations” (p. 59). Although not often 
mentioned, it also seems that any approach that 
advocates this calculation of gains (e.g., the within-
groups t test or the RANOVA) must also overcome 
this unreliability. This statement of the key problem 
by Cronbach and Furby (1970) was very clear and 
powerful, so it seemed to have essentially stopped 
many researchers from doing these kinds of gain-
score analyses in developmental psychology. It is 
interesting, however, that this statement did not 
seem to keep experimental psychologists from using 
RANOVA. This kind of statement is still made sev-
eral decades after it was first advanced.

So with this psychometric result in mind, it may 
become even more confusing when there exists an 
equally vocal (but smaller sized) group who are 
strongly in favor of the use of these observed gain 
scores (e.g., Nesselroade, 1972; Rogosa & Willett, 
1983). Their psychometric reasoning is also clear. 
The measurement model for this latter approach can 
be written as

Y(1)n = y(1)n + e(1)n and Y(2)n = y(2)n + e(2)n, (12.7)

so that there is a true score (y[t]) and a random 
noise (e[t]) at each time point. If this model were 
true, then the gain-score calculation is a bit more 
complex:
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So, under these assumptions, the calculated gain 
score is partly signal (Dy) and partly noise (De). 
This total means that the difference score contains 
some variance that is signal and some that is noise, 
and the size of this ratio determines the reliability of 
the changes. This formulation can also be written as 
a model of behavior with

σD
2 =  [σy(1)2 + σe(1)2] + [σy(2)2 + σe(2)2] − 

2 * [σy(1) * σy(2) * σy(1,2)]. (12.9)

So now it is clear that the only way changes can 
be found is if they occur in the true score, which is 
what is of most interest. Of course, it appears all is 
not lost in the study of repeated measures because 
even though there is some noise, the true signal can 
nevertheless be evaluated, at least in those cases in 
which the observed gain score is only partly noise.

There is a bit more to this story, of course, 
including the fact that the advocates of second posi-
tion are basically graduate students of the advocates 
of the initial position, but the problematic issue is 
clear—can the gain in a signal using only two mea-
surements be evaluated? The answer seems to be 
yes, as long as the true signal actually changes and 
this change is big enough to outweigh the changes 
in the random noise.

Dealing With Incomplete Data
A persistent problem with the analysis of change is 
when some participants have only been measured 
once. Unfortunately, this situation seems to happen 
all the time. Obviously, if there is only one measure-
ment (i.e., Y[1]), there seems to be no possibility of 
calculating the observed gains using the simple for-
mula for changes. One easy form of change analysis 
is to use only those people who came back at both 
times—this is certainly the logic of complete case 
analysis, and many researchers seem to believe this 
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approach is essentially conservative, so it is quite 
acceptable.

What is not clear is that those who provide a first 
and a second score may be different in some funda-
mental way from those who do not return. Of 
course, it may be as simple as a compliance issue, 
and given enough time, everyone would participate 
again. Nevertheless, some form of selection bias can 
be apparent in the available data. Of course, this is 
the case in any psychological experiment in which  
it is clear that not all people asked are likely to  
participate—even at the first time. In the develop-
ment of the standard models of analysis (e.g., 
ANOVA), this factor—a form of external validity—
was not a key consideration so now one is forced to 
use only the data measured at both time points.

In more recent work, however (for review, see 
Little & Rubin, 1987; McArdle & Woodcock, 1997), 
it has been very clear that if one is willing to make 
further assumptions about the selection model, all 
the available observed data can be used—even data 
only measured at one point in time. For example, 
one can combine two groups of participants on the 
basis of the available data—Group A with both data 
points and Group B with only the first time point. 
One can then write a model for the changes for each 
group as

A A 2 A 1 and

B B 2

D Y Y

D Y

n n n

n n

( ) = −{ }
( ) =
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where Y*(2) indicates that the data are missing and 
change over time (D*) is defined to be fully in A and 
partly in B. The key to the theoretical analysis is the 
assumption that the statistical information is as if 
there was only one group, which is equivalent to 
saying that the change in the second Group B is 
latent. but its size (mean and covariance) is the same 
as that in Group A, all of whom are actually mea-
sured. The key to the estimation is that the means 
and covariances at Time 1 are estimated as only one 
set of numbers.

This newer approach (see McArdle & Nessel-
roade, 1994) offers a test of invariance over 
groups—the test here is indexed by a chi-square 
index that indicates the extent of likely selection 

bias. That is, at Time 1 it is assumed that the groups 
may be different, but the results are considered as if 
all the people came back a second time. Although it 
is obvious that some of them did not come back, 
possibly for good reasons (e.g., low scores at Time 1, 
fatigue), the analysis should describe these people as 
well. This use of all the available data returns param-
eter estimates (maximum likelihood estimates) that 
are neither conservative nor liberal—these estimates 
are simply considered unbiased and therefore cor-
rect. For these reasons, one would use an approach 
that does deal with incomplete data at every oppor-
tunity. That is, one would certainly like to estimate 
the mean and variance of changes as if no one 
dropped out and do this in a comparable way across 
groups, and one would like to provide adequate tests 
of the assumptions as well.

NOTES ON STRUCTURAL  
EQUATION MODELING

The use of SEM (see Duncan, 1975; Jöreskog &  
Sörbom, 1979; Kline, 1998; Loehlin, 2004; McDonald, 
1985) offers great flexibility in model creation and 
model fitting but creates seemingly new problems for 
both statistical inference and substantive communi-
cation. Basically, one can write any model of interest, 
and then one sees whether this model provides a sig-
nificantly improved fit over a simpler model, typi-
cally using a chi-square index of misfit and the 
probability of a perfect fit or a close fit to the data.

The basic problem comes with the fitting of mul-
tiple alternative models, and many are often listed, 
although it is very clear that not all of these models 
are strictly defined in advance of the data collection 
(see McArdle, 2010). This basically means that the 
basis of the probability models is not clear. Of 
course, the knowledgeable reader will note that 
these seemingly new problems for SEM are actually 
identical to the standard practices in RANOVA that 
were never solved. In SEM it is very clear, so as a 
practical resolution one does not use improper prob-
ability values to indicate fit. This chapter gives the 
reader basic information (i.e., chi-square values and 
root-mean-square error of approximation misfit 
indices) and attempts to pull together a compelling 
and substantively meaningful story about the data. 
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In turn, this creates many problems for the commu-
nication of these basic ideas, and the reader is 
referred to McArdle and Nesselroade (1994), 
McDonald and Ho (2002), and Cole and Maxwell 
(2003) for clearer suggestions on SEM presentations.

ANALYSES FOR MULTIVARIATE DATA 
OVER TWO OR MORE OCCASIONS

As with dealing with incomplete data, a similar 
attempt has been made to resolve the persistent 
problem of random error (see Equation 12.6). 
McArdle and Nesselroade (1994) first suggested the 
consideration of a latent change score. In the sim-
plest notation, the basic idea is that if many 
observed variables are present (say, labeled W[t], 
Y[t], and X[t]) and if one assumes all of these repre-
sent a single common factor score (f), then one can 
consider fitting a model in which multiple variables 
measured over time are represented as
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under the important assumption that the factor 
loadings (λm) are identical or invariant at both time 
points. Of course, given enough data (i.e., three or 
more variables at each occasion), this rigid assump-
tion of invariant loadings may fail miserably, in 
which case the factorial description of the tests may 
need to be altered (see McArdle, 2007).

This general approach basically allows research-
ers to examine the changes in the latent variable 
level directly by considering a model where

f(2)n = f(1)n + Δfn or Δfn = [f(2)n − f(1)n], (12.12)

so the predictor scores in the first part of the equa-
tion have an assumed fixed unit regression weight 
(i.e., =1) so the typical residual is now clearly 
defined as a latent change score. Most critically, this 
common latent change score is now theoretically 
free of errors of measurement.

This means the equation for group differences in 
changes can be repeated as

Δfn = β0 + β1Gn + edn, (12.13)

so the regression intercept (β0) indicates the mean 
of the latent changes for the group coded 0, the 
regression slope (β1) indicates the difference in the 
latent changes for the group coded 1, and the regres-
sion residual (ed) indicates the latent variance 
within each group (initially assumed to be the same 
in both groups). The nonstandard test of whether 
the regression slope (β1) is significantly different 
from zero is a latent variable form of the classical 
within-groups t test.

An alternative possibility that seems simpler to 
some researchers achieves the same multivariate 
outcome. First, multiple gain scores (defined by 
fixed values = 1) are included as
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where each one is based on some signal and some 
noise. Second, the random noise can be eliminated 
by considering the common factor of these observed 
changes, written as

Dw w f dw

Dx x f dx

Dy y f dy

n n n

n n n

n n n

= +
= +
= +

λ
λ
λ .

 (12.15)

In this approach, the correlation between these 
multivariate scores can only be due to the latent 
change score (Δf) multiplied by the respective factor 
loading (λm). In this case, the invariance of the 
factor loadings is not evaluated but is simply 
assumed to be invariant. These are obvious issues 
that need to be addressed in data analysis.

PLAN OF THE SECOND HALF  
OF THIS CHAPTER

In what follows, the overall assumption made is that 
most readers are interested in evaluating change but 
will actually do so using the classical models of the 
ANOVA form. This is reasonable, of course, but 
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these models are limiting in several ways. First, the 
classical t test or ANOVA approach makes it very 
difficult to go beyond group differences in mean 
changes. Second, there are very few ways to extend 
the ANOVA logic to include incomplete data. Third, 
the multivariate versions of these models (e.g., 
repeated-measures multivariate analysis of variance; 
Bock, 1975) allow researchers to form a weighted 
canonical composite (c) to evaluate a multivariate 
outcome, but this canonical composite is rarely if 
ever the same as the common factor score (f) such 
researchers may be most interested in. Finally, it is 
very difficult to extend beyond the simple multivari-
ate analysis of variance models into models based on 
dynamic concerns (see McArdle & Prindle, 2008).

The data used here come from the well-known 
Hawaii Family Study of Cognition (HFSC; DeFries 
et al., 1974; Nagoshi & Johnson, 1994). These anal-
yses begin with an illustration of these methods 
using classic RANOVA models (O’Brien & Kaiser, 
1979) but rapidly move to models based on some 
relatively recent dynamic structural equation models 
(from McArdle & Prindle, 2008).

METHOD

Data were chosen from the HFSC to indicate factors 
of cognitive ability at two points in time, termed 
Session A and Session C.

Participants
In about 1973, a sampling of more than 6,800 mem-
bers of more than 1,800 families were measured on 
at least 15 cognitive tests in Session A. Less well-
known is that a sample of 357 of the same people (in 
more than 115 families) were invited back to take 
the 15 tests again in 1987 to 1988, and this testing 
was initially termed Session C. These data were  
initially collected to estimate the test–rest reliabil-
ity and changes on each cognitive measure (see 
Nagoshi & Johnson, 1993, 1994; Nagoshi, Johnson, 
& Honbo, 1993).

This Session A and Session C sampling was a  
follow-up of the children from the original sample 
of the HFSC (n > 350), so the reported age range at 
Session A, 16 to 24 years, was smaller than the over-
all Session A age range (16–37 years). The follow-up 

retest was carried out at a 14-year interval from the 
first testing session. The cognitive tests administered 
between these two sessions were identical to allow 
for direct comparison of scores over occasions 
within people, between people, and over groups. 
Next, two relatively equal-sized groups were formed 
on the basis of the reported gender of the participant 
(male or female).

This analysis focuses on six of the 15 cognitive 
variables, which were specifically selected to indicate 
two common factors: (a) a Crystallized Knowledge 
factor and a Visualization factor of ability (following 
Horn, 1988). These common factors were indicated 
in other work by McArdle and Johnson (2004; along 
with three other common factors) as the best way to 
organize the outcome variables together in the 
HFSC. The Crystallized Knowledge factor was indi-
cated by three tests, Vocabulary (VOC), Things 
(TH), and Word Beginnings and Endings (WBE). In 
addition, the Visualization factor was indicated by 
three other tests, Mental Rotation (MR), Card Rota-
tion (CR), and Paper Form Board (PFB).

Obviously, two alternative theories are that (a) 
all of these six tests are collectively uncorrelated 
with each other and (b) all of these tests are loaded 
on the same common factor (see Horn & McArdle, 
2007; Spearman, 1904). A more complex hypothesis 
is that these six tests indeed measure two common 
factors, but the loadings are not in the correct posi-
tions so these two factors should not be labeled 
Crystallized Knowledge and Visualization. These 
three alternatives, two more restrictive and one 
more relaxed, are compared with the specific two-
factor models.

Summary statistics for these data are listed in 
Table 12.1 with means, variance, and correlations 
split into the two groups. Also highlighted in  
Table 12.1 are the apparent gender differences in 
mean levels on some variables.

Basic Models of Mean and  
Covariance Changes
To study how the participants grew (changed) over 
time, the results from an RANOVA are listed. This 
model examines the significance of effects of change 
over time in the canonical composite using the tra-
ditional test level (p < .05). By using gender as a 
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grouping variable, group differences and group dif-
ferences in canonical changes are also evaluated.

This analysis is intended to be a typical starting 
analysis. This first analysis focuses on the use of tra-
ditional methodological designs to interpret relation-
ships of people as changing, while noting that group 
differences in how the change occurs may be found.

Models of Factorial Invariance Over Time
One must next focus on building a factor model in 
which the knowledge outcomes all indicate ability 

in this one domain as well as for the visual out-
comes. With these unobserved factor scores, only 
the common variation in the outcomes is isolated, 
which, when one is correct about the model of mea-
surement, provides an improved (i.e., more reliable) 
score of performance at a given time. The compari-
son of the two scores over time will then indicate 
changes. One should test the invariance of the fac-
tors to be sure that the structure is unchanged (i.e., 
invariant) over time and across genders. Without 
invariance, the direct comparison of latent scores 

TABLE 12.1

Summary Statistics for Second-Generation Male and Female Participants

Scale 1 2 3 4 5 6 7 8 9 10 11 12

Male participants (n = 169)

M 60.3 39.4 24.6 74.7 60.5 44.9 76.5 50.5 47.0 62.7 54.7 44.0
SE 22.4 10.5 8.2 16.4 13.3 13.1 17.5 15.6 15.2 28.1 14.8 13.8
 1. VOC1 —
 2. TH1 .57 —
 3. WBE1 .49 .41 —
 4. MR1 .28 .14 .20 —
 5. CR1 .14 .06 .15 .42 —
 6. PFB1 .25 .26 .23 .30 .32 —
 7. VOC2 .61 .32 .33 .13 .08 .15 —
 8. TH2 .26 .38 .20 .00 .07 .25 .32 —
 9. WBE2 .32 .17 .40 .14 .10 .14 .50 .33 —
10. MR2 .05 −.04 −.03 .40 .25 .20 .26 .20 .17 —
11. CR2 −.04 −.07 .07 .30 .51 .24 .19 .15 .23 .62 —
12. PFB2 .03 .09 .09 .26 .26 .49 .17 .27 .26 .42 .44 —

Female participants (n = 188)

M 68.8 36.4 28.7 58.2 52.9 44.0 79.6 47.9 50.9 50.9 52.2 42.4
SE 21.9 9.6 8.7 16.7 13.6 15.2 18.5 14.2 14.7 24.6 16.1 14.4
 1. VOC1 —
 2. TH1 .43 —
 3. WBE1 .44 .36 —
 4. MR1 .17 .19 .24 —
 5. CR1 .12 .12 .30 .47 —
 6. PFB1 .38 .38 .32 .42 .39 —
 7. VOC2 .47 .30 .28 .13 .12 .13 —
 8. TH2 .11 .51 .25 .08 −.01 .10 .33 —
 9. WBE2 .19 .26 .35 .15 .21 .20 .43 .35 —
10. MR2 −.04 .16 .01 .45 .40 .28 .19 .14 .28 —
11. CR2 −.10 .06 .05 .30 .53 .17 .18 .05 .34 .58 —
12. PFB2 .01 .28 .06 .28 .30 .39 .25 .24 .29 .49 .38 —

Note. Boldface indicates variables factored together between and within time. VOC = Vocabulary, TH = Things, 
WBE = Word Beginnings and Endings, MR = Mental Rotation, CR = Card Rotation, PFB = Paper Form Board. 
1 = Session A; 2 = Session B.
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(both over time and across groups) would not be 
possible. This two-factor model is compared with a 
single common factor model of the same data on the 
six cognitive variables.

Models of Factor Score Changes  
Over Time
The factor model is then used as the basic compo-
nent of the cross-lag latent change score regression 
model. This model uses the factor scores to create a 
latent change score. The change scores are regressed 
on the Time 1 factors of the same factor (the lagged 
effect) and the opposing factor (the crossed effect). 
This model allows users to make more statements 
about the effect of how the scores change over time 
and what influences these changes temporally. 
Group effects are examined with multiple group 
analyses.

RESULTS

In this section we present the results of our struc-
tural analyses of the HFSC longitudinal data. This 
begins with an analysis of selection effects and 
moves to a standard RANOVA-type analysis of mean 
changes over time. We then consider the assumption 
of metric factorial invariance over time and use these 
results in new models of the factor scores over time.

Dealing With Incomplete Data
The data used here illustrate a very large selection 
effect; as indicated earlier, the full sample size was 
6,800 and the retest sample size was about 350. Sta-
tistical tests of the differences between the structures 
of the relationships found in the full data (N = 6,388) 
are compared with the retest data (N = 357). The 
results of this analysis are displayed in Table 12.2.

The first model in Table 12.2 started with a fully 
constrained invariant groups model and constraints 
were then relaxed with each subsequent model, 
χ2(39) = 1,548, εa = .107. The second model 
(Model 2) allowed the factor means to vary across 
groups and indicated modest improvement in fit, 
χ2(37) = 1,408, εa = .105. Next, the factor means 
were allowed to vary over groups in Model 3 with 
no gain in model fit, χ2(35) = 1,397, εa = .107. 
Finally, the covariance between the factors was  

further freed, and there was again no gain in fit in 
Model 4, χ2(34) = 1,388, εa = .109. The last model 
allowed for unconstrained factor loadings over 
groups, and this model did not provide evidence of 
different group structures between the full-data and 
retest groups, χ2(30) = 1,328, εa = .113.

Repeated-Measures Analysis of Variance 
Models of Mean and Covariance Changes
A doubly multivariate RANOVA (repeated-measures 
MANOVA) was fit to test the significance of an  
overall mean difference in multivariate outcomes 
with Wilks’s λ = .025, with a significance test of 
F(6, 347) = 2,279, p < .001. This model used the 
data in which all variables were measured for all 
people (i.e., complete cases). The overall model fits 
for Response × Gender effects were indicated by 
Wilks’s λ = .755, F(6, 347) = 18.8, p < .001, and 
for the Response × Time effects, Wilks’s λ = .203, 
F(6, 347) = 227, p < .001. The effect of Response × 
Time × Gender yielded Wilks’s λ = .924, F(6, 347) = 
4.7, p < .001. The between-subjects effect of gender 
was also significant, F(1, 352) = 6.1, p < .01.

The next analysis outlined here is a standard 
RANOVA. The results indicated the relationships of 
each outcome over time with regard to participant 
gender. As typically interpreted, over-time effects 
were found for all variables within subjects except 
the PFB test: FVOC(1) = 167, p < .001; FTH(1) = 237, 
p < .001; FWBE(1) = 884, p < .001; FMR(1) = 55, p < 
.001; FCR(1) = 19, p < .001; and FPFB(1) = 2.6, p > 
.05. When the Time × Gender interaction was 
examined, VOC, FVOC(1) = 6.5, p < .05, and CR, 
FCR(1) = 12, p < .001, were considered significant. 
The effect of gender as a group was again significant 
for all variables except PFB: FVOC(1) = 9.7, p < .01; 
FTH(1) = 5.6, p < .05; FWBE(1) = 15, p < .001; 
FMR(1) = 53, p < .001; and FCR(1) = 14, p < .001.

In sum, the standard approach using RANOVA 
offers many significant results that could be elabo-
rated on. Of course, not all of the results are entirely 
independent of one another, and the statement of 
the significance simply in terms of probability is 
often misleading (see McArdle, 1998, 2010). For 
these reasons, the probability tests in RANOVA, 
which are often heralded, may actually be improper 
estimate of true effects.
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Models of Factorial Invariance Over Time
The next set of models attempt to provide more reli-
able feedback about the gains within a domain of 
cognition. Instead of using models within each out-
come separately, these analyses try to put the entire 
set of data together into one model. The invariance 
tests used here provided evidence for maintaining 
the same factor structure over time and across 
groups.

Using the HFSC Session C data from Table 12.1, 
Table 12.3 displays model tests for invariance for the 
visual factor that was indicated by mental rotation, 
card rotation, and paper form board. These three 
items were fit using a single common factor at each 
time and across gender groups. A conceptual image 
of the invariance model is provided in Figure 12.1 
for the Visualization factor and Figure 12.2 for the 
Crystallized Knowledge factor. These represent the 
parameterization of factor invariance over two time 

points with a latent change score to model variation 
in changes over time. Model 1 is based on the com-
plete invariance model, in which all parameters are 
constant over time and groups, χ2(38) = 231, 
εa = .169. The next model (Model 2) is one in 
which the mean constraints over groups were 
relaxed, and the mean of the factor at Time 1 and 
the change score were allowed to vary, χ2(36) = 
194, εa = .157. In Models 3 and 4, no substantial 
gains in fit were made by freeing the regression of 
the change score on the Time 1 factor or the vari-
ances of the factor scores progressively, χ2(35) = 
194, εa = .160, and χ2(33) = 193, εa = .165, respec-
tively. Model 5 allowed the factor loadings to be free 
over time, which could provide evidence for a 
change in outcome weights for the factor over the 
two groups, χ2(31) = 147, εa = .145.

Testing the invariance of the knowledge factor 
was done in the same way as the visual factor, and 

TABLE 12.2

Factor Invariance Tests on Visualization and Crystallized Knowledge Comparing Participants Measured 
Once (N = 6,388) With Those Retested (N = 357)

Variable

Model 1 Model 2 Model 3 Model 4 Model 5

FD RT FD RT FD RT FD RT FD RT

M (SE)
 Fgv1 54.3 (0.3) 54.3 (0.3) 53.8 (0.3) 63.3 (0.9) 53.8 (0.3) 63.3 (0.8) 53.8 (0.3) 63.3 (0.7) 53.6 (0.3) 65.9 (1.1)
 Fgc1 68.4 (0.3) 68.4 (0.3) 68.4 (0.3) 68.0 (1.0) 68.4 (0.3) 68.0 (0.9) 68.4 (0.3) 68.0 (0.9) 68.6 (0.3) 65.2 (1.1)

Variances
 Fgv1 201.2 201.2 197.1 197.1 199.4 150.4 201.1 126.5 199.7 137.2
 Fgc1 228.4 228.4 228.5 228.5 229.1 215.3 231.2 180.7 232.4 164.7
 CovVC 105.6 105.6 105.7 105.7 105.1 105.1 108.0 64.8 108 63.5

Loadings
 lv1 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00
 lv2 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.95
 lv3 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.39 0.78
 lc1 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00 = 1.00
 lc2 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.95
 lc3 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.78

Model fit

 χ2 1,548 1,408 1,397 1,388 1,328
 df 39 37 35 34 30
 RMSEA .107 .105 .107 .109 .113

Note. Boldface indicates parameters that have been relaxed across group from the previous model. FD = full data; RT = 
retest; Fgv1 = visualization factor at Time 1; Fgc = knowledge factor at Time 1; CovVC = covariance of visualization and 
knowledge factors; lv1 = visual factor loading 1; lv2 = visual factor loading 2; lv3 = visual factor loading 3; lc1 = knowledge 
loading 1; lc2 = knowledge loading 2; lc3 = knowledge loading 3; RMSEA = root-mean-square error of approximation.
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λ5
λ6

Gc[1]

λ5
λ6

VOC[1] WBE[2]TH[1] WBE[1] VOC[2] TH[2]

=1.00=1.00

Gc[2]=1

∆Gc

βc =1

1

µGc1

µ∆c

φ2c1

φ2∆c

σ2u4 σ2u5 σ2u6 σ2u4 σ2u5 σ2u6

FIGURE 12.2. A latent change score model for Crystallized Intelligence 
(Gc; with parameters labeled). Gc is indicated by three variables at each 
time point with equal loadings, and residuals are constrained over time. 
VOC = Vocabulary; TH = Things; WBE = Word Beginnings and Endings.

λ2
=1.00 λ3

Gv[1]

λ2=1.00 λ3

MR[1] PFB[2]CR[1] PFB[1] MR[2] CR[2]

Gv[2]=1

∆Gv

βv =1

1

µFv1

µ∆v

φ2v1

φ2Δv

σ2u1 σ2u2 σ2u3 σ2u1 σ2u2 σ2u3

FIGURE 12.1. A latent change score model for Visualization (Gv; with 
parameters labeled). Gv is indicated by three variables at each time point 
with equal loadings, and residuals are constrained over time. MR = Mental 
Rotation; CR = Card Rotation; PFB = Paper Form Board.



McArdle and Prindle

234

the results are outlined in Table 12.4. Progressively 
relaxed models were fit, with Model 1 being the 
completely invariant factor model, χ2(38) = 596, 
εa = .287. Model 2 showed a slight gain in fit by 
relaxing the means of the factor scores over groups, 
χ2(36) = 589, εa = .294. Models 3 and 4 then 
showed no gain in fit by freeing the regression from 
the first factor score to the latent change score, 
χ2(35) = 589, εa = .298, and χ2(33) = 588, εa = .307, 
respectively. Model 5 allowed the factor loadings to 
be free over groups, χ2(31) = 552, εa = .307.

Models of Factor Score Changes  
Over Time
The invariant factor models were next coupled 
together and examined as a cross-lagged model (see 
Hsiao, 2001) with latent change scores (McArdle, 
2009). As indicated earlier, the model that all vari-
ables are uncorrelated was tested first and found to 
have substantial misfit, χ2(132) = 1,462. Then the 
one-factor model (Figure 12.3) was tested by load-
ing all outcomes onto one factor, χ2(143) = 2,298, 
εa = .291. Next, the two-factor model was tested to 
increase model fit over the one-factor model, and it 
appeared to provide poor fit compared with the 

baseline of no correlation among the outcome 
variables.

The sequence of model tests for latent changes is 
displayed in Table 12.5, with model estimates and fit 
values highlighted. The sequence starts with the 
most rigid invariance between genders and relaxes 
the constraints progressively between the gender 
groups. This model is represented in Figure 12.4 as a 
structural equation model with latent variables rep-
resenting the factors and latent change scores. The 
six measured variables are loaded onto the two fac-
tors at both time points with parameters estimated as 
they are outlined in the model. Model 1 was 
included as a totally invariant model, with parame-
ters equal over time and between groups. This model 
did not fit very well, χ2(144) = 967, εa = .179, and 
was mainly used as a baseline for the subsequent 
models. Model 2 was fit next, and this model allowed 
the means of the factor scores to be freed across 
groups. This model tended to be the best improve-
ment in fit for the previous Crystallized Knowledge 
and Visualization models, χ2(140) = 909, εa = .175. 
Model 3 allowed the over-time lagged regressions to 
be free between groups, but very little gain in fit was 
observed, χ2(138) = 909, εa = .177.

λ5λ4 λ6λ2 λ3

VOC[1] PFB[1]TH[1] WBE[1] MR[1] CR[1]

G[1]

φ2G1

σ2u1 σ2u2 σ2u3 σ2u4 σ2u5 σ2u6

=1.00

FIGURE 12.3. A general factor model with one factor indicated by six vari-
ables per time. The general factor allows each weight to vary, but each item 
indicates only a general cognitive ability. MR = Mental Rotation; CR = Card 
Rotation; PFB = Paper Form Board; VOC = Vocabulary; TH = Things;  
WBE = Word Beginnings and Endings.
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The next step used here was designed to see 
whether there was a differential effect of the opposing 
factors on the latent change scores (Model 4). With 
little change in model fit, there seemed to be no group 
differences in the crossed regression weights, χ2(136) 
= 908, εa = .178. Model 5 was a further attempt to see 
whether gender differences existed in the relationships 
between the factor scores. This is a dynamic structural 
equation model based on the more traditional concept 
of Group × Time interaction (see McArdle & 
Prescott, 2010). This approach is performed by allow-
ing the groups to have different covariances between 
Time 1 latent factors and the latent change scores. In 
this case, no significant differences in these covari-
ances were found, χ2(134) = 907, εa = .180, so one 
can conclude that group differences are only in the 

latent changes in the means over time, and no evi-
dence exists for group interactions.

DISCUSSION

The overall results suggest (a) the two common fac-
tors (Crystallized Knowledge and Visualization) 
represent a good fit to the data, both within people 
over time and between gender groups; (b) the mean 
of the latent changes differs over groups, with 
higher scores at the second time of measurement (at 
the first time point, there is no latent change score); 
and (c) the latent changes do not differ between 
male and female participants.

Although this may seem to be an exhaustive 
search about different models over time, many other 
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FIGURE 12.4. A cross-lagged latent change score model for Gv and Gc (with parameters labeled). 
The two latent change score models of Gc and Gv are coupled with regressions from Time 1 to the  
latent change scores, and the factor scores are allowed to correlate within time. VOC = Vocabulary; TH = 
Things; WBE = Word Beginnings and Endings; MR = Mental Rotation; CR = Card Rotation; PFB = Paper 
Form Board.
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models of change can be considered. Some of these 
are simply based on gains changes in proportions 
(i.e., using logarithms of scores). Others are based 
on more complex scoring of measurement systems 
(i.e., Rasch models).

In this chapter, only changes at two specific occa-
sions with specific multiple variables were exam-
ined. Several other considerations come into play 
when one considers models over more time points.

First, there is the possibility that the changes at 
any occasion are more complex and need to be 
derived from differences in participants that hap-
pened at earlier time points (i.e., two or more lags 
back). These kinds of changes are not possible to 
distinguish with only two occasions but can be 
accomplished with more occasions.

Second, one is likely to consider the wrong inter-
val of the changes. That is, latent changes in these 
variables could be much different if another range of 
ages was chosen (young adulthood was used in this 
chapter). However, if one does not really know the 
appropriate interval of time, and one hardly ever 
does (see Gollob & Reichardt, 1987), one needs to 
experiment with the time lag of this interval (see 
McArdle & Woodcock, 1997).

Finally, other measurable variables or other com-
mon factors may possibly be responsible for the 
variation in the latent changes (see Shrout, 2010; 
Sobel, 1995). This problem is considered one of 
third variables, and this limitation is apparent in any 
observation study. Of course, if the groups differed 
on these third variables, one would find some addi-
tional group differences of these sizes. However, and 
in general, variables need to be measured to evaluate 
their changes.

SUMMARY

The primary purpose of this chapter was to discuss 
and illustrate models for change using multiple vari-
ables and two occasions that extended the options of 
the principles of the RANOVA. Although the stan-
dard RANOVA is still the model of choice of many 
researchers in psychology, there is obvious room for 
improvement. Some of these improvements were 
discussed and illustrated here. In fact, the SEM form 
of dealing with these kinds of problems shares so 

many similarities with the prior work that the inclu-
sion of these new measurement models may be well 
designated as the new ANOVA.

Much of what has been presented in this  
chapter has been anticipated before (e.g., Burr & 
Nesselroade, 1990; McArdle & Nesselroade, 1994). 
Although many benefits can accrue from this 
approach to the measurement of change, it has  
not yet been put into practice. A first problem is 
obvious—the computer programs for repeated- 
measures ANOVA seem to be much easier to use 
than those for SEM (see Appendix 12.1). However, 
this is a practical problem that is likely to be 
reduced in the next generation of computer pro-
grams. This implication is that the persistence of 
teaching the classical methods about group differ-
ences seems to be the key problem.

Perhaps teachers have simply not heard about 
the measurement problems of gain scores or do not 
realize that the key elements of RANOVA are based 
on gain scores with little thought given to the mea-
surement requirements. The main reason to carry 
out all this new SEM work is because it can produce 
results that are not misleading and are likely to be 
replicated in the next study. Although the classical 
RANOVA of group changes can still be considered 
an important step along the way, now does seem to 
be the time to embrace the new ANOVA, in which 
individual differences in changes are also consid-
ered. These new approaches are certainly available 
using current SEM programs (see Appendix 12.1).

APPENDIX 12.1: SELECTED COMPUTER 
PROGRAM SCRIPTS FOR RUNNING 
ANALYSES

The procedure for the repeated-measures analysis of 
variance (RANOVA) is shown first, and the 
advanced structural equation models are provided 
with annotations for reference.

SAS RANOVA SCRIPT

/* Procedure for RANOVA with six outcomes over 
two time points. */

PROC GLM DATA = datafile;
CLASS sex; * grouping variable;



Basic Issues in the Measurement of Change

239

MODEL p_voc1 p_voc2 p_th1 p_th2 p_wbe1  
p_wbe2 p_mr1 p_mr2 p_cr1 p_cr2

p_pfb1 p_pfb2 = sex / NOUNI;
REPEATED Response 6 IDENTITY, Time 2;  

* identifies number of outcomes and
how many times repeated;
LSMEANS sex; * outputs mean scores by sex for 

all outcomes at all times;
RUN; QUIT;

MPLUS GV FACTOR SCRIPT

TITLE: HFSC Factor Model - 5
DATA: FILE = datafile.dat;
VARIABLE: NAMES = fullid sex
p_voc1 p_th1 p_wbe1 p_mr1 p_cr1 p_pfb1
p_voc2 p_th2 p_wbe2 p_mr2 p_cr2 p_pfb2;
USEV = p_cr1 p_mr1 p_pfb1
p_cr2 p_mr2 p_pfb2;
MISSING = .;
GROUPING = sex (1 = male 2 = female);

MODEL: ! set up time 1 factor
Fg1 BY p_mr1@1 p_cr1 p_pfb1;
Fg1 BY p_cr1 (l1); Fg1 BY p_pfb1 (l3);
Fg1 (vfg1); [fg1] (mfg1);
[p_cr1@0 p_mr1@0 p_pfb1@0];

! set up time 2 factor
Fg2 BY p_mr2@1 p_cr2 p_pfb2;
Fg2 BY p_cr2 (l1); Fg2 BY p_pfb2 (l3);
Fg2@0; [fg2@0];
[p_cr2@0 p_mr2@0 p_pfb2@0];

! indicator uniquenesses
p_mr1 (u1); p_cr1 (u2); p_pfb1 (u3);
p_mr2 (u1); p_cr2 (u2); p_pfb2 (u3);

! correlated uniquenesses
p_mr1 WITH p_mr2; p_cr1 WITH p_cr2;
p_pfb1 WITH p_pfb2;

! latent difference score initialization
lcfg BY Fg2 @1;
lcfg ON Fg1 (bfg);
Fg2 ON Fg1 @1;
lcfg (vlcfg); [lcfg] (mlcfg);

MODEL male: ! male model specifications
Fg1 BY p_mr1@1 p_cr1 p_pfb1;

Fg1 BY p_cr1 (l1); Fg1 BY p_pfb1 (l3);
Fg1 (vfg1); [fg1] (mfg1);
[p_cr1@0 p_mr1@0 p_pfb1@0];

Fg2 BY p_mr2@1 p_cr2 p_pfb2;
Fg2 BY p_cr2 (l1); Fg2 BY p_pfb2 (l3);
Fg2@0; [fg2@0];
[p_cr2@0 p_mr2@0 p_pfb2@0];

p_mr1 (u1); p_cr1 (u2); p_pfb1 (u3);
p_mr2 (u1); p_cr2 (u2); p_pfb2 (u3);

lcfg BY Fg2 @1;
lcfg ON Fg1 (bfg);
Fg2 ON Fg1 @1;
lcfg (vlcfg); [lcfg] (mlcfg);

MODEL female: !female model specifications
Fg1 BY p_mr1@1 p_cr1 p_pfb1;
Fg1 BY p_cr1 (El1); Fg1 BY p_pfb1 (El3);
Fg1 (Evfg1); [fg1] (Emfg1);
[p_cr1@0 p_mr1@0 p_pfb1@0];

Fg2 BY p_mr2@1 p_cr2 p_pfb2;
Fg2 BY p_cr2 (El1); Fg2 BY p_pfb2 (El3);
Fg2@0; [fg2@0];
[p_cr2@0 p_mr2@0 p_pfb2@0];

p_mr1 (u1); p_cr1 (u2); p_pfb1 (u3);
p_mr2 (u1); p_cr2 (u2); p_pfb2 (u3);

lcfg BY Fg2 @1;
lcfg ON Fg1 (Ebfg);
Fg2 ON Fg1 @1;
lcfg (Evlcfg); [lcfg] (Emlcfg);

OUTPUT: SAMPSTAT STANDARDIZED  
TECH4;

MPLUS CRYSTALLIZED KNOWLEDE 
FACTOR SCRIPT

TITLE: HFSC Factor Model - 5
DATA: FILE = datafile.dat;
VARIABLE: NAMES = fullid sex
p_voc1 p_th1 p_wbe1 p_mr1 p_cr1 p_pfb1
p_voc2 p_th2 p_wbe2 p_mr2 p_cr2 p_pfb2;
USEV = p_voc1 p_th1 p_wbe1
p_voc2 p_th2 p_wbe2;
MISSING = .;
GROUPING = sex (1 = male 2 = female);
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MODEL: ! set up time 1 factor
Fc1 BY p_voc1@1 p_th1 p_wbe1;
Fc1 BY p_th1 (l3); Fc1 BY p_wbe1 (l4);
Fc1 (vfc1); [fc1] (mfc1);
[p_voc1@0 p_th1@0 p_wbe1@0];

! set up time 2 factor
Fc2 BY p_voc2@1 p_th2 p_wbe2;
Fc2 BY p_th2 (l3); Fc2 BY p_wbe2 (l4);
Fc2 @0; [fc2 @0];
[p_voc2@0 p_th2@0 p_wbe2@0];

! indicator uniquenesses
p_voc1 (u4); p_th1 (u5); p_wbe1 (u6);
p_voc2 (u4); p_th2 (u5); p_wbe2 (u6);
p_voc1 WITH p_voc2; p_th1 WITH p_th2;
p_wbe1 WITH p_wbe2;

! correlated uniquenesses
p_voc1 WITH p_voc2; p_th1 WITH p_th2;
p_wbe1 WITH p_wbe2;

! latent difference score initialization
lcfc BY fc2 @1;
lcfc ON Fc1 (bfc);
Fc2 ON Fc1 @1;
lcfc (vlcfc); [lcfc] (mlcfc);

MODEL male: ! male model specifications
Fc1 BY p_voc1@1 p_th1 p_wbe1;
Fc1 BY p_th1 (l3); Fc1 BY p_wbe1 (l4);
Fc1 (vfc1); [fc1] (mfc1);
[p_voc1@0 p_th1@0 p_wbe1@0];

Fc2 BY p_voc2@1 p_th2 p_wbe2;
Fc2 BY p_th2 (l3); Fc2 BY p_wbe2 (l4);
Fc2 @0; [fc2 @0];
[p_voc2@0 p_th2@0 p_wbe2@0];

p_voc1 (u4); p_th1 (u5); p_wbe1 (u6);
p_voc2 (u4); p_th2 (u5); p_wbe2 (u6);

lcfc BY fc2 @1;
lcfc ON Fc1 (bfc);
Fc2 ON Fc1 @1;
lcfc (vlcfc); [lcfc] (mlcfc);

MODEL female: ! female model specifications
Fc1 BY p_voc1@1 p_th1 p_wbe1;
Fc1 BY p_th1 (El3); Fc1 BY p_wbe1 (El4);
Fc1 (Evfc1); [fc1] (Emfc1);
[p_voc1@0 p_th1@0 p_wbe1@0];

Fc2 BY p_voc2@1 p_th2 p_wbe2;
Fc2 BY p_th2 (El3); Fc2 BY p_wbe2 (El4);
Fc2 @0; [fc2 @0];
[p_voc2@0 p_th2@0 p_wbe2@0];

p_voc1 (u4); p_th1 (u5); p_wbe1 (u6);
p_voc2 (u4); p_th2 (u5); p_wbe2 (u6);

lcfc BY fc2 @1;
lcfc ON Fc1 (Ebfc);
Fc2 ON Fc1 @1;
lcfc (Evlcfc); [lcfc] (Emlcfc);

OUTPUT: SAMPSTAT STANDARDIZED  
TECH4;

MPLUS BIVARIATE CHANGE SCORE 
FACTOR MODEL

TITLE: HFSC 2 Factor Model - 5
DATA: FILE = hfsc2.dat;
VARIABLE: NAMES = fullid sex
p_voc1 p_th1 p_wbe1 p_mr1 p_cr1 p_pfb1
p_voc2 p_th2 p_wbe2 p_mr2 p_cr2 p_pfb2;
USEV = p_voc1 p_th1 p_wbe1 p_mr1 p_cr1 

p_pfb1
p_voc2 p_th2 p_wbe2 p_mr2 p_cr2 p_pfb2;
MISSING = .;
GROUPING = sex (1 = male 2 = female);
ANALYSIS: ITERATIONS = 20000

MODEL: ! Gc model specification
Fc1 BY p_voc1@1 p_th1*.7 p_wbe1*.7;
Fc1 BY p_th1 (l3); Fc1 BY p_wbe1 (l4);
Fc1*15 (vfc1); [fc1] (mfc1);
[p_voc1@0 p_th1@0 p_wbe1@0];

Fc2 BY p_voc2@1 p_th2*.7 p_wbe2*.7;
Fc2 BY p_th2 (l3); Fc2 BY p_wbe2 (l4);
Fc2 @0; [fc2 @0];
[p_voc2@0 p_th2@0 p_wbe2@0];

p_voc1*150 (u4); p_th1*150 (u5);  
p_wbe1*150 (u6);

p_voc2*150 (u4); p_th2*150 (u5);  
p_wbe2*150 (u6);

p_voc1 WITH p_voc2; p_th1 WITH p_th2;  
p_wbe1 WITH p_wbe2;

lcfc BY fc2 @1;
lcfc ON Fc1 (bfc);
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Fc2 ON Fc1 @1;
lcfc (vlcfc); [lcfc] (mlcfc);

! Gf model specification
Fg1 BY p_mr1@1 p_cr1*.7 p_pfb1*.7;
Fg1 BY p_cr1 (l1); Fg1 BY p_pfb1 (l2);
Fg1*15 (vfg1); [fg1] (mfg1);
[p_cr1@0 p_mr1@0 p_pfb1@0];

Fg2 BY p_mr2@1 p_cr2*.7 p_pfb2*.7;
Fg2 BY p_cr2 (l1); Fg2 BY p_pfb2 (l2);
Fg2@0; [fg2@0];
[p_cr2@0 p_mr2@0 p_pfb2@0];

p_mr1*150 (u1); p_cr1*150 (u2);  
p_pfb1*150 (u3);

p_mr2*150 (u1); p_cr2*150 (u2);  
p_pfb2*150 (u3);

p_mr1 WITH p_mr2; p_cr1 WITH p_cr2; p_pfb1 
WITH p_pfb2;

lcfg BY Fg2 @1;
lcfg ON Fg1 (bfg);
Fg2 ON Fg1 @1;
lcfg (vlcfg); [lcfg] (mlcfg);
! combining two LCS models with crosses and 

covariances
Fg1 WITH Fc1 (ct1); lcfg WITH lcfc (cl);
lcfc on fg1 (glc); lcfg ON fc1 (glg);

MODEL male: ! male model specifications
Fc1 BY p_voc1@1 p_th1*.7 p_wbe1*.7;
Fc1 BY p_th1 (l3); Fc1 BY p_wbe1 (l4);
Fc1*15 (vfc1); [fc1] (mfc1);
[p_voc1@0 p_th1@0 p_wbe1@0];

Fc2 BY p_voc2@1 p_th2*.7 p_wbe2*.7;
Fc2 BY p_th2 (l3); Fc2 BY p_wbe2 (l4);
Fc2 @0; [fc2 @0];
[p_voc2@0 p_th2@0 p_wbe2@0];

p_voc1*150 (u4); p_th1*150 (u5);  
p_wbe1*150 (u6);

p_voc2*150 (u4); p_th2*150 (u5);  
p_wbe2*150 (u6);

p_voc1 WITH p_voc2; p_th1 WITH p_th2;  
p_wbe1 WITH p_wbe2;

lcfc BY fc2 @1;
lcfc ON Fc1 (bfc);
Fc2 ON Fc1 @1;
lcfc (vlcfc); [lcfc] (mlcfc);

Fg1 BY p_mr1@1 p_cr1*.7 p_pfb1*.7;
Fg1 BY p_cr1 (l1); Fg1 BY p_pfb1 (l2);
Fg1*15 (vfg1); [fg1] (mfg1);
[p_cr1@0 p_mr1@0 p_pfb1@0];

Fg2 BY p_mr2@1 p_cr2*.7 p_pfb2*.7;
Fg2 BY p_cr2 (l1); Fg2 BY p_pfb2 (l2);
Fg2@0; [fg2@0];
[p_cr2@0 p_mr2@0 p_pfb2@0];

p_mr1*150 (u1); p_cr1*150 (u2);  
p_pfb1*150 (u3);

p_mr2*150 (u1); p_cr2*150 (u2);  
p_pfb2*150 (u3);

p_mr1 WITH p_mr2; p_cr1 WITH p_cr2; p_pfb1 
WITH p_pfb2;

lcfg BY Fg2 @1;
lcfg ON Fg1 (bfg);
Fg2 ON Fg1 @1;
lcfg (vlcfg); [lcfg] (mlcfg);

Fg1 WITH Fc1 (ct1); lcfg WITH lcfc (cl);
lcfc on fg1 (glc); lcfg ON fc1 (glg);

MODEL female: ! male model specifications
Fc1 BY p_voc1@1 p_th1*.7 p_wbe1*.7;
Fc1 BY p_th1 (l3); Fc1 BY p_wbe1 (l4);
Fc1*15 (vfc1); [fc1] (Emfc1);
[p_voc1@0 p_th1@0 p_wbe1@0];

Fc2 BY p_voc2@1 p_th2*.7 p_wbe2*.7;
Fc2 BY p_th2 (l3); Fc2 BY p_wbe2 (l4);
Fc2 @0; [fc2 @0];
[p_voc2@0 p_th2@0 p_wbe2@0];

p_voc1*150 (u4); p_th1*150 (u5);  
p_wbe1*150 (u6);

p_voc2*150 (u4); p_th2*150 (u5);  
p_wbe2*150 (u6);

p_voc1 WITH p_voc2; p_th1 WITH p_th2;  
p_wbe1 WITH p_wbe2;

lcfc BY fc2 @1;
lcfc ON Fc1 (Ebfc);
Fc2 ON Fc1 @1;
lcfc (vlcfc); [lcfc] (Emlcfc);

Fg1 BY p_mr1@1 p_cr1*.7 p_pfb1*.7;
Fg1 BY p_cr1 (l1); Fg1 BY p_pfb1 (l2);
Fg1*15 (vfg1); [fg1] (Emfg1);
[p_cr1@0 p_mr1@0 p_pfb1@0];
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Fg2 BY p_mr2@1 p_cr2*.7 p_pfb2*.7;
Fg2 BY p_cr2 (l1); Fg2 BY p_pfb2 (l2);
Fg2@0; [fg2@0];
[p_cr2@0 p_mr2@0 p_pfb2@0];

p_mr1*150 (u1); p_cr1*150 (u2);  
p_pfb1*150 (u3);

p_mr2*150 (u1); p_cr2*150 (u2);  
p_pfb2*150 (u3);

p_mr1 WITH p_mr2; p_cr1 WITH p_cr2;  
p_pfb1 WITH p_pfb2;

lcfg BY Fg2 @1;
lcfg ON Fg1 (Ebfg);
Fg2 ON Fg1 @1;
lcfg (vlcfg); [lcfg] (Emlcfg);

Fg1 WITH Fc1 (Ect1); lcfg WITH lcfc (Ecl);
lcfc on fg1 (Eglc); lcfg ON fc1 (Eglg);

OUTPUT: SAMPSTAT STANDARDIZED  
TECH4;
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ThE STAndArdS for EduCATIonAl 
And PSyCholoGICAl TESTInG

Daniel R. Eignor

The Standards for Educational and Psychological 
Testing have been in existence since the mid-1950s. 
Five versions1 of the Standards have been prepared 
between then and now, with the most recent, or 
fifth version, published in 1999. A sixth version of 
the Standards is currently in preparation and should 
be published in 2012 or 2013. The Standards are 
“joint” in nature in that they were prepared by a 
joint committee of testing experts representing the 
three sponsoring organizations (the American Edu-
cational Research Association [AERA], the Ameri-
can Psychological Association [APA], and the 
National Council on Measurement in Education 
[NCME]).

In this chapter, the purpose of the Standards and 
the instruments for which the Standards are 
expected to apply are discussed, followed by a brief 
history of the evolution of the versions of the Stan-
dards over a 50-year period. Finally, a relatively 
in-depth discussion of the 1999 version of the  
Standards, the version currently in use, is presented. 
The chapter ends with some concluding comments 
about the sixth version of the Standards, now in 
preparation.

PURPOSE OF THE STANDARDS

Although all versions of the Standards have provided 
a discussion of purpose, albeit in somewhat different 
ways, providing the purpose statement from the 

1999 Standards, the version now in use, seems 
reasonable:

The purpose of publishing the Standards 
is to provide criteria for the evaluation 
of tests, testing practices, and the effects 
of test use. Although the evaluation of a 
test or testing application should depend 
heavily on professional judgment, the 
Standards provide a frame of reference to 
assure that relevant issues are discussed. 
(AERA, APA, & NCME, p. 2)

The 1999 Standards are somewhat less definitive in 
specifying the measures for which the Standards are 
expected to apply:

The precise demarcation between those 
measurement devices used in the fields 
of educational and psychological testing 
that do and do not fall within the purview 
of the Standards is difficult to identify. 
Although the Standards applies most 
directly to standardized measures gener-
ally recognized as “tests,” such as mea-
sures of ability, aptitude, achievement, 
attitudes, interests, personality, cognitive 
functioning and mental health, it may 
also be usefully applied in varying degrees 
to a broad range of less formal assessment 
techniques. (AERA et al., 1999, p. 3)

1What is being considered as the first version actually consists of two separate documents, one prepared by the American Psychological Association 
in 1954 and the other prepared by the American Educational Research Association and the National Council on Measurement Used in Education 
(NCME’s original name) in 1955.
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VERSIONS OF THE STANDARDS: 
SIMILARITIES AND DIFFERENCES

The first set of Standards, the Technical Recommen-
dations for Psychological Tests and Diagnostic Tech-
nologies, was issued by APA in 1954. The next year, 
AERA and NCMUE (1955) issued a parallel docu-
ment, Technical Recommendations for Achievement 
Tests. There had been collaboration across organiza-
tions in developing these first two documents, and 
all three organizations agreed that a revision and 
merging of these documents was needed. In 1963, 
the first Joint Committee was formed, and this 
group produced Standards for Educational and 
Psychological Tests and Manuals (APA, AERA, & 
NCME, 1966), the second version of the Standards. 
All three of these documents essentially focused on 
the type of information that publishers should pro-
vide in test manuals and other publications describ-
ing their measures for users and potential users.

Many viewed these initial Standards as being too 
limited in nature, so in 1971 another Joint Commit-
tee was formed, and its work produced the 1974 
Standards for Educational and Psychological Tests 
(APA, AERA, & NCME, 1974), the third version of 
the Standards. These Standards dealt with more than 
technical documentation of tests and covered the 
areas of test development, test use, and score 
reporting.

The first three versions of the Standards (APA, 
1954; AERA & NCMUE, 1955; APA et al., 1966, 
1974) shared a number of features. First, in all these 
versions, individual standards were labeled as being 
essential, very desirable, or desirable in nature. Each 
standard was, in essence, judged on the basis of its 
importance and the feasibility of attaining it, and the 
appropriate label was then attached. Second, all ver-
sions listed the standards in a hierarchical fashion. 
That is, major standards were listed first and then 
standards that qualified or provided more detail on 
the major standard were listed. Exhibit 13.1 provides 
an example of this structure; the standards are taken 
from the section of the 1974 Standards (APA et al., 
1974) that dealt with norms and scales. (Note the 
labeling D5, D5.2, and D5.2.1.) Finally, unique to 
what is considered the first version of the Standards 
(APA, 1954; AERA & NCMUE, 1955) is that this 

version contained positive and negative examples of 
test use and practice. In these examples, the actual 
names of the tests were listed. This practice was dis-
continued after the first version was published.

The next, or fourth, version of the Standards 
was published by AERA, APA, and NCME in 1985, 
and the individual standards differed in two ways 
from those in previous versions. First, instead of 
labeling individual standards as being essential, 
very desirable, or desirable, these descriptors were 
replaced by primary, secondary, or conditional, 

Exhibit 13.1
Example of Hierarchical Structure in 1974 

Standards

Part D. Norms and Scales
D.5 Derived scales used for reporting scores should be 

carefully described in the test manual to increase the 
likelihood of accurate interpretation of scores by both 
the test interpreter and the examinee. Essential

[Comment: It would be helpful if the number of kinds 
of derived scales could be reduced to a few with 
which testers can become familiar. The present 
variety makes description necessary in each manual. 
In part the problem is that many different systems 
are now used that have no logical advantage over 
others; some may have outlived their usefulness. 
New scaling methods may be used in attempts to 
overcome presumed difficulties with older ones. The 
variety of scales for reporting test scores can create 
confusion and misinterpretation unless the scale 
recommended for a given test are clearly and fully 
explained.]

D5.2 When standard scores are used, the system should 
be consistent with the purposes for which the test 
in intended and should be described in detail in the 
test manual. The reasons for choosing one scale in 
preference to another should also be made clear in 
the manual. Very Desirable

D5.2.1 The manual should specify whether standard 
scores are linear transformations of raw scores or 
are normalized. Essential

Note. From Standards for Educational and 
Psychological Tests, by American Psychological 
Association, American Educational Research 
Association, and National Council on 
Measurement in Education, 1974, Washington, 
DC: American Psychological Association. 
Copyright 1974 by the American Psychological 
Association.
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hence somewhat changing the focus of emphasis 
for each standard. Second, the hierarchical struc-
ture used in the first three versions for labeling 
standards was replaced by a linear structure, 
whereby standards within a chapter were simply 
labeled sequentially (i.e., 2.1, 2.2, 2.3; this struc-
ture was also used in the current, fifth version of 
the Standards; AERA et al., 1999).

The fifth version of the Standards was published 
by AERA et al. in 1999, and the one major change in 
this version was that no categorization or labeling 
scheme was used to describe the standards. That is, 
the labels primary, secondary, and conditional were 
discontinued. According to the Joint Committee that 
developed the 1999 Standards,

The present Standards continues the tra-
dition of expecting test developers and 
users to consider all standards before 
operational use; however, the Standards 
does not continue the practice of desig-
nating levels of importance. Instead, the 
text of each standard, and any accompa-
nying commentary, discusses the condi-
tions under which a standard is relevant. 
(AERA et al., 1999, p. 2)

Finally, one common feature across all five  
versions of the Standards is the use of comments 
with individual standards. These comments provide 

further information to be used in conjunction with 
the information contained in the standards. Table 
13.1 provides a summary of the five versions of the 
Standards, along with some relevant data.

1999 STANDARDS

The 1999 Standards (AERA et al., 1999) contain 15 
chapters separated into three parts. Table 13.2 pro-
vides the names of the parts and chapters and the 
number of standards contained in each chapter. 
Each chapter begins with an introductory section 
that does not contain standards, the purpose of 
which is to provide background material relevant to 
the chapter. The introductory material in each chap-
ter is followed by the individual standards, and most 
of the standards also have a comment attached that 
further explicates what is contained in the standard. 
Exhibit 13.2 presents two of the standards from the 
1999 Standards as examples, one from the “Validity” 
chapter and one from the “Reliability and Errors of 
Measurement” chapter.

The 1999 Standards contain a total of 264 stan-
dards (AERA et al., 1999). Table 13.1, previously 
discussed, contains the number of standards in  
each published version of the Standards. Compared 
with the number of standards in the 1985 version 
(AERA et al., 1985), the 1999 Standards has 84 more 
standards. According to Camara and Lane (2006), 

TABLE 13.1

Names of and Data Contained in the Five Versions of the Standards

Version and name Prepared by Year

No. of  

standards

Major  

standards

1A. Technical Recommendations for Psychological Tests 
and Diagnostic Techniques

APA 1954 163 42

1B. Technical Recommendations for Achievement Tests AERA and NCMUE 1955 111 43
2. Standards for Educational and Psychological Tests 

and Manuals
APA, AERA, and NCME 1966 161 27

3. Standards for Educational and Psychological Tests APA, AERA, and NCME 1974 245 62
4. Standards for Educational and Psychological Testing AERA, APA, and NCME 1985 180 NA
5. Standards for Educational and Psychological Testing AERA, APA, and NCME 1999 264 NA

Note. APA = American Psychological Association; AERA = American Educational Research Association; NCMUE = 
National Council on Measurements Used in Education; NCME = National Council on Measurement in Education; 
NA = not applicable.
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103 new standards were developed in 1999, and 35 
standards from 1985 were eliminated. Other stan-
dards were combined. Part of the reason for the 
increase in the total number of standards in 1999 
can be attributed to a decision made by the 1999 
Joint Committee to report standards in more than 
one chapter when possible to do so. The concern 
was that users of the Standards would in many 
instances refer to only a subset of the total number 
of chapters and, in the process, miss important stan-
dards. Of course, the other reason for an increase in 
the total number of standards had to do with new 
developments in the field and the need for these 
developments to be represented by standards. The 
advent of computer-administered testing, the exis-
tence of test-taker dishonesty enhanced by technol-
ogy, and the increased importance of educational 
testing are examples of these new developments.

Note that the configuration of chapters changed 
from the 1985 Standards to the 1999 Standards. In 
two instances, a set of two chapters was merged into 

a single chapter. Chapters titled “Clinical Testing” 
and “Test Use in Counseling” in the 1985 Standards 
(AERA et al., 1985) were merged to form part of a 
single chapter titled “Psychological Testing and 
Assessment” in the 1999 Standards (AERA et al., 1999). 

Exhibit 13.2
Examples of Individual Standards in 1999 

Standards

Chapter 1. Validity
Standard 1.4
If a test is used in a way that has not been validated, 

it is incumbent on the user to justify the new use, 
collecting new evidence if necessary.

Comment: Professional judgment is required to evaluate 
the extent to which existing validity evidence 
applies in the new situation and to determine what 
new evidence may be needed. The amount and 
kinds of new evidence required may be influenced 
by experience with similar prior test uses or 
interpretations and by the amount, quality, and 
relevance of existing data.

Chapter 2. Reliability and Errors of Measurement
Standard 2.15
When a test or combination of measures is used to make 

categorical decisions, estimates should be provided 
on the percentage of examinees who would be 
classified in the same way on two applications of the 
procedure, using the same form or alternate forms of 
the instrument.

Comment: When a test or composite is used to make 
categorical decisions, such as pass/fail, the standard 
error of measurement at or near the cut score has 
important implications for the trust- worthiness 
of these decisions. However, the standard error 
cannot be translated into the expected percentage of 
consistent decisions unless assumptions are made 
about the form of the distributions of measurement 
errors and true scores. It is preferable that this 
percentage be estimated directly through the use 
of a repeated-measurement approach if consistent 
with the requirements of test security and if adequate 
samples are available.

Note. From Standards for Educational and 
Psychological Testing (3rd ed.), by American 
Educational Research Association, American 
Psychological Association, and National Council 
on Measurement in Education, 1999, Washington, 
DC: American Educational Research Association. 
Copyright 1999 by American Educational Research 
Association, American Psychological Association, and 
National Council on Measurement in Education.

TABLE 13.2

Contents of 1999 Standards

Part and chapter nos. and titles No. of standards

 I.  Test Construction, Evaluation, and 
Documentation

   1. Validity 24
   2. Reliability and Errors of Measurement 20
   3. Test Development and Revision 27
   4. Scales, Norms, and Score Comparability 21
   5.  Test Administration, Scoring, and 

Reporting
16

   6. Supporting Documentation for Tests 15
 II. Fairness in Testing
   7. Fairness in Testing and Test Use 12
   8.  The Rights and Responsibilities of  

Test Takers
13

   9.  Testing Individuals of Diverse Linguistic 
Backgrounds

11

  10. Testing Individuals with Disabilities 12
III. Testing Applications
  11. The Responsibilities of Test Users 24
  12. Psychological Testing and Assessment 20
  13. Educational Testing and Assessment 19
  14.  Testing in Employment and 

Credentialing
17

  15.  Testing in Program Evaluation and 
Public Policy

13
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In addition, the 1985 chapters titled “Employment 
Testing” and “Professional and Occupational Licen-
sure and Certification” were merged to form a single 
chapter, “Testing in Employment and Credential-
ing,” in the 1999 Standards. Finally, a new chapter 
titled “Fairness in Testing and Test Use” was added 
to the 1999 Standards. A chapter of this sort had 
not appeared in any of the previous versions of the 
Standards.

The introduction to the 1999 Standards (AERA 
et al., 1999) contains a number of cautions that are 
important to avoid misinterpretation of the Stan-
dards. Two of these cautions are particularly impor-
tant; one has to do with general use of the Standards 
and the other has to do with the specific use of the 
Standards in court litigation, a use that was not ini-
tially anticipated:

Evaluating the acceptability of a test in 
test applications does not rest on the lit-
eral satisfaction of every standard in this 
document, and acceptability cannot be 
determined by using a checklist. Specific 
circumstances affect the importance of 
individual standards, and individual stan-
dards should not be considered in isola-
tion. Therefore, evaluating acceptability 
involves (a) professional judgment that 
is based on a knowledge of behavioral 
science, psychometrics, and the commu-
nity standards in the professional field to 
which the tests apply; (b) the degree to 
which the intent of the standard has been 
satisfied by the test developer and user; 
(c) the alternatives that are readily avail-
able; and (d) research and experiential 
evidence regarding feasibility of meeting 
the standard. (AERA et al., 1999, p. 4)

When tests are at issue in legal pro-
ceedings and other venues requiring 
expert witness testimony it is essential 
that professional judgment be based on 
the accepted corpus of knowledge in 
determining the relevance of particular 
standards in a given situation. The intent 
of the Standards is to offer guidance for 
such judgments. (AERA et al., 1999, p. 4)

The reader interested in further discussion of the 
use of the Standards in litigation should consult 
Sireci and Parker (2006).

2012–2013 STANDARDS

Decisions have yet to be made about the final  
content and chapter structure of the 2012–2013 
Standards now in preparation. On the basis of a 
review of a first draft of these Standards, it appears 
that the chapters to be included will be very much 
like those included in the 1999 Standards (AERA et 
al., 1999). However, if the structure remains the 
same as it was in the first draft, the three chapters of 
the 1999 Standards that deal with fairness issues—
Chapter 7, “Fairness in Testing and Test Use”; 
Chapter 9, “Testing Individuals of Diverse Linguistic 
Backgrounds”; and Chapter 10, “Testing Individuals 
With Disabilities”—would be combined into a single 
fairness chapter. Finally, in keeping with the 1999 
Standards, it appears that descriptors such as primary 
will not be associated with individual standards.
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TEChnICAl rEPorTInG, 
doCumEnTATIon, And ThE 

EvAluATIon of TESTS
Jane Close Conoley, Collie W. Conoley, and Rafael Julio Corvera Hernandez

Previous chapters in Part I of this volume have pro-
vided comprehensive coverage of issues critical to 
test quality, including validity, reliability, sensitivity 
to change, and the consensus standards associated 
with psychological and educational testing. In-depth 
analysis of test quality represents a daunting area of 
scholarship that many test users may understand 
only partially. The complexity of modern test con-
struction procedures creates ethical challenges for 
users who are ultimately responsible for the appro-
priate use and interpretation of tests they adminis-
ter. Concerns over the ethical use of tests intensify 
as the high stakes associated with the results grow.

Test manuals should provide detailed informa-
tion regarding test score validity and applicability 
for specific purposes. However, translating the tech-
nical information into usable information may be 
difficult for test developers, who may be more 
expert at psychometric research than at making 
their findings accessible to the general reader. Addi-
tionally, the information presented in test manuals 
can be accurate and understandable but insufficient 
for appropriate evaluation by users.

Fortunately, several sources of review and tech-
nical critique are available for most commercially 
available tests. These critiques are independent of 
the authors or publishers of the tests. Although test 
authors and publishers are required by current  
standards to make vital psychometric information 
available, experts may be necessary as translators 
and evaluators of such information. The most well-
established source of test reviews is the Buros Insti-
tute of Mental Measurements. Established more 

than 70 years ago by the legendary Oscar Buros, the 
current Buros Institute continues to publish regular 
volumes of test reviews and to provide online access 
to reviews done by experts who often combine psy-
chometric mastery and experience in the particular 
type of test. Another source of technical informa-
tion, documentation, and evaluation includes the 
Test Critiques series (Keyser & Sweetland, 1984–
2005). Additionally, Psychtests is a Web resource 
that makes tests, with some description, available to 
users but lacks extensive evaluation beyond the 
company’s promise that every assessment has been 
well researched. Details can be found at http://www.
psychtests.com/main.

Other resources available to those interested in 
evaluating the technical information and documen-
tation available on test scores are research studies 
done to validate the tests or studies that use the par-
ticular measures. The Mental Measurements Year-
books provide exhaustive bibliographies of such 
studies. Users can also investigate textbooks devoted 
to measurement that provide general information 
about test standards (e.g., Flanagan, Ortiz, Alfonso, 
& Mascolo, 2006).

A psychologist or educator in search of an appro-
priate test product must consider a host of variables 
before choosing and using a test. This chapter is 
meant to be a primer that raises the issues a user 
must consider when choosing a test product and 
points to useful resources that will inform test-user 
decision making.

After clarifying the purpose of the assessment pro-
cess, the initial decision is which type of assessment 



Conoley, Conoley, and Hernandez

252

is required. We begin, therefore, with a brief over-
view of the types of tests and descriptions of some 
well-established tests. The descriptions of the tests in 
this section raise many of the issues that test users 
must master when choosing testing products. Thus, 
the subsequent section contains specific questions 
that must be answered for valid test use.

GENERAL TYPES OF PSYCHOLOGICAL 
AND EDUCATIONAL TESTS

What follows is not an exhaustive discussion of 
assessments of each type but rather serves as a gen-
eral overview of categories in which commonly used 
psychological and educational assessments can be 
organized. Examples are offered within each test 
type. Some tests are listed in more than one category 
because in many cases the same test can be used for 
several purposes. All the examples given in this sec-
tion are commercially available and, thus, represent 
only a portion of extant assessments. Experimental 
or basic researchers often use measures of psycho-
logical and educational constructs to accomplish 
their studies. These measures may be copyrighted 
but could be available in academic journals. They 
may be individually or group administered and often 
contain fewer items than commercially published 
tests. The research measures are typically used for 
theory building by examining group differences 
rather than high-stakes decision making about an 
individual or the future of a program. Even more 
than when using published tests with accompanying 
test manuals, the user of noncommercial tests must 
carefully examine the literature for validity and reli-
ability issues.

Intelligence Tests
Two of the most commonly used intelligence assess-
ments are the Wechsler Intelligence Scales 
(Wechsler, 1997, 2003) and the Stanford–Binet 
Intelligence Scales (Roid, 2003). Wechsler’s array of 
tests to measure intelligence were created on the 
basis of viewing intelligence as a general entity 
(termed g) that characterizes the individual’s intel-
lectual capacity as a whole. General intelligence 
encompasses “an aggregate of specific abilities that 
are qualitatively different” (Zhu, Weiss, Prifitera, & 

Coalson, 2004, p. 53). The Wechsler Intelligence 
Scales, such as the Wechsler Adult Intelligence 
Scale—Third Edition (Wechsler, 1997) and the 
Wechsler Intelligence Scale for Children—Fourth 
Edition (Wechsler, 2003), have a strong history of 
continual development (Groth-Marnat, Gallagher, 
Hale, & Kaplan, 2000). The Wechsler scales mea-
sure abilities such as memory, information-processing  
speed, abstract reasoning, attention, perceptual 
organization, verbal comprehension, and quantita-
tive reasoning.

Another set of widely used intelligence tests that 
measure the two main components of general intel-
ligence (i.e., Spearman’s g) is Raven’s Progressive 
Matrices and Vocabulary Scales (Raven, Raven, & 
Court, 2003). Raven’s Progressive Matrices measure 
eductive abilities and the Vocabulary Scales measure 
reproductive abilities. Eductive ability is the ability 
to think clearly and make sense of complexity; 
reproductive ability refers to the ability to store and 
recall acquired information (Spearman, 1927). Items 
on the nonverbal, multiple-choice Progressive 
Matrices ask the test taker to identify the missing 
item that completes a pattern.

The Stanford–Binet Intelligence Scales, currently 
in its fifth edition (Roid, 2003), reflect so-called 
fluid and crystallized dimensions of intelligence (Gf 
and Gc, respectively) on the basis of the work of 
John Horn and Raymond Cattell (Cattell, 1987; 
Horn & Cattell, 1966, 1982). Fluid analytical abili-
ties consist of primarily abstract and visual reason-
ing tasks; crystallized abilities are measured by 
subtests concerning verbal and quantitative reason-
ing. The Stanford–Binet Intelligence Scales provide 
an overall measure of general intelligence consti-
tuted with measures of knowledge, fluid reasoning, 
quantitative reasoning, visuospatial processing, and 
working memory, nonverbal IQ, and verbal IQ.

The Woodcock–Johnson Psychoeducational  
Battery—III (Woodcock, McGrew, & Mather, 2001) 
consists of two conormed batteries, the Test of 
Achievement and the Test of Cognitive Abilities. 
The latter is another example of a commonly used 
instrument to measure intelligence that is based on 
the Gf–Gc theory (Woodcock, 1990).

Another way the Stanford–Binet Intelligence 
Scales are fundamentally distinct from the Wechsler 
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Intelligence Scales is that the administration of the 
Stanford–Binet is designed to be adaptive. On the 
basis of available information about the examinee, 
the examiner determines the appropriate starting 
point and items to administer to limit administration 
time and maximize the information item responses 
can provide (Becker, 2003). Because it correlates 
highly with all other subtests in the fourth edition, 
the Vocabulary subtest is administered first, enabling 
the examiner to route to or begin the other subtests 
at the appropriate difficulty level, based on the exam-
inee’s ability. The fifth edition also includes a nonver-
bal routing test. Other scales, such as the Wechsler 
Intelligence Scales and the Kaufman Assessment Bat-
tery for Children (Kaufman & Kaufman, 1983), use 
the examinee’s chronological age as a starting point. 
When a child’s chronological age differs from his or 
her mental age, the Stanford–Binet’s adaptive strategy 
may be particularly advantageous.

Intelligence can also be assessed in a group for-
mat. The Armed Services Vocational Aptitude Bat-
tery (U.S. Department of Defense, 1984) is 
considered the “most widespread and important 
group tests of abilities in existence” (Roberts, 
Markham, Matthews, & Zeidner, 2005, p. 345). It 
was initially created as a classification instrument 
for armed services occupations and thus is not based 
on a theoretically derived psychological model  
(Roberts et al., 2005). The Multidimensional Aptitude 
Battery (Jackson, 1984) is a group-administered 
paper-and-pencil version of the Wechsler Adult 
Intelligence Scale—Revised (Wechsler, 1981). The 
Multidimensional Aptitude Battery measures Perfor-
mance, Verbal, and Full-Scale IQ. Because it has not 
routinely been revised as has the Wechsler Adult 
Intelligence Scale—Revised, however, the Multidi-
mensional Aptitude Battery validity may be suspect 
(Roberts et al., 2005).

Achievement Tests: Norm and  
Criterion Referenced
Whereas intelligence tests assess cognitive abilities, 
achievement tests assess academic accomplishments. 
Thus, a combination and comparison of such tests 
are often used to identify learning disabilities, that 
is, learning difficulties not resulting from low intel-
lectual ability.

Some comprehensive achievement assessments 
assess a wide range of academic abilities, and others 
are used as brief or screening instruments (Flanagan 
et al., 2006). Examples of comprehensive achieve-
ment batteries are the Wechsler Individual Achieve-
ment Test (2nd ed.; Wechsler, 2002), and the 
Woodcock–Johnson—III Tests of Achievement 
(Woodcock et al., 2001). Brief or screening instru-
ments do not provide the depth of the longer com-
prehensive tests (Flanagan et al., 2006). Examples of 
brief assessments are the Hammill Multiability 
Achievement Test (Hammill, Hresko, Ammer, Cro-
nin, & Quinby, 1998), the Wide Range Achievement 
Test—3, and the Young Children’s Achievement 
Test (Hresko, Peak, Herron, & Bridges, 2000).

A third category of academic achievement instru-
ments includes tests designed to measure a particu-
lar academic skill (e.g., mathematics) or specific 
processing ability underlying the development of a 
specific academic skill (Flanagan et al., 2006). The 
Woodcock–Johnson—III Diagnostic Reading Battery 
and the Comprehensive Mathematical Abilities Test 
are examples of instruments designed to measure 
specific academic skills.

The Woodcock–Johnson Psycho-Educational 
Battery—Revised (Woodcock & Johnson, 1989) is a 
popular academic achievement assessment and argu-
ably the most comprehensive academic battery cur-
rently in use (Johnstone, Holland, & Larimore, 
2000). The nine individual subtests that make up 
the Standard Battery require 50 to 60 minutes to 
administer. The subtests evaluate the following abil-
ities: recognition of letters and words; reading com-
prehension; performance of various mathematical 
calculations; solving practical math problems; dic-
tion; basic quality of written expression; and the 
general knowledge of science (biological and physi-
cal), geography, government, economics, arts, 
music, and literature.

An important distinction between the uses of 
achievement tests lies in the purpose of the results. 
Achievement tests can use two different types of 
interpretation, norm-referenced interpretation and 
criterion-referenced interpretation. Tests used to 
rank students in relation to others use a method of 
norm-referenced interpretation. Norm-referenced 
interpretations are statements such as “She performed 
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second highest in her class of 28 students” or “She 
performed in the top 10% of the students who have 
taken this test.” In contrast, criterion-referenced 
interpretation tests identify the specific learning 
tasks that a student can or cannot perform. An 
example of a criterion-referenced interpretation is 
“She understood mathematics up to algebra.” Stan-
dardized achievement tests are widely used to assess 
the performance of schools via the norm-referenced 
interpretation. However, both types of interpretation 
could be obtained from the same assessment if  
the tester has a deep understanding of the test  
content and the characteristics of the norm group 
(Gronlund, 2003).

Personality Assessments: Structured  
and Projective
Personality assessments in psychology serve five 
purposes: identifying psychopathology and diagno-
ses, describing and predicting everyday behavior, 
informing psychological treatment, monitoring 
treatment changes, and using psychological assess-
ment as a treatment (Smith & Archer, 2008). Per-
sonality tests can be categorized into three types: 
performance based (also known as projective), self-
report (often referred to as objective), or behavioral. 
Performance-based personality assessments require 
the test taker to respond to a stimulus in an unstruc-
tured format so that important individual character-
istics may emerge (Smith & Archer, 2008). The 
Rorschach Inkblot Test (Exner, 2003) and Thematic 
Apperception Test (Cramer, 1996) are examples of 
performance-based or projective personality 
assessments.

The self-report or objective personality assess-
ments provide respondents with a structured 
response format that provides several response 
choices to a number of questions about themselves. 
These types of assessments can be further divided 
into omnibus (also known as broad-band) or  
narrow-band assessments. The narrow-band assess-
ments focus on a few personality characteristics in 
depth, whereas the omnibus measures assess multi-
ple domains (Smith & Archer, 2008). The Personal-
ity Assessment Inventory (Morey, 1991), an 
omnibus self-report personality measure, assesses 
for a variety of constructs, including depression, 

anxiety, thought disorder, and drug abuse. An 
example of a narrow-band self-report personality 
measure is the Rosenberg Self-Esteem Scale (Rosen-
berg, 1965) because it measures only self-esteem.

Vocational Assessments
The three assessment areas of vocational interests, 
needs and values, and abilities make up vocational 
assessments that inform career counseling (Watkins, 
Campbell, & Nieberding, 1994). Of these con-
structs, vocational interest is the most frequently 
assessed (Hansen, 2005). Interest inventory profiles 
help the career counselor develop hypotheses about 
clients that guide career exploration and inform a 
person’s occupational and educational decisions 
through a better understanding of personal interests 
and career possibilities.

The three most frequently used interest invento-
ries incorporate John Holland’s (1997) vocational 
choice theory, which specifies six vocational interest 
personality types: realistic, investigative, artistic, 
social, enterprising, and conventional (Holland, 
1997). The most popular vocational inventories are 
the Self-Directed Search (Holland, 1985), Strong 
Interest Inventory (Harmon, Hansen, Borgen, & 
Hammer, 1994), and the Campbell Interest and Skill 
Survey (Campbell, Hyne, & Nilsen, 1992). The esti-
mation of a person’s ability to perform tasks related 
to his or her interests is measured in different ways 
among these inventories. Although the Campbell 
Interest and Skill Survey includes Skill scales that 
parallel all 98 interests on its Interest scale, the 
Strong Interest Inventory has a companion instru-
ment called the Skills Confidence Inventory (Betz, 
Borgen, & Harmon, 1996) that provides ability esti-
mates for Holland’s six types.

Popular interest inventories often used with high 
school students are the Kuder Occupational Interest 
Survey (Kuder & Zytowski, 1991) and the American 
College Testing Interest Inventory (American Col-
lege Testing Program, 1995). A common inventory 
for people considering nonprofessional career 
choices is the Career Assessment Inventory 
( Johansson, 1986).

Measures of work values, that is, what people 
want and expect from work (Nord, Brief, Atieh, & 
Doherty, 1990), provide information related to the 
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vocational issues of career choice, job satisfaction, 
and motivation. The Minnesota Importance Ques-
tionnaire (Gay, Weiss, Hendel, Dawis, & Lofquist, 
1971) measures vocational needs and work-related 
values to help identify preferences that are impor-
tant for making career choices. The O*NET is a 
database designed to update and expand the Minne-
sota Importance Questionnaire’s occupational infor-
mation (Rounds & Armstrong, 2005). The Work 
Importance Profiler (U.S. Department of Labor, 
2002) is a computerized assessment of values based 
on the O*NET. On completion of the Work Impor-
tance Profiler, the computerized assessment provides 
a list of occupations that match the individual’s 
 values profile.

A shorter pencil-and-paper measure of work val-
ues is the Work Importance Locator (U.S. Depart-
ment of Labor, 2000). The Work Importance 
Locator uses a card-sorting task of work needs based 
on the Minnesota Importance Questionnaire. Each 
card has a work need printed on it that a person 
places in order of importance. This card-sorting pro-
cedure has lower reliability than the computerized 
Work Importance Profiler and Minnesota Impor-
tance Questionnaire.

The Values Scale and the Salience Inventory 
(Nevill & Super, 1986b, 1986a) are two values 
assessments based on Super’s (1980) vocational the-
ory and developed through a multinational effort 
(Ferreira Marques & Miranda, 1995). The Values 
Scale (Nevill & Super, 1986b) creates a hierarchy of 
21 values based on the relative scores obtained on 
each of the 21 five-item scales. The Salience Inven-
tory (Nevill & Super, 1986a) assesses the impor-
tance of life and career goals (i.e., home and family, 
working, studying, leisure activities, community ser-
vice). Items probe participation, commitment, and 
value expectation.

Neuropsychological Assessments
Neuropsychology explains human functioning via 
the relationship between the brain and human 
behavior. Neuropsychological tests strive to provide 
“a clear and coherent description of the impact that 
brain dysfunction has had on a person’s cognitions, 
personality, emotions, interpersonal relationships, 
vocational functioning, educational potential, and 

ability to enjoy life” (Groth-Marnat, 2000, p. 3). 
Neuropsychological assessment can be used for 
many purposes in medical, law, education, and 
research settings (Hebben & Milberg, 2009). Inter-
views, standardized scale tests, and questionnaires 
allow the intensive study of the brain–behavior rela-
tionship by neuropsychologists (Lezak, Loring, & 
Howieson, 2004). Neuropsychological tests fre-
quently assess the domains of learning and memory, 
language functions and academic skills, attention, 
mental activities, visuoconstructive abilities, and 
emotional functioning.

Learning and memory. Word list learning tasks, 
such as the Rey Auditory Verbal Learning Test 
(Rey, 1964) and the first and second editions of 
the California Verbal Learning Test (Delis, Kramer, 
Kaplan, & Ober, 1987, 2000), assess learning and 
verbal memory by asking the test taker to recall 
words from a list after hearing or reading them over 
several trials. The Rey–Osterrieth Complex Figure 
Test also assesses visual memory, visual percep-
tion, drawing, and constructional praxis (Moye, 
1997). Lower scores do not simply reflect deficits in 
visual memory because visuoperceptual and visuo-
constructive ability impairments could also affect 
performance (Janowsky & Thomas-Thrapp, 1993). 
The Taylor Complex Figure is an alternative form of 
the Rey–Osterrieth Complex Figure Test that can be 
used when an individual needs to be retested. Other 
assessments of visuospatial learning and memory 
include the Continuous Visual Memory Test (Trahan 
& Larrabee, 1988) and the Visual Object Learning 
Test (Glahn, Gur, Ragland, Censits, & Gur, 1997). 
The Visual Object Learning Test is a computer-
administered, object-list learning task including 
learning trials, a distraction trial, and immediate and 
delayed recall trials. The Continuous Visual Memory 
Test assesses recognition memory and distinguishes 
between impairments in visual memory and visual 
perception. It involves a visual discrimination task, 
an acquisition task, and a delayed recognition task.

The original and revised Wechsler Memory 
Scales are the most commonly used assessments of 
memory in clinical and neuropsychological practice 
(Franzen & Iverson, 2000). The original Wechsler 
Memory Scale (Wechsler, 1945) evaluated memory 
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as a unitary construct. Modern conceptualizations of 
memory include distinctions between short-term 
(primary memory store) and long-term (secondary 
memory store) memory, as articulated in the  
Atkinson–Schiffrin (1968) model. Another distinc-
tion made is that between procedural (or implicit) 
and declarative, episodic, or explicit memory (Tulv-
ing, 1985). Procedural memory is typically mea-
sured with speed of learning or shifts in choice bias 
(Helmes, 2000). Thus, current practice has sug-
gested the use of a battery of tests because memory 
is conceptualized as “differentiable into stages and 
modalities, and recall versus recognition” (Franzen 
& Iverson, 2000, p. 195).

Language. The Wechsler Adult Intelligence 
Scale—Third Edition (Wechsler, 1997) Verbal 
Intelligence subtests are commonly used to evalu-
ate general verbal skills. The scale’s subtests relevant 
to language function include Information (range 
of knowledge), Comprehension (judgment), and 
Vocabulary (vocabulary level). The Boston Naming 
Test (Kaplan, Goodglass, & Weintraub, 1976) is 
commonly used among psychologists as a brief 
screening for expressive language abilities by having 
individuals spontaneously identify 60 pictures of 
objects ranging from easily identifiable to relatively 
unfamiliar. Individuals are given a 20-second time 
frame to name each picture. The Controlled Oral 
Word Association Test (Benton, Hamsher, & Sivan, 
1994), commonly referred to as the Word Fluency 
Test or the FAS Test, measures the ability to sponta-
neously state words beginning with a certain letter 
(usually F, A, or S, hence the nickname) or belong-
ing to a specific category (e.g., animals or foods). 
This test is also structured around a limited time 
frame in which individuals produce as many words 
as possible that fit the given criteria.

Neuropsychological batteries. A core battery 
of tests typically constitutes a neuropsychologi-
cal assessment. The batteries can be a formally 
developed set of subtests within a larger test or 
consist of the neuropsychologist’s preferred tests 
(Groth-Marnat, 2000). The major formally devel-
oped test batteries are Wechsler Intelligence Scales, 
Wechsler Memory Scales, the Halstead–Reitan 
Neuropsychological Test Battery (Reitan & Wolfson, 

1993), the Luria-Nebraska Neuropsychological 
Battery (Golden, Purisch, & Hammeke, 1985), and 
the Boston Process Approach (Kaplan, 1988). The 
utility of the Wechsler Intelligence and Memory 
Scales in neuropsychological assessment extends 
beyond the evaluation of intelligence and memory 
into the functional consequences of cognitive 
impairment and brain damage (Groth-Marnat et al., 
2000). Each approach has various advantages and 
disadvantages that assist in guiding the selection of 
the batteries for different situations.

Hebben and Milberg (2009) suggested the fol-
lowing distinguishing qualities differentiating the 
latter three batteries. The Halstead–Reitan Neuro-
psychological Test Battery has a wealth of validating 
data, demonstrated good reliability across different 
patient groups, and can be administered by a techni-
cian. However, it is lengthy and inefficient, made up 
of complex measures and, probably for these rea-
sons, declining in popularity. The battery requires 
extensive training for proper administration and 
interpretation. In contrast, the Luria-Nebraska Neu-
ropsychological Battery takes less time to administer 
and has single scales for various functional and cog-
nitive domains. The Luria-Nebraska Neuropsycho-
logical Battery is also declining in popularity, 
however, and the Boston Process Approach remains 
the most popular. The flexibility of the Boston Pro-
cess Approach allows for matching of the tests 
administered to the specific referral question. The 
drawbacks include a dependence on observational 
skills for its use, necessity of specific training, and a 
limited set of normative data for qualitative results.

Behavior Assessments
Many forms of psychological assessment focus on 
what the examinee has (i.e., character traits, attri-
butes), but behavioral assessment emphasizes what 
the examinee does (Ramsay, Reynolds, & Kam-
phaus, 2002). In other words, behavioral assess-
ments emphasize situational determinants of 
behavior and focus on antecedents and conse-
quences rather than underlying traits (Groth- 
Marnat, 2009). Fortunately, behaviors can be 
measured in analogue or naturalistic settings, and 
assessment is concerned with both overt and covert 
behaviors. Clearly observable overt behaviors have 
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been the historical focus of behavioral assessment; 
however, the rising influence of the cognitive–
behavioral orientation ushered in the inclusion of 
covert behaviors, such as thoughts, desires, and feel-
ings (Ramsay et al., 2002).

Behavioral assessment includes a wide variety of 
strategies that usually measure the existence and fre-
quency of behaviors. Strategies are generally catego-
rized as behavioral interviewing, behavioral 
observation, behavioral rating scales, cognitive–
behavioral assessment, recording cognitions, psy-
chophysiological assessment, and self-report 
inventories (Cone, 1978; Groth-Marnat, 2009). 
Methods for the assessment of behavior are also cat-
egorized on a continuum ranging from direct to 
indirect (Kratochwill, Sheridan, Carlson, & Lasecki, 
1999). An assessment’s place on the continuum is 
determined by the extent to which the assessment 
measures the clinically relevant behavior and the 
extent to which the assessment measures the behav-
ior in its naturally occurring time and place (Cone, 
1978). Direct assessment methods measure clini-
cally relevant behavior in its natural context (time 
and place; Shapiro & Kratochwill, 2000). Self- 
monitoring, analogue assessment, naturalistic obser-
vation, and counting discrete behavioral events are 
examples of direct procedures. Interviews, self-
reports, and ratings by others are indirect methods 
of behavioral assessment.

Adaptive behavior is “the performance of the 
daily activities that are required for social and per-
sonal sufficiency” (Sparrow, Cicchetti, & Balla, 
2005, p. 6). Scales for the purpose of measuring 
adaptive behavior have played a central role in the 
diagnosis of developmental disability (DeStefano & 
Thompson, 1990). The criteria used by the Ameri-
can Association on Intellectual and Developmental 
Disabilities to determine the presence of intellec-
tual disability are deficits in intellectual functioning 
and adaptive behavior (Luckasson et al., 2002). 
Adaptive behavior scales measure skills that are 
essential to a child’s ability to function successfully 
in a variety of environments. Because the results 
identify specific skills that a child has not acquired, 
the assessments provide valuable clinical informa-
tion for designing interventions. The Vineland 
Adaptive Behavior Scales (2nd ed.; Sparrow et al., 

2006), is a popular tool for the assessment and 
diagnosis of developmental disability. The Adaptive 
Behavior Assessment System (2nd ed.; Harrison & 
Oakland, 2003), is an assessment closely based on 
the fourth edition of the Diagnostic and Statistical 
Manual of Mental Disorders (American Psychiatric 
Association, 1994) and American Association on 
Intellectual and Developmental Disabilities (Luck-
asson et al., 2002) criteria for developmental 
disability.

INVESTIGATING TESTS’ TECHNICAL 
QUALITIES AND DOCUMENTATION

The previous section provided a dense review of the 
major types of tests and examples of the most com-
monly used tests within each type. The test descrip-
tions also included features of the tests that require 
special inquiry from potential users to ensure valid 
use. Note that the tests were described with full 
names, authors, related research, norm groups, test 
administration strategies, theoretical bases, and so 
on. These finer points of test qualities are expanded 
on in the following section. Users must seek out 
documentation of these technical features if they are 
to use the test with confidence.

What Score, What Strategy, Which 
Audience, What Use
The sections that follow provide a list of questions 
that test users should consider as they choose tests. 
Careful analyses of each of these variables—scores, 
testing strategies, audience, and ultimate use—are 
critical for valid test use.

What score? The search for a test usually begins 
with the user identifying the variables of interest. 
These variables are best represented by the scores 
that are derived from various tests. For example, a 
researcher might want to know about locus of con-
trol or extraversion. An educator may want to mea-
sure children’s reading fluency and comprehension. 
Although test titles may contain the words personal-
ity or reading, these are gross descriptions that must 
be examined closely to be sure that the chosen test 
actually delivers the score of interest. For example, 
many personality tests offer extraversion scores but 
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not locus of control estimates. Similarly, many read-
ing tests have a comprehension scale but not a flu-
ency measure.

Researching the exact meaning of a construct 
measured by a test is too often overlooked. Marsh 
(1994) coined the term jingle-jangle fallacy, which 
cautioned that the jingle assumes that two scales 
with the same name measure the same construct and 
that the jangle assumes that two scales with different 
names measure different constructs. The confusion 
of constructs with similar names occurs, for exam-
ple, with the measurement of achievement goals. 
Hulleman, Schrager, Bodman, and Harackiewicz 
(2010) found an assortment of different meanings as 
they performed a meta-analysis to understand the 
meaning of achievement goals—for example, perfor-
mance versus mastery—in the literature. The impor-
tance of reading the test items and the literature 
associated with a measure cannot be 
overemphasized.

The Mental Measurement Yearbooks (e.g., Spies, 
Carlson, & Geisinger, 2010) facilitate this search via 
their score index. Test users can begin their search 
for appropriate assessments by finding tests associ-
ated with the scores that interest them. Of course, 
the name of a score, although important, is just a 
name until the score is related to the construct of 
interest. The test user must find information that 
gives the score credibility as a valid measurement of 
a particular construct. The key issue is, of course, 
validity. Does the score really provide information 
about what it purports to measure?

Determining the validity of the score requires 
expert assessment of the research surrounding the 
test. Have predictive validity analyses or multitrait, 
multimethod analyses been performed? Have the 
test authors attended to reliability issues associated 
with repeated testing or tests given over a particular 
time period? If the scores are based on responses to 
a variety of items (scales), do those scales show 
strong within-scale correlations of items while 
showing adequate between-scale differences? That 
is, does the author report a robust factor structure 
for the measure? If not, differential score reporting 
may be compromised because the test may, for 
example, measure some general aspect of intelli-
gence but give little or no reliable information about 

constituent components of intelligence (e.g., mem-
ory, attention, or information-processing speed).

What strategies? A variety of tests that derive 
identical (or highly correlated) scores may differ 
dramatically in how they are administered. Some 
are individually administered; some are timed; some 
require significant equipment and training to imple-
ment. Others can be taken at computer terminals 
and scored electronically or given to large groups. A 
test user may have time, economic, and implemen-
tation constraints that favor one test over another. 
A common feature to be considered is whether the 
test can be administered in a group or must be done 
individually. If a group test provides a measure of 
intelligence that meets the user’s needs, it may be the 
economical choice in terms of time, money, and con-
venience. In contrast, if another user must be certain 
that the people tested performed at their peak effort, 
individual administration may be necessary. Some 
tests take hours to complete, whereas others can be 
finished in minutes—preferable, perhaps, if initial 
screening is the user’s goal.

The administration requirements among tests 
may require some trade-offs. For example, most 
researchers have more confidence in individually 
administered intelligence tests, but if a test user 
wants a general sense of cognitive functioning, a 
group-administered test may suffice. This choice 
could preclude using the score as evidence of the 
need for special services in schools, but the conve-
nience of the group measure may allow for general 
screening followed by more targeted assessment for 
smaller groups whose scores indicate exceptionally 
low or high functioning.

What audience? Tests are developed for certain 
audiences both in their administration strategies 
and in their interpretive strengths. A common dis-
criminator among tests is recommended age range. 
If the test user wants to assess 3-year-olds, it is 
vital that the test be designed to be compelling to 
preschool-aged children and contain norms that 
include 3-year-olds. Another aspect of a test audi-
ence is its general intellectual capacity. That is, if a 
test user plans to assess a population of individuals 
with very serious cognitive delays, the test must be 
designed with enough lower level items to allow for 
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discriminations to be made within that population. 
This quality is often referred to as the low floor of 
the test. Conversely, if the testing is aimed at highly 
gifted individuals, the test must contain multiple 
items with a high degree of difficulty—the so-called 
high ceiling of the test. Documentation should be 
available that allows for the test user to determine 
whether a particular test is appropriate for general 
populations, exceptional populations, or both. 
These data would appear in norm group descrip-
tions and analyses.

Gender, social class, geographic regions, and 
ethnicity constitute other common audience char-
acteristics. Test users need evidence that the groups 
used for the test norms included individuals such 
as the intended test takers, or they should be ready 
to interpret the scores with special care. For exam-
ple, if the test’s interpretive norms were based on 
samples of individuals who were all male or lived in 
only one region of the United States or were not 
members of various ethnic groups, test users should 
view the published norms with skepticism as a 
basis for score interpretation unless the user’s pop-
ulation of test takers is similar. If the test user’s 
population is homogeneous and the test’s norm 
group contains the user’s population, then the user 
can be reassured if the test manual provides infor-
mation that the user’s population does not differ 
from the general population’s norm information. 
Some tests provide separate norms for each sub-
group if the norms vary between groups. If the 
group a test user wants to assess is not included in 
the test’s norm information, further research would 
be necessary to confirm that scores did not show a 
systematic difference on the basis of ethnicity, 
region, or social class in ways that added error to 
measuring the variable of interest.

What use? The scores derived from tests may be 
used for a wide variety of purposes. As described 
in the first section of this chapter, test scores may 
enable services for individuals (e.g., access to gifted 
and talented education), determine drug regimens 
(e.g., to reduce thought disorder), or determine 
whether a person achieves a professional position 
(e.g., job-related math achievement). Some tests are 
considered to be high-stakes assessments because 

results have significant, material effects on individu-
als or organizations. Current state kindergarten-
through-12th-grade testing systems are high stakes 
because they determine the ranking of schools 
within a school district and can be used as the basis 
for closing or restructuring schools that fail to meet 
established cut scores. Obviously, high-stakes tests 
require substantial validity and reliability evidence 
before use. Test users should seek evidence that 
scores are valid and reliable markers of the test 
constructs. School districts, for example, should 
require evidence that achievement tests used to 
measure yearly academic progress are, in fact, sensi-
tive to change for an individual across time to allow 
cognitive growth interpretations and that they are 
excellent representations of the content standards 
associated with each grade.

Developing such evidence is not a trivial under-
taking because it requires giving forms of the tests to 
representative samples of children, relating the 
scores achieved to other measures known to repre-
sent achievement, checking for irrelevant sources of 
error resulting from item type or time restrictions, 
and so on. Evaluating and interpreting reports of 
these efforts can be facilitated if users have a tem-
plate of what should be included in a test manual. 
Fortunately, the Standards for Educational and Psy-
chological Testing (American Educational Research 
Association, American Psychological Association, & 
National Council on Measurement in Education, 
1999) outlines very clearly what data test authors 
and test publishers should provide for potential 
users. These Standards are fully described in Chap-
ter 13 of this volume. At a minimum, test users need 
to know the characteristics of the norm group (e.g., 
numbers of children tested in each grade and their 
ethnicity and income status) and specific informa-
tion that matches test items to content standards.

In contrast, other tests are low-stakes devices. 
Scores derived from such measures do not materially 
change the possibilities open to an individual or an 
organization. Cognitive screening devices fall into 
this category because scores from the screen are used 
only to determine additional testing, not access to 
particular services. Individuals identified by such 
tests as potentially needing services are reassessed 
before service delivery; thus, false positives (i.e., a 
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score that triggers services) are likely preferable to 
false negatives because all of the individuals who 
might need services should be identified in the 
screening model. The cost for identifying an individ-
ual who in the next round of testing is discovered not 
to need services (false positive) is small. The individ-
ual should not be harmed by the label of possibly 
needing services. However, if an individual is over-
looked by a screening test (false negative), he or she 
would be harmed by not receiving enriched services. 
Therefore, the screening test is considered low stakes 
because the identification of all the people with a 
condition as well as a few more leads to more testing. 
The follow-up assessments become high stakes 
because of the decision to provide enriched services 
for the individual, a more precise undertaking.

The assessment processes involved in research 
are usually considered low-stakes assessments. For 
example, the development of assessments requires 
many individuals to take a test. Researchers seek 
documentation of the technical qualities of their 
assessment devices to investigate the internal and 
external validities of their test, but the test takers 
typically experience no repercussions as a result of a 
particular score.

CONCLUSION

The purpose of this chapter has been to contribute to 
the informed use of tests by alerting users to sources 
of information. A simple checklist of questions might 
be a useful summary for test users to consider as they 
identify a testing product. Before proceeding with the 
choice or use, each question must be considered.

1. What is the purpose or goal of the assessment?
2. What scores or variables are of interest?
3. Do tests advertised to meet the purpose and that 

derive the desired scores meet consensual stan-
dards for psychological and educational tests?

4. Is there related research that documents other 
aspects of score validity or reliability?

5. What do psychometric experts say about the 
tests in independent reviews?

6. Does the user have the training, time, and 
resources to administer and interpret the test 
with integrity?

7. Are the results of the tests likely to affect the 
test taker’s material welfare? If so, special care is 
necessary.

Although many resources are available to assist 
test users in evaluating a test, the user retains the 
ultimate responsibility for deciding on the test’s 
appropriateness for a specific application. Valid and 
ethical uses of tests require significant effort on the 
part of users. They must adopt attitudes of healthy 
skepticism toward advertisements from publishers. 
They must develop, or at least access, deep expertise 
about psychometric theory and research related to 
particular tests. Finally, they should make use of 
expert opinions and research related to particular 
instruments to ensure they act with the best available 
information as the basis for their ethical use of a test.
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EThICS In PSyCholoGICAl 
TESTInG And ASSESSmEnT

Frederick T. L. Leong, Yong Sue Park, and Mark M. Leach

Since their early origins in the use of intelligence 
tests for placement of schoolchildren through the 
recent attention to high-stakes educational testing, 
psychological testing and assessment have remained 
controversial and complex topics. This controversy 
underscores the importance of addressing the ethical 
challenges in the use and application of tests and 
assessment in psychology. In this chapter, we begin 
with an overview of the various professional ethical 
standards that guide our work in this area. This sec-
tion is followed by a more detailed review and dis-
cussion of the relevant sections of the American 
Psychological Association (APA) Ethical Principles of 
Psychologists and Code of Conduct (APA, 2010). In 
this review, we also provide some guidance on the 
application of these ethical principles to the testing 
and assessment enterprise. Given the increasing cul-
tural diversity of the U.S. population and the rise of 
globalization, we end with a discussion of some 
unique challenges in conducting testing and assess-
ment cross-culturally.

There are also legal issues associated with testing 
and assessment in psychology, but these issues are 
not covered in this chapter because they are 
addressed elsewhere in this handbook (see Chapter 
28, this volume, and Volume 2, Chapters 6 and 34). 
It is interesting to note that the U.S. Office for 
Human Research Protections highlights the differ-
ences between ethical principles and regulatory 
guidelines. Ethical principles refers to ethical values 
and principles aimed at the protection of human 
participants in research, whereas regulatory guide-
lines refers to a list of procedural dos and don’ts 

(“Distinguishing Statements of Ethical Principles 
and Regulatory Guidelines,” 2011). The purpose of 
this chapter is to discuss the ethical values and prin-
ciples in professional psychology as they pertain to 
testing and assessment.

PROFESSIONAL ETHICS

Ethics is a broad term that encompasses the com-
monly endorsed values of professional psychology 
(Groth-Marnat, 2006) and is the basis for ethics 
codes—rules and guidelines on appropriate behav-
iors for the purpose of protecting the public and the 
profession (Meara, Schmidt, & Day, 1996). In the 
United States, three major sources of ethics codes 
related to psychological testing and assessments are 
available: (a) the Standards for Education and Psycho-
logical Testing (American Educational Research 
Association [AERA], APA, & National Council on 
Measurement in Education [NCME], 1999), (b) the 
Guidelines for Computer-Based Tests and Interpreta-
tions (APA Committee on Professional Standards & 
Committee on Psychological Tests and Assessment, 
1986), and (c) the Ethical Principles of Psychologists 
and Code of Conduct (APA, 2010).

Standards for Education and 
Psychological Testing
In 1985, AERA, APA, and NCME collaborated to 
develop the Standards for Education and Psychological 
Testing—a set of standards pertaining to professional 
and technical issues of test development and use  
in education, psychology, and employment. The 
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Standards is organized in three sections: (a) Test 
Construction, Evaluation, and Documentation; (b) 
Fairness in Testing; and (c) Testing Applications. 
The Standards document was significantly revised in 
1999 to contain a greater number of standards and 
updated to reflect changes in law and measurement 
trends, increased attention to diversity issues, and 
information on new tests and new uses of existing 
tests (AERA et al., 1999). An in-depth review of the 
Standards can be found in Chapter 13 of this volume.

Guidelines for Computer-Based Tests 
and Interpretations
With the increased use of, and concern for the lack 
of regulation of, psychological computer-based test-
ing (CBT), APA’s Committee on Professional Stan-
dards and Committee on Psychological Tests and 
Assessment (1986) published the Guidelines for 
Computer-Based Tests and Interpretations, a set of 31 
guidelines aimed at both test developers, to ensure 
the development of quality CBT products, and end 
users of these products, to ensure proper adminis-
tration and interpretation of computer-based psy-
chological tests (Schoenfeldt, 1989). More recently, 
the International Test Commission gave increased 
attention to CBT in its own set of CBT guidelines, 
adopted in 2005, titled the International Guidelines 
on Computer-Based and Internet-Delivered Testing. 
Similar to the objectives of the Guidelines for 
Computer-Based Tests and Interpretations, the general 
aim of the International Test Commission guidelines 
is to recommend standards for good practices for 
development and use of CBTs. The International 
Test Commission guidelines are organized along the 
following recommendations: (a) Give due regard to 
the technological issues in computer-based and 
Internet testing, (b) attend to quality issues in CBT 
and Internet testing, (c) provide appropriate levels 
of control over CBT and Internet testing, and (d) 
make appropriate provision for security and safe-
guarding privacy in CBT and Internet testing.

American Psychological Association 
Ethical Principles of Psychologists and 
Code of Conduct
APA adopted its first official code of ethics in 1952 
in response to the field’s increased professionalism 

and visibility after World War II (Fisher, 2009). 
Since then, the APA Ethics Code has been revised 
10 times, with an amended version being adopted 
in 2010 by the APA Council of Representatives. 
The APA Ethics Code contains four major sec-
tions. The first section, Introduction and Applica-
bility, delineates the rationale, scope and 
limitations, and applicability of the Ethics Code 
and describes the possible consequences and sanc-
tions imposed on APA members and student affili-
ates who are found to have violated the standards 
of the Ethics Code. The second section, the Pream-
ble, contains a statement of APA’s purpose as a 
profession and delineates the various roles and 
responsibilities held by psychologists. The third 
section, General Principles, contains the five aspi-
rational general principles of APA meant “to guide 
and inspire psychologists toward the very highest 
ethical ideals of the profession” (APA, 2010,  
p. 3): Beneficence and Nonmaleficence, Fidelity 
and Responsibility, Integrity, Justice, and Respect 
for People’s Rights and Dignity. Finally, the fourth 
section, Ethical Standards, contains a set of 10 
enforceable ethical standards by which psycholo-
gists are obligated to abide. Sanctions may be 
imposed on psychologists who violate these ethical 
standards. The ninth section of the Ethical Stan-
dards provides guidelines pertaining to the use of 
psychological tests and assessments (APA, 2010). 
In the next section, we discuss the APA ethical 
standards on assessments in greater detail as they 
apply to a variety of purposes and contexts in 
which psychological testing is conducted.

AMERICAN PSYCHOLOGICAL 
ASSOCIATION ETHICAL STANDARDS  
ON ASSESSMENTS

In the sections that follow, we highlight the 11 
assessment standards associated with the APA Eth-
ics Code. These standards have been found in the 
ethics codes of other countries, although the degree 
to which there is consistency differs based on a 
country’s use of testing. In addition, other countries 
did include an additional standard not found in the 
APA Ethics Code (Leach & Oakland, 2007). The 
consistency found indicates that these standards 
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have international appeal and form the ethical foun-
dation of test use and development.

Bases of Assessments
APA Ethical Standard 9.01, Bases for Assessments, 
stipulates that all oral and written opinions and con-
clusions made by psychologists be based on infor-
mation and techniques grounded in the scientific 
and professional knowledge bases of professional 
psychology (Fisher, 2009). Adherence to the scien-
tific and professional standards of the field builds 
public trust in the profession consistent with Princi-
ple B, Fidelity and Responsibility, of the APA Ethics 
Code. When psychologists’ opinions and conclu-
sions are not grounded in the scientific and profes-
sional standards, the probability that their opinions 
may mislead and potentially harm the clients and 
patients whom they serve is greater. Professional 
discernment applies to all phases of the testing and 
assessment process, even in the preassessment phase 
of planning and information gathering (Jacob & 
Hartshorne, 2006).

Scientific and professional bases. According 
to APA Ethical Standard 9.01a, psychologists are 
obligated to base their recommendations, reports, 
and diagnostic or evaluative statements on tech-
niques supported by the scientific and professional 
standards of the field. Moreover, Ethical Standard 
9.01b stipulates that opinions on individuals’ 
psychological characteristics be drawn after an 
adequate examination is conducted on the basis of 
assessment procedures and tools that are consistent 
with the objective of the testing (e.g., that address 
the referral question), are sensitive to the cultural 
and linguistic characteristics of the examinee, are 
congruent with the examinee’s level of competency 
to be administered the assessment, and have been 
shown to be valid and reliable. Psychologists are 
responsible for personally ensuring that the reli-
ability and validity of the assessment tools and 
techniques they use are adequate. Furthermore, 
psychologists should base their conclusions and 
recommendations on assessments that have been 
demonstrated to be reliable and valid. Reliability 
and validity issues are discussed in greater depth in 
Chapters 2 and 4 of this volume.

Limitations of assessment results. When limita-
tions to the reliability and validity of the assess-
ment procedures and tools are found, psychologists 
should appropriately limit the nature and extent of 
their conclusions and recommendations and refrain 
from drawing conclusions that are not adequately 
supported. Another scenario to limit conclusions 
may arise when psychologists are unable to person-
ally evaluate an individual for various reasons, such 
as an examinee’s refusal to continue with assess-
ment or an examinee’s relocation during the course 
of assessment. In these situations, psychologists 
should make reasonable efforts, when appropriate 
and practical, to reach examinees for assessment and 
thoroughly document the outcome of these efforts 
(Ethical Standard 9.01b). When a personal evalua-
tion is not practical, psychologists are obligated to 
limit the scope of their decisions and recommenda-
tions, in addition to delineating how the limited 
information influences the reliability and validity of 
their findings.

Cases may exist in which personal evaluation of 
an examinee is not warranted, such as when 
reviewing preexisting records in academic, legal, 
organizational, and administrative contexts or 
when examining secondary records provided by a 
third-party assessor, such as trainees or profession-
als with whom psychologists supervise or consult, 
respectively (Fisher, 2009; Knapp & VandeCreek, 
2003). In these cases, psychologists should clearly 
explain that their conclusions and recommenda-
tions are based on a secondary analysis of informa-
tion derived from alternate sources (Ethical 
Standard 9.01c).

Use of Assessments
Psychological testing applies to a wide range of pur-
poses and contexts, which include but are not lim-
ited to screening applicants for job placement, 
diagnosing psychological disorders for mental 
health treatment, verifying health insurance cover-
age, conducting focus groups for market research, 
informing legal decisions and governmental policies, 
and developing measures to reliably measure per-
sonality characteristics (Aiken & Groth-Marnat, 
2006; Fisher, 2009). According to the Eighteenth 
Mental Measurements Yearbook (Spies, Carlson, & 
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Geisinger, 2010), there are no less than 19 major 
categories of psychological tests and assessments.

APA Ethical Standard 9.02 pertains to the proper 
selection and use of psychological tests and assess-
ments. The first component of this ethical standard 
stipulates that psychologists administer, adapt, score, 
interpret, and use psychological testing in the manner 
and purpose for which the selected tests and assess-
ments were designed to be used as indicated by 
research (Ethical Standard 9.02a). Furthermore, psy-
chologists should select and use tests or assessments 
with members of populations for whom adequate reli-
ability and validity of the test scores has been estab-
lished. If the reliability and validity of the test scores 
has not been examined or verified for a particular 
population, psychologists are obligated to describe 
the strengths and limitations of the interpretations 
and recommendations derived from the test or assess-
ment results (Ethical Standard 9.02b). The third 
aspect of this ethical standard obligates psychologists 
to select tests and assessments that are appropriate to 
the language preference and competence of the indi-
viduals being assessed (Ethical Standard 9.02c).

Test selection and usage. Psychologists are 
responsible for selecting appropriate assessments 
for the intended purpose of the testing (Ethical 
Standard 9.02a). To guide the selection of appro-
priate tests and assessments, psychologists should 
have adequate knowledge of the theoretical bases 
and empirical evidence that support the validity 
and reliability of the tests or assessments; stan-
dardized administration and scoring procedures; 
approaches to interpreting the results; and the popu-
lations for which the assessment was normed and 
designed (Fisher, 2009; see Ethical Standard 9.07, 
Assessment by Unqualified Persons). Psychologists 
should also keep themselves updated on the most 
recent versions of the tests and assessments that 
they commonly use because testing and assessment 
procedures and parameters may change in light of 
theoretical advances and new research (see Ethical 
Standard 9.08, Obsolete Tests and Outdated Test 
Results). Finally, psychologists should select tests 
and assessments that have been empirically vali-
dated to be used in the specific contexts and settings 
in which the testing occurs.

Testing across diverse populations. According to 
Principles D (Justice) and E (Respect for People’s 
Rights and Dignity) of the APA Ethics Code, psy-
chologists strive to establish fair and equal access 
to and benefit of psychological contributions for 
all individuals and populations, which include but 
are not limited to diversity in age, gender, gender 
identity, race, ethnicity, culture, national origin, 
religion, disability, language, and socioeconomic 
status. Although psychological testing represents a 
unique contribution of professional psychology to 
benefiting larger society, ensuring the fair and equal 
access to and benefit of psychological testing has 
historically been challenging for the field. According 
to Reynolds (1982), the reliability and validity of 
test and assessment scores have predominately been 
established with White, middle-class samples and 
may not generalize well to other populations, espe-
cially those that represent a minority in the United 
States. This historical precedence conflicts with 
Ethical Standard 9.02b, which stipulates the selec-
tion and use of assessments that have been found to 
be adequately valid and reliable for drawing particu-
lar inferences for specific populations being assessed. 
When tests are administered across diverse popula-
tions, psychologists are obligated to select and use 
tests and assessments that have measurement equiv-
alence in that the psychometric properties (i.e., mea-
surement and structural models) have been shown 
to be equivalent or invariant between members of 
culturally different populations and those from the 
reference population for which the test and assess-
ment scores were validated, normed, and found to be 
reliable (Schmitt, Golubovich, & Leong, 2010).

Testing and language. APA Ethical Standard 9.02c 
stipulates that psychologists select tests that are 
appropriate to be used with the language prefer-
ences and levels of competence of the individuals or 
groups being assessed. Thus, before selecting assess-
ments, it is helpful for psychologists to gather infor-
mation on examinees’ cultural background (e.g., 
acculturation) and native and English language 
ability with regard to written, reading, and spoken 
language proficiencies (Jacob & Hartshorne, 2006; 
Takushi & Uomoto, 2001). According to Groth-
Marnat (2009), literal translation of testing  
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and assessment materials and tools using the 
commonly implemented method of translation–
back-translation may not be adequate because of 
cross-cultural differences in the conceptual inter-
pretation of items, noncomparable idioms, and 
within-group differences in dialect and word usage. 
Furthermore, from an item response theory frame-
work, literal translation of testing and assessment 
items from one language to another may change the 
properties of the items’ difficulty, which may in turn 
diminish the measurement equivalence of tests or 
assessments. For these reasons, the psychometric 
properties of the original-language version of tests 
or assessments cannot be assumed to generalize to 
the alternate-language versions that were developed 
from a translation–back-translation method. More 
information on testing and language can be found in 
Volume 3, Chapter 26, of this handbook.

With regard to testing conducted in person (e.g., 
interviews) with linguistically different clients, psy-
chologists may consider enlisting the services of a 
translator for interpretation purposes or consider 
referring clients to colleagues who have professional 
proficiency in the clients’ language. Professional 
organizations may be useful resources for identify-
ing and referring clients to professional colleagues 
with the appropriate linguistic background; for 
example, the National Association of School Psy-
chologists maintains a directory of bilingual 
school psychologists that can be found on its  
website (http://www.nasponline.org/about_nasp/
bilingualdirectory.aspx).

Informed Consent in Assessments
Before administering an assessment, psychologists 
are obligated to obtain from examinees, or their par-
ents, guardians, or legal representatives, informed 
consent that includes an explanation of the nature 
and purpose of the assessment, fees, involvement of 
third parties (e.g., referral source), and limits of 
confidentiality (see Ethical Standard 3.10, Informed 
Consent). The informed consent stage of testing 
may also be the opportune time to provide examin-
ees with an explanation of their rights as test takers. 
The Joint Committee on Testing Practices (1998) 
developed the Rights and Responsibilities of Test Tak-
ers: Guidelines and Expectations to inform test takers 

about and clarify expectations for the testing pro-
cess. Because consent refers to examinees’ legal sta-
tus to autonomously decide whether to be assessed, 
informed consent must be communicated in a clear 
and comprehensible manner that is appropriate to 
the age of examinees and their mental abilities 
(Fisher, 2009).

As stipulated by Ethical Standard 9.03a, 
informed consent can be dispensed with in the fol-
lowing situations: when “(1) testing is mandated by 
law or governmental regulations; (2) informed con-
sent is implied because testing is conducted as a 
routine educational, institutional or organizational 
activity; or (3) one purpose of the testing is to evalu-
ate decisional capacity” (APA, 2010, p. 12). Even 
though informed consent is not required in these 
cases, psychologists are recommended to, when 
appropriate, continue to provide examinees with an 
explanation of the nature and purpose of the testing.

When assessing individuals younger than age 18 
(i.e., minors), informed consent from parents or 
legal guardians is required because minors are 
viewed, from a legal standpoint, as being unable to 
make autonomous and well-informed decisions per-
taining to psychological services. Thus, minors do 
not have the legal right to assent, consent, or object 
to a proposed psychoeducational assessment; how-
ever, it is recommended that minors be fully 
informed about the nature and purpose of the test-
ing and assessment in a clear and understandable 
manner (Jacob & Hartshorne, 2006).

Nature and purpose of assessment. Informed 
consent in the assessment context includes an 
explanation of the nature and purpose of the test 
or assessment. Thus, psychologists are obligated to 
clearly explain how results will be used, the admin-
istration procedure, and possible benefits and risks 
or consequences of being assessed. With regard 
to informing examinees about the administration 
procedure, psychologists are advised to provide a 
general description of the procedure because fore-
knowledge of the testing may influence examinees’ 
responses and thus alter the validity of the test or 
assessment results. Psychologists should also be 
sensitive to the possible risks and consequences of 
the testing, especially with regard to the negative 
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feelings that may be generated by the testing pro-
cess. Some assessment topics or questions may elicit 
uncomfortable feelings in examinees, such as those 
that involve private or taboo topics (Groth-Marnat, 
2009). Thus, psychologists, in most cases, should 
not pressure or force examinees to answer all ques-
tions, especially those that create undue discomfort 
or emotionally painful feelings.

Confidentiality and release of information. A 
core component of informed consent is explaining 
the limits of confidentiality. Confidentiality refers to 
a professional standard that requires psychologists 
to maintain the privacy of any assessment informa-
tion unless disclosure is permitted or requested 
by examinees through a release of information. 
According to Ethical Standard 4.05, Disclosures, 
psychologists may breach confidentiality without 
examinees’ permission when disclosure is mandated 
by law or when permitted by law for a valid pur-
pose, such as to

(1) provide needed professional services; 
(2) obtain appropriate professional con-
sultations; (3) protect the client/patient, 
psychologist, or others from harm [e.g., 
danger to self and others, elder and 
child abuse]; and (4) obtain payment for 
services from a client/patient, in which 
instance disclosure is limited to only 
information that is necessary to obtaining 
the payment. (APA, 2010, p. 7)

In situations in which breach of confidentiality is 
necessary or legally mandated, psychologists should 
share only information that is necessary to accom-
plish the purpose of the disclosure in an effort to 
respect examinees’ right to privacy.

Health Insurance Portability and Accountability 
Act and Family Educational Rights and Privacy 
Act. Because of the increased reliance on electronic 
databases to store client–patient information, psy-
chologists are responsible for effectively protecting 
the confidentiality and security of the information 
contained in these databases (Aiken & Groth-
Marnat, 2006). The Health Insurance Portability  
and Accountability Act (HIPAA) was established in 
1996 to regulate the protection of protected health 

information. Protected health information refers to 
any information that

(a) is created or received by a health 
care provider, health plan, public health 
authority, employer, life insurer, school 
or university, or health care clearing-
house; and (b) relates to the past, pres-
ent, or future physical or mental health 
or condition of any individual, the provi-
sion of health care to an individual, or 
the past, present, or future payment for 
the provision of health care to an indi-
vidual. (Title 42, U.S.C. § 1320d)

Any health care provider who electronically trans-
mits health information is considered a covered 
entity by HIPAA and must comply with HIPAA reg-
ulations. Within the informed consent, covered enti-
ties should provide examinees with a written 
document titled Notice of Practice Practices; this doc-
ument contains a description of the examinee’s 
rights, the legal duty to protect protected health 
information, and the routine uses and disclosures of 
protected health information. The Family Educa-
tional Rights and Privacy Act of 1974 pertains to 
issues of confidentiality and release of information 
in the educational setting. The act stipulates that 
assessment information and school records of stu-
dents maintained by educational institutions that 
receive federal funding may be disclosed to others 
only with the written consent of the student exam-
inees or their parents or legal guardians.

Language and use of interpretation services. 
Ethical Standards 9.03b and 9.03c refer to the 
psychologists’ responsibility to provide informed 
consent in the language of the examinee or at a lan-
guage proficiency level the examinee can reasonably 
understand. Psychologists may enlist the services of 
an interpreter when working with examinees who 
have limited English proficiency. When using inter-
preters, psychologists are responsible for ensuring 
that interpreters are not only competent in commu-
nicating the informed consent in a reasonable and 
understandable manner but also comply with the 
ethical standard on maintaining the confidential-
ity of examinees’ identity, assessment results, and 
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test security (Fisher, 2009; Knapp & VandeCreek, 
2003).

Release of Test Data
According to Fisher (2009), a growing trend in the 
legal system is toward affirming the autonomy of 
patients’ access to their health care records, a trend 
that is consistent with Principle E, Respect for Peo-
ple’s Rights and Dignity, of the APA Ethics Code, 
emphasizing self-determination. HIPAA stipulates 
that patients have the right to access, inspect, and 
receive copies of their medical and billing records 
on their request for the release of this information. 
Related to the assessment context, examinees or oth-
ers identified in the release have the right, in most 
cases, to have access to their test data (Ethical Stan-
dard 9.04a). Test data refers to raw and scaled scores 
on the assessment items, any responses to test ques-
tions or stimuli, and psychologists’ written notes or 
recordings of the testing.

Test data versus test materials. It is important 
to note the difference between test data and test 
materials. Test materials refers to test manuals, 
administration and scoring protocols, and test items. 
According to Ethical Standard 9.11, test materials 
do not need to be released pursuant to a client or 
patient request for test data because test materials 
are protected by copyright laws, and inappropriate 
release of such test materials is legally considered a 
breach of trade secrets (Groth-Marnat, 2009; Knapp 
& VandeCreek, 2003). However, when examinees’ 
identifying information or responses are written on 
test materials, the test material is considered test 
data and may need to be released on examinees’ 
request (Ethical Standard 9.04a). Thus, examiners 
are recommended, whenever possible, to record any 
identifying information and responses on a separate 
document from the actual test materials.

Potential misuse of test data. When examinees 
provide a release to request test data for themselves 
or identified others, it is important that psycholo-
gists explain the potential for test data to be mis-
used if the people interpreting the test data do not 
have the proper qualifications to do so (see Ethical 
Standard 9.07, Assessment by Unqualified Persons). 
According to Ethical Standard 9.04a, psychologists 

may refrain from releasing test data to the examin-
ees or others if the release may result in substantial 
harm resulting from misuse or misinterpretation of 
the test data. In these cases, psychologists are obli-
gated to document the specific rationale for why 
they believe that the test data would result in sub-
stantial harm (Fisher, 2009).

Court order for test data. According to Ethical 
Standard 9.04b, psychologists are obligated to 
release test data when the disclosure is required by 
the law or court order. When release of test data is 
court mandated, Fisher (2009) recommended that 
psychologists seek legal counsel to determine the 
legitimacy of the request and ascertain their legal 
responsibility to release the test data. Another rec-
ommendation is that psychologists request the court 
for a protective order to prevent the inappropriate 
disclosure of the confidential test data and recom-
mend that test data be reviewed by another health 
care professional who is qualified to provide appro-
priate and competent interpretations. Furthermore, 
psychologists are recommended to make reason-
able efforts to notify examinees when test data are 
released to the court and to document these efforts 
(Fisher, 2009).

Test Construction
Ethical Standard 9.05, Test Construction, refers to 
test developers’ responsibility to ensure that the 
development of tests and assessments incorporates 
appropriate psychometric procedures that are 
guided by the current scientific and professional 
knowledge of test design, standardization, valida-
tion, reduction or elimination of bias, and recom-
mendations for use.

Standardization. Test developers are responsible 
for providing specific and clear guidelines to quali-
fied test users with regard to the proper and stan-
dardized procedure for administering and scoring 
tests and assessments. Furthermore, test developers 
are responsible for specifying the scoring cutoffs 
and norms for the populations for which the tests 
and assessments were developed and intended to be 
used. Scoring norms are commonly found in norm-
referenced tests, which allows for comparison of 
individual scores to the distribution of scores from 
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the reference group. It is important that the char-
acteristics of the reference group sample are clearly 
described in the test or assessment manual and are 
representative of the population to which the test is 
targeted.

Validity. According to the Standards for Educational 
and Psychological Tests (AERA et al., 1999), valid-
ity is defined as the degree to which the theoretical 
basis for the assessment and accumulated empiri-
cal evidence support the intended interpretation of 
the scores for which the assessment was designed. 
In general, validity refers to the degree to which an 
assessment measures what it purports to measure. 
Several types of evidence are used to justify claims 
of validity, such as content-related evidence and 
criterion-related evidence. For an in-depth review, 
readers are referred to Chapter 4 in this volume.

Reliability. The Standards for Educational and 
Psychological Tests (AERA et al., 1999) stipu-
late that test developers are obligated to provide 
reliability estimates—the degree to which the 
assessment results are consistent over repeated 
administrations—of their tests and assessments. 
Jacob and Hartshorne (2006) recommended that 
reliability estimates be provided for each demo-
graphic subpopulation of the population for which 
the assessment was intended, such as for age 
groups and class levels. Several methods can estab-
lish the reliability of an assessment: internal consis-
tency, test–retest, split-half test, and alternative-form 
comparisons. For an in-depth review, readers are 
referred to Chapter 2 in this volume.

Interpreting Assessment Results
Interpretations of test and assessment results influ-
ence the decisions and recommendations that are 
made in reference to the purpose of the testing (see 
Ethical Standard 9.02, Use of Assessments), such as 
diagnosing and informing treatment plans in clinical 
settings and educational placements in academic set-
tings and determining employment selections and 
promotions. Interpretations should be based on 
proper administration of tests and assessments as 
outlined by the testing manual to ensure the inter-
pretations are in line with the evidence to support 
the validity and reliability of the test or assessment 

scores (Fisher, 2009). It is the psychologist’s respon-
sibility to ensure that his or her interpretations of 
test or assessment results are useful and relevant to 
the purpose of the assessment and take into account 
various test factors, test-taking abilities, and other 
characteristics of individuals being assessed (Ethical 
Standard 9.06).

Interpretation of multiple sources. Interpretations 
of test and assessment results should not be derived 
from a simple, mechanical process that is based 
solely on the test or assessment scores, score cut-
offs, or reliance on automated interpretations 
(Fisher, 2009; Groth-Marnat, 2009) but that takes 
into consideration a host of factors, including but 
not limited to examinees’ characteristics, test-taking 
abilities, styles, issues of fatigue, perceptual and 
motor impairments, illnesses, language proficien-
cies, and cultural orientations (Fisher, 2009). 
Furthermore, Groth-Marnat (2009) recommended 
that psychologists base their interpretations on mul-
tiple sources of data, including behavioral observa-
tions, examinee background information, and other 
assessments. Often, testing is administered using an 
integrated battery of assessments, and inconsistent 
findings across the various assessments may result. 
In these situations, it is the psychologist’s respon-
sibility to analyze the contradictions and use his or 
her clinical and professional judgment to offer the 
most accurate and relevant interpretation in relation 
to the purpose of testing (Groth-Marnat, 2009).

Automated interpretations. There are many well-
established, standardized assessments, such as the 
Minnesota Multiphasic Personality Inventory—2, 
for which one can receive a computer-generated 
automated interpretative report. Although these 
automated interpretations are based on a body of 
past empirical evidence and theoretical models, it is 
important to highlight that interpretations are not 
sophisticated enough to take into account examin-
ees’ unique characteristics and test-taking contexts. 
Thus, psychologists should not base their interpreta-
tions solely on automated interpretations but rather 
use automated interpretations as supplemental 
resources for integrated interpretations that take 
into consideration a host of other factors that may 
influence the testing.



Ethics in Psychological Testing and Assessment

273

Limitations of interpretations. According to 
Ethical Standard 9.06, Interpreting Assessment 
Results, psychologists are obligated to indicate any 
significant limitations of their interpretations, espe-
cially when the interpretations are not supported by 
the established validity and reliability of the test or 
assessment scores in making particular inferences. 
When interpretation of test or assessment scores is 
made outside their established validity and reliability, 
Fisher (2009) recommended that such interpreta-
tions be posed as hypotheses, rather than conclu-
sions, to elucidate the limitations of such findings. 
Another limitation that needs to be indicated is 
when testing procedures and materials, evidence for 
validity and reliability, and score cutoffs and norms 
have become obsolete in the face of new research 
or changes in the populations for which tests and 
assessments were designed (see Ethical Standard 
9.08, Obsolete Tests and Outdated Test Results).

Assessment by Unqualified People
APA Ethical Standard 9.07, Assessment by Unquali-
fied Persons, warns against the promotion of psy-
chological assessment techniques being used by 
unqualified people. Psychologists are obligated to 
ensure that testing is carried out by qualified indi-
viduals within the scope of their competence as 
indicated by their education and training back-
ground and past experiences (Fisher, 2009). Fur-
thermore, qualified psychologists have knowledge of 
the nature and purpose of the assessments, their 
psychometric properties, standardized procedure for 
administration and scoring, proper interpretation of 
results, and assessment limitations (Groth-Marnat, 
2009). Unqualified users may also include psycholo-
gists who are working with populations or problem 
areas that are outside the scope of their competen-
cies (see Ethical Standard 2.01, Boundaries of Com-
petence), such as working with culturally and 
linguistically different clients whom they are not 
multiculturally competent to serve.

Assessment by unqualified people may result  
in misdiagnosis of the examinees’ presenting con-
cerns and potentially result in psychological harm 
(Jacob & Hartshorne, 2006). Aiken and Groth- 
Marnat (2006) suggested that the unqualified use  
of assessments has greater consequences when 

assessing individuals (e.g., intelligence and person-
ality assessments) as opposed to groups because 
misuse of assessment results can have direct nega-
tive consequences on people’s livelihoods, such as 
being prescribed a treatment plan for an incorrect 
diagnosis or being placed at the wrong educational 
level or in the wrong job placement. In relation to 
Principle A, Beneficence and Nonmaleficence, of the 
APA Ethics Code, psychologists should be aware of 
the boundaries or limitations of their competence to 
prevent unqualified use of assessments and make 
appropriate referrals or seek supervision or consul-
tation from specialists in these situations (Aiken & 
Groth-Marnat, 2006). Furthermore, psychologists 
are recommended to obtain access to or create a 
directory of local assessment specialists for referral 
purposes (Jacob & Hartsthorne, 2006).

Qualifications. According to Turner, DeMers, Fox, 
and Reed (2001), qualified use of assessments often 
includes graduate course work and supervised train-
ing experiences pertaining to the use of specific assess-
ments. In 2002, the Psychological Assessment Work 
Group convened at the Competencies Conference: 
Future Directions in Education and Credentialing in 
Professional Psychology and identified a set of eight 
core competencies in psychological testing:

1. A background in the basics of psychometric 
theory.

2. Knowledge of the scientific, theoretical, 
empirical, and contextual bases of psycho-
logical assessment.

3. Knowledge, skill, and techniques to assess 
the cognitive, affective, behavioral, and per-
sonality dimensions of human experience 
with reference to individuals and systems.

4. The ability to assess outcomes of treatment/
intervention.

5. The ability to evaluate critically the multiple 
roles, contexts, and relationships within 
which clients and psychologists function, and 
the reciprocal impact of these roles, contexts, 
and relationships on assessment activity.

6. The ability to establish, maintain, and under-
stand the collaborative professional relationship 
that provides a context for all psychological 
activity including psychological assessment.
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7. An understanding of the relationship 
between assessment and intervention, 
assessment as an intervention, and inter-
vention planning.

8. Technical assessment skills that include: (a) 
problem and/or goal identification and case 
conceptualization, (b) understanding and 
selection of appropriate assessment meth-
ods including both test and non-test data 
(e.g., suitable strategies, tools, measures, 
time lines, and targets), (c) effective appli-
cation of the assessment procedures with 
clients and the various systems in which 
they function, (d) systematic data gathering, 
(e) integration of information, inference, 
and analysis, (f) communication of findings 
and development of recommendations to 
address problems and goals, (g) provision 
of feedback that is understandable, useful, 
and responsive to the client, regardless of 
whether the client is an individual, group, 
organization or referral source. (Krish-
namurthy et al., 2004, pp. 732–733)

The Psychological Assessment Workgroup also 
delineated core competencies of training programs 
in providing quality educational and training experi-
ences for psychological testing.

Ethical responsibility for qualified use applies not 
only to individual psychologists but also to test 
developers with regard to the distribution of their 
test materials. Standards for qualified use have been 
established by test developers to prohibit unqualified 
users’ access to test materials. Thus, test developers 
should include information on the required qualifi-
cations for use in the test’s promotional materials 
and require end users to meet the minimum require-
ments to purchase and use their tests and assess-
ments. Aiken and Groth-Marnat (2006) provided a 
sample qualification form for test developers that 
includes questions for the potential end user with 
regard to the purpose for using the test, area of pro-
fessional expertise, level of training, specific courses 
taken, and quality control over test use (e.g., test 
security, appropriate tailoring of interpretations).

Assessment by trainees. Although APA Ethical 
Standard 9.07 stipulates that psychologists should 

not promote unqualified use of assessments, an 
exception is made for training purposes as long as 
trainees have adequate supervision while the assess-
ments are provided. More specifically, for trainees to 
be qualified in administering tests or assessments, 
they must have been or concurrently be enrolled in 
a graduate-level course, practicum externship, or 
pre- or postdoctoral training program that provides 
training in the specific assessment that is being 
administered. In addition to the formal training, 
trainees must receive adequate supervision from a 
qualified user of the test or assessment. In cases in 
which unqualified trainees have not received suf-
ficient training and supervision to administer the 
assessment, they must clearly inform examinees 
that the test or assessment is being administered for 
training purposes only and adequately describe the 
limitations of their assessment interpretations, con-
clusions, and recommendations (Fisher, 2009). It is 
important to note that when supervising psycholo-
gists sign their trainees’ assessment reports, they are 
ultimately held responsible for the contents of the 
report (Jacob & Hartshorne, 2006).

Obsolete Tests and Outdated Test Results
Psychologists are prohibited from basing their deci-
sions and recommendations on test data that are 
outdated for the test’s current use (Ethical Standard 
9.08a) and from tests and assessments that are obso-
lete and not useful for the current use (Ethical Stan-
dard 9.08b). Use of outdated test data is prohibited 
because examinees may have changed since the time 
of the prior assessment owing to such factors as 
maturational and developmental effects, develop-
ment of new presenting problems, and changes in 
the environment (Fisher, 2009). When outdated test 
results are used, psychologists are obligated to pro-
vide an explanation for why outdated test data are 
used and to clearly communicate the limitations of 
such outdated information.

Old test data are often kept stored in outdated 
files or databases even after examiners no longer 
work at the testing location. In this situation, psy-
chologists are recommended to prevent the misuse 
of outdated test results by taking reasonable steps to 
remove or destroy obsolete data and files. In cases in 
which clients or patients request that outdated test 
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data be sent to a new clinician who is currently pro-
viding services to them, psychologists are recom-
mended to include a cover page detailing the 
limitations of outdated test results.

APA Ethical Standard 9.08 also stipulates that 
psychologists should not base their decisions and 
recommendations on use of obsolete assessments. 
According to Fisher (2009), tests developers often 
revise their assessments to reflect significant 
advances and changes in the theoretical constructs 
underlying the psychological characteristics being 
assessed; changes in the assessment’s test item valid-
ity owing to various cultural, educational, linguistic, 
or societal influences; and shifts in the demograph-
ics of the target population, which in turn affect the 
standardized norms and score cutoffs. Use of obso-
lete tests may be applicable when long-term compar-
isons of test performance are needed, but 
psychologists are obligated to adequately describe 
the differences between test versions and explain the 
limitations of their comparisons when obsolete tests 
are used. According to Fisher (2009), the expense 
associated with updating to new versions is not an 
adequate ethical justification for using obsolete tests 
and assessments.

Test Scoring and Interpretation Services
APA Ethical Standard 9.09 applies to psychologists 
who provide test scoring and interpretation services. 
Within their promotional and other administrative 
materials (e.g., manuals), these psychologists are 
obligated to accurately describe the nature and pur-
pose of the assessments, the basis for the standard-
ized norms, and validity and reliability information 
for their assessment results and interpretations and 
to specify the qualifications for using the services. 
When interpretations and recommendations from 
assessment results are made, psychologists are obli-
gated to provide the theoretical rationale and psy-
chometric evidence for justifying their conclusions 
and to adequately explain the limitations of their 
interpretations and recommendations.

Ethical responsibility for the appropriate use of 
test scoring and interpretation services also applies 
to psychologists who are consumers of these ser-
vices. These psychologists are obligated to select ser-
vices that adequately provide evidence for the 

validity and reliability of their procedures for 
administering, scoring, and interpreting test and 
assessment results. Furthermore, psychologists 
using these services are obligated to have the qualifi-
cations and competence to ensure that the scoring 
and interpretations made by these services are con-
sistent with APA Ethical Standard 9.06, Interpreting 
Assessment Results. When these services are used, 
the HIPAA Notice of Privacy Practices obligates psy-
chologists to inform and obtain authorization from 
their clients or patients to permit the release of test 
or assessment information to these services.

Explaining Assessment Results
According to Ethical Standard 9.10, Explaining 
Assessment Results, psychologists are obligated to 
provide competent feedback to examinees, or to par-
ents or legal guardians of minors, explaining any 
interpretations, decisions, and recommendations in 
relation to the purpose of testing. Groth-Marnat 
(2009) recommended that the feedback begin with a 
clear explanation of the rationale for testing, fol-
lowed by the nature and purpose of the assessment, 
general conclusions drawn from assessment results, 
limitations, and common misconceptions or misin-
terpretations of assessment results. When examinees 
are minors, psychologists are obligated to provide 
the feedback to both examinees and their parents or 
legal guardians.

Sensitivity in the communication of assessment  
results. The Standards for Educational and 
Psychological Tests (AERA et al., 1999) stipulates 
that simple, clear, everyday language should be used 
when providing feedback so that the feedback is 
readily understood by its recipients. Psychologists 
should tailor their level of communication to 
recipients’ personal characteristics, such as their 
educational and linguistic backgrounds, level 
of knowledge of psychological testing, and pos-
sible emotional reactions to the assessment results 
(Groth-Marnat, 2009). With regard to the pos-
sible emotional reactions generated by feedback, it 
may be helpful for psychologists to make available 
options for follow-up counseling to facilitate ser-
vices for examinees who may need support in pro-
cessing the feedback information. When providing  



Leong, Park, and Leach

276

feedback on mental health status, Aiken and Groth-
Marnat (2006) recommended that the least stig-
matizing label be used to describe the examinees’ 
psychological conditions or diagnoses.

Written reports. In addition to the oral feedback 
session, psychologists commonly provide written 
reports to examinees, or their referral source, regard-
ing the assessment results, interpretations, and rec-
ommendations. Written reports should be centered 
on referral questions and the purpose of the testing 
and adequately describe the characteristics of the 
examinees and how they relate to the assessments 
used and the test situations (Aiken & Groth-Marnat, 
2006). According to Jacob and Hartshorne (2006), 
written reports should be comprehensible to both 
professionals and nonprofessionals and should be 
written in a succinct, clear, and comprehensible 
manner while avoiding overgeneralizations (Aiken 
& Groth-Marnat, 2006). Psychologists are respon-
sible for signing off on assessment reports only after 
ensuring the accuracy of the contents contained in 
the reports.

Maintaining Test Security
According to Ethical Standard 9.11, Maintaining 
Test Security, psychologists are obligated to main-
tain the security of test materials, which are 
defined as manuals, instruments, protocols, and 
test questions or stimuli. As noted in Ethical Stan-
dard 9.04, although examinees have the right to 
request and access test data, they do not have the 
right to access test materials for reasons related to 
threats to validity and copyright protection. For 
these reasons, test materials should be stored in a 
secure location, and only authorized and qualified 
individuals should have access to them. Further-
more, test materials, even sample items, should not 
be reprinted in any form, such as in newspapers 
and magazines, without the written consent of the 
test developers.

Threat to validity. A primary reason for the ethi-
cal obligation to maintain test security is the threat 
to test validity that is posed when individuals have 
access to test materials before administration of the 
test. Having foreknowledge of the test questions 
and answers may alter the psychometric properties 

of the test, including its standardized score cutoffs 
and norms and validity (Fisher, 2009). Furthermore, 
access to test materials before administration may 
increase the likelihood of some individuals manipu-
lating their responses for purposes of malingering or 
obtaining an unfair advantage on a given assessment 
relative to others (Knapp & VandeCreek, 2003).

Copyright law. Pursuant to copyright protection 
laws, it is illegal and an ethical violation to repro-
duce test materials without obtaining permission 
from test developers or publishers. Maintaining test 
security allows for the protection of trade secrets 
and honors the terms of agreement made with the 
test publisher on obtaining access to the test materi-
als (Groth-Marnat, 2009). With regard to HIPAA, 
which stipulates that examinees have the right to 
access their protected health information (e.g., test 
data), psychologists should separate, when appro-
priate, test materials from test data to protect the 
copyrighted test materials from being disclosed 
when releases of information are requested by cli-
ents or patients.

CROSS-CULTURAL ISSUES

Testing and assessment become inherently more 
complex when considering cross-cultural issues. 
Our position is that to be ethically and multicultur-
ally competent when conducting testing and assess-
ments, the psychologist should consider the client’s 
cultural context. Approximately one third of the 
U.S. population consists of ethnic minorities, and 
when one includes the potential influence of other 
diverse groups (e.g., language, disability, socioeco-
nomic status) on testing, it becomes evident that to 
be competent in testing and assessment requires 
much more than basic knowledge of test use.

All of the principles described in APA’s (2010) 
Ethical Principles of Psychologists and Code of Con-
duct apply to cross-cultural testing, yet two are 
briefly highlighted that seem particularly salient. 
These are Principle D (Justice) and Principle E 
(Respect for People’s Rights and Dignity). First, 
Principle D refers not only to equal access and fair-
ness but to psychologists’ ensuring that their biases, 
boundaries of competence, and level of expertise do 
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not influence their work and lead to unjust practices.  
Second, Principle E refers to respecting differences 
among individuals and cultural groups and the 
belief in autonomous self-determination. Unfortu-
nately, sound ethical testing practices have not 
always been the norm when considering the history 
of the testing movement in psychology. Although 
progress in ethical testing practices has been made 
over the years and the field has improved signifi-
cantly in the development, measurement, and 
implementation of testing with regard to culture, 
further developments are needed.

Psychological testing has made great strides in 
the understanding of psychological constructs, and 
it continues to do so. It also has a well-referenced 
history of bias against those who are not White, 
middle class, and male. The acceptance of the belief 
in universality, that the mainstream American expe-
rience is applicable to everyone, has long been at 
odds with a multicultural framework. This frame-
work states that testing and assessment cannot be 
uniformly applied to all groups (Leong, Qin, & 
Huang, 2008). Using a simple example, readers 
would probably agree that assessing women if a test 
was normed on men or adults if a test was normed 
on elementary school-aged children would not be 
ethically appropriate. Similarly, there may be con-
cerns about the application of tests primarily 
normed on the dominant group when considering 
use with nondominant group members. Consistent 
with many psychologists today, Burlew (2003) cau-
tioned against taking a universal philosophical 
approach in that theories may not be transferable 
across cultures, that researchers are limited from 
developing alternative theories, that protective mea-
sures unique to a particular cultural group are 
neglected, and that any deviation from the universal 
perspective leads to a pathological or deviational 
view of nondominant outgroups. Only during the 
past few decades has research attention been given 
to the inclusion of diverse individuals and groups as 
they relate to the richness in understanding human 
behavior.

Etic Versus Emic
Validity from a cross-cultural perspective begins 
with knowledge of differences between etic and 

emic approaches to testing. Simply defined, etic 
approaches assess constructs across cultures, 
whereas emic approaches examine a construct 
within a particular culture. Understanding these 
validity issues is crucial when developing or using 
tests because tests are generally developed within a 
particular cultural context. Both etic and emic 
approaches are discussed in greater detail next, and 
examples from history are included to highlight eth-
ical issues that have emerged.

Etic
Psychological testing has been at the forefront of 
controversy since the early part of the 20th century 
because of differences found among ethnic groups 
on a variety of tests, most notably intelligence tests. 
Imposed etics surrounding psychological assess-
ment probably began with Galton’s (1883/2003) 
treatise, “Inquiries Into Human Faculty and Its 
Development.” This document led to the “mental 
test,” which then helped launch psychology’s ver-
sion of the eugenics movement (Schultz & Schultz, 
2011). Other psychologists such as Cattell, God-
dard, and Terman were influential in launching 
intelligence and ability testing into conventional 
psychology. These famous psychologists, along with 
other equally as recognizable names such as Yerkes, 
were influential in putting forth testing practices 
that were unfavorable toward ethnic minorities, 
those of lower socioeconomic status, and others. 
More recently, Herrnstein and Murray’s (1994) con-
troversial book The Bell Curve revived the debate 
over the relationship among (primarily ethnic) 
groups and intelligence. Their thesis that ethnic 
minorities do not score well on tests of intelligence 
and achievement because of genetic and biological 
limitations harkens back to earlier testing history in 
psychology (for a review of the issues surrounding 
The Bell Curve and a rebuttal, see Jacoby & Glau-
berman, 1995).

Culturally appropriate and ethical test develop-
ment has recently gained significant attention in the 
professional literature (e.g., Dana, 2005; Groth- 
Marnat, 2009). In this vein, to work toward compe-
tent, ethical, and culturally valid testing practices, 
psychologists and others have begun discussing test 
equivalence (or invariance). Equivalence refers to the 
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degree to which the parameters of a test’s measure-
ment model are comparable across groups (Cheung, 
van de Vijver, & Leong, 2011). Measurement equiv-
alence is a prerequisite before one can make reason-
able and ethical interpretations of the results across 
cultural groups. Historically, equivalence in psycho-
logical testing was omitted or significantly flawed 
given that many psychological tests were either 
normed on or developed in a framework of the dom-
inant culture. Quite simply, using a psychological 
test that has not included a broader multicultural 
framework may introduce bias and is ethically dubi-
ous. It may be unethical because, among a myriad 
reasons, the psychologist is not acting competently 
and the foundation on which the tests were devel-
oped is flawed. More specifically, the APA Ethics 
Code acknowledges that ethical test use requires 
that the test be appropriate for the individual or 
group under investigation. Determination of 
whether a psychological instrument is valid for use 
with a particular cultural group is based on multiple 
factors, such as an individual’s level of accultura-
tion, translation of the instrument, language abili-
ties, whether the construct measured with the 
instrument is consistent across cultures, and norm 
availability, among others. These can be accom-
plished through the assessment of four types of 
equivalence: linguistic, conceptual, metric, and 
functional (Leong, Leung, & Cheung, 2010).

Linguistic Equivalence
Linguistic equivalence, or translation equivalence, is 
primarily concerned with the translation of a psy-
chological instrument and its application in another 
culture (Groth-Marnat, 2009). Brislin (1970) was 
one of the first to discuss the back-translation 
method, which involves translating an instrument 
into another language and then back-translating it 
into the primary language. The two versions are 
compared, and differences are resolved. Linguistic 
equivalence merely permits comprehensibility and 
does not, however, postulate about the instrument’s 
validity. It is still a common translation method, 
although more recent procedures regarding the area 
of linguistic equivalence are expounded on in Ham-
bleton, Merenda, and Spielberger (2005) and Vol-
ume 3, Chapter 26, of this handbook.

Conceptual Equivalence
Unfortunately, linguistic equivalence may be suffi-
cient with some tests, but conceptual equivalence is 
also needed to behave in the highest ethical manner. 
Conceptual equivalence determines the degree to 
which a concept is consistent cross-culturally. This 
concept is more difficult to attain because what may 
be considered a similar concept between cultures 
may actually be a close proximity to it or interpreted 
differently altogether, resulting in conceptual vari-
ability. To decrease this variability, Usunier (1998) 
suggested that the translation process include multi-
ple sources and target languages. Briefly, multiple 
native speakers independently develop words con-
sistent with a concept, and a cross-cultural research 
team identifies the most commonly cited terms and 
back-translates them. Etic and emic conceptual 
dimensions are then determined (see also Leong  
et al., 2010).

Metric Equivalence
Metric equivalence is concerned with whether the 
psychometric properties of an instrument are con-
sistent across cultural groups (Groth-Marnat, 2009). 
This type of equivalence is delineated into two cate-
gories, measurement invariance and structural 
invariance. Measurement invariance is related to 
variables’ relationships to latent constructs, whereas 
structural invariance involves the actual latent vari-
ables themselves. Another way of considering the 
two is that measurement invariance is concerned 
with consistent matrices and scalar equivalence, for 
example, whereas structural invariance is concerned 
with whether the structural models, for example, are 
consistent across cultural groups. The more metric 
variability introduced, the greater the likelihood is 
that using the test across cultures is invalid and 
unethical.

Functional Equivalence
Functional equivalence addresses the idea that pat-
terns of relationships between various constructs 
and a target measure are equivalent. If one construct 
in one culture does not function in the same manner 
in another culture, then variability is increased. For 
example, cognitive distortions may be associated 
with depression in one culture but not in another. 
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To test for cognitive distortions in one culture 
because of its cultural consideration as a common 
feature of depression in another culture could be 
inaccurate. To derive meaning and make interpreta-
tions from test results based on functional invari-
ance could be considered unethical behavior (for a 
brief overview of strategies to offset measurement 
inequivalence, see Leong et al., 2008, 2010).

At least five ethical standards should be consid-
ered when evaluating tests without equivalence. We 
first consider a translated test developed in the Eng-
lish language and administered, for example, to an 
individual whose native language is Spanish. As 
indicated earlier, Ethical Standards 9.01, 9.02, and 
9.06 are directly related to test use, and these three 
standards are central to linguistic equivalence. Stan-
dard 9.01, Bases for Assessments, states, “Psycholo-
gists base the opinions contained in their 
recommendations, reports, and diagnostic or evalua-
tive statements, including forensic testimony, on 
information and techniques sufficient to substanti-
ate their findings” (APA, 2010, p. 12). Without 
linguistic equivalence, for example, a simple transla-
tion without the back-translation, the psychologist 
is acting unethically because whether the translation 
is accurate is not clear. Whether the results can be 
used to substantiate the findings cannot be known.

Additionally, Ethical Standard 9.02, Use of 
Assessments, states,

(a) Psychologists administer, adapt, 
score, interpret, or use assessment tech-
niques, interviews, tests, or instruments 
in a manner and for purposes that are 
appropriate in light of the research on 
or evidence of the usefulness and proper 
application of the techniques.

(b) Psychologists use assessment 
instruments whose validity and reliabil-
ity have been established for use with 
members of the population tested. When 
such validity or reliability has not been 
established, psychologists describe the 
strengths and limitations of test results 
and interpretation.

(c) Psychologists use assessment meth-
ods that are appropriate to an individual’s 

language preference and competence, 
unless the use of an alternative language 
is relevant to the assessment issues. (APA, 
2010, p. 12)

Standard 9.06, Interpreting Assessment Results, 
states,

When interpreting assessment results, 
including automated interpretations, psy-
chologists take into account the purpose 
of the assessment as well as the various 
test factors, test-taking abilities, and 
other characteristics of the person being 
assessed, such as situational, personal, 
linguistic, and cultural differences, that 
might affect psychologists’ judgments 
or reduce the accuracy of their interpre-
tations. They indicate any significant 
limitations of their interpretations. (APA, 
2010, p. 13)

Two general competence standards are applicable 
as well. Standard 2.01(b), Boundaries of Compe-
tence, states,

Where scientific or professional knowl-
edge in the discipline of psychology 
establishes that an understanding of 
factors associated with age, gender, 
gender identity, race, ethnicity, culture, 
national origin, religion, sexual orienta-
tion, disability, language, or socioeco-
nomic status is essential for effective 
implementation of their services or 
research, psychologists have or obtain 
the training, experience, consultation, 
or supervision necessary to ensure the 
competence of their services, or they 
make appropriate referrals. (APA, 2010, 
p. 5)

Finally, Ethical Standard 2.04, Bases for Scientific 
and Professional Judgments, indicates that psychol-
ogists should use only the best scientific and profes-
sional methods in their work. Unless linguistic 
equivalence is achieved to the highest standard pos-
sible, then the psychologist is in danger of failing to 
measure up to this standard.
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Emic
The emic approach to test use has historically been 
at odds with the etic approach. An emic approach is 
consistent with an indigenous approach in that it is 
culture specific. In essence, tests are developed for 
particular groups under investigation without the 
need to expand them to other groups. It is limited in 
that a narrow understanding of a particular group 
does not increase one’s broader understanding of 
psychological processes common to all individuals. 
However, we believe that more culture-specific tests 
are needed to gain a more robust understanding of 
diverse groups. Further theory development inte-
grating both mainstream and indigenous psycholo-
gies will occur through increased development and 
recognition of culturally specific tests (Morris, 
Leung, Ames, & Lickel, 1999).

Although development and assessment of  
culture-specific tests has increased, a combined  
etic–emic approach to testing and assessment has 
recently received increased attention. Constructs 
derived indigenously are combined with local inter-
pretations of universal constructs to offer a compre-
hensive measurement instrument relevant to a 
particular cultural context. Using an international 
example, the Chinese Personality Assessment Inven-
tory (Cheung et al., 1996) is an instrument that 
combines both etic and emic perspectives. Local 
expressions of Chinese culture from a variety of 
China’s regions served as the foundation for both 
culturally relevant and universal constructs. It over-
laps with the Big Five scales, but a relational factor 
also emerged that is consistent with collectivistic 
cultures. It has great promise for future test develop-
ment owing to the methodological approach taken, 
and it has been used in multiple regions of the world 
(Leong et al., 2010).

Additional Ethical Test Practices  
and Diversity
The APA Ethics Code has ethical practice standards 
that have relevance to diverse communities. These 
standards should be considered from a contextual 
framework. Some were mentioned earlier when dis-
cussing equivalence issues and two others are high-
lighted next. Although not explicitly stated, 
Standard 9.07, Assessment by Unqualified Persons, 

applies to those lacking sufficient cultural compe-
tence. For example, even culturally competent psy-
chologists should be cognizant that not everyone 
with whom they work has the same level of cultural 
expertise. Colleagues should not be asked to admin-
ister, score, and interpret tests without proper 
understanding of their cultural context. When con-
sidering culture, this standard is also related to Stan-
dard 9.02, Use of Assessments. Standard 9.10, 
Explaining Assessment Results, becomes particu-
larly salient when considering individuals whose 
second or third language is English and those who 
are unfamiliar with the purpose of testing. This stan-
dard is also related to Standard 9.03, Informed Con-
sent in Assessments.

Although they are discussed in terms of school 
psychology assessments, Jacob and Hartshorne (2007) 
perhaps best summarized the ethical issues that arise 
from conducting broader culturally valid assessments. 
They determined that assessments should be multifac-
eted, comprehensive, fair, valid, and useful. As psy-
chologists’ understanding of cultural tests and 
assessments increases and becomes integrated into 
test development and use, they will feel comfortable 
using tests that cover these five issues, leading to 
greater ethical and cultural competence.
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ThE ImPorTAnCE of EdITorIAl 
rEvIEwS In EnSurInG ITEm 

quAlITy
Cathy Wendler and Jeremy Burrus

Appropriate editorial reviews are critical to develop 
and maintain an adequate supply of test items. 
Developing an adequate supply of items requires 
more than simply writing the items needed to build 
a specific number of tests. Test items may be lost 
during the review process as a result of several prob-
lems, including inappropriate editorial style, use of 
language, and level of language. As such, an edito-
rial review plays an important role in creating high-
quality test items.

Item reviews are integral to the development and 
maintenance of a testing program. As indicated in 
the Standards for Educational and Psychological Test-
ing (American Educational Association [AERA], 
American Psychological Association [APA], & 
National Council on Measurement in Education 
[NCME], 1999), such reviews should be carried out 
by “expert judges” (see Standard 3, Test Develop-
ment and Revision), but a definition of what consti-
tutes an “expert” is not provided. The Standards also 
do not specify the criteria to be used when doing 
item editing or conducting a review. Through the 
years, several sources have provided guidelines to 
the practitioner regarding item writing (e.g., Hala-
dyna & Downing, 1989; Haladyna, Downing, & 
Rodriguez, 2002; Krypsin & Feldhusen, 1974; Roid 
& Haladyna, 1982; Roid & Wendler, 1983). How-
ever, fewer sources have offered insight into how to 
conduct meaningful, efficient, and adequate item 
reviews (e.g., Baranowski, 2006; Schmeiser & 
Welch, 2006). Many of the guidelines for the item-
reviewing process also apply to the item-writing 
process. However, although it is true that good item 

writing is essential to the development of high- 
quality tests, the process is incomplete without a 
separate and thorough item review.

ITEM REVIEWS AND VALIDITY EVIDENCE

Why are item reviews important? Overall item qual-
ity is established as part of the item review process 
by examining editorial quality, fairness across all 
subpopulations of examinees, and the appropriate-
ness of item content. In addition, item reviews are 
an important step in providing validity evidence for 
the interpretations based on scores from the test.

A thorough item review is essential in determin-
ing whether test scores generalize to the target 
domain (Kane, 2006). That is, would performance 
on the test really provide information about how the 
respondent would perform on the construct in gen-
eral? This assumption will not hold, however, if stu-
dents who are not successful on the test would be 
successful in the real world. For example, a mathe-
matical problem-solving item that involves a lot of 
reading may be difficult for an English language 
learner to answer correctly. In this case, the student 
may not be successful on the item not because he or 
she has difficulty with mathematical problem solv-
ing but because he or she has difficulty with reading 
English. Thus, the student’s answer to the item bears 
little relation to how he or she would perform on a 
mathematics problem in the real world. In other 
words, the item is not valid for that individual. A 
properly conducted item review should locate 
potential threats to validity such as this one before 
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they become a problem. Such a review provides  
content-related evidence of validity by ensuring that 
the items appropriately reflect the test design.

According to Kane (2006), providing evidence of 
content-related validity is closely related to the test 
development process. Claims as to the appropriate 
use and interpretation of test scores guide the devel-
opment of the test and the items by defining the tar-
get domain and specifying the attribute of interest. 
Most frequently, the target domain is defined using 
content specifications or a test blueprint. The central 
focus of content specifications is to ensure that the 
test appropriately represents the content domain 
(Messick, 1993).

In testing programs in which multiple test ver-
sions are constructed and used, it is important that 
each test version reflects the test blueprint. This 
way, each form of the test appropriately measures 
what it should and thus allows judgments regarding 
the usability and meaningfulness of test scores 
across versions and provides fundamental content-
related evidence of validity.

TYPES OF ITEM REVIEWS

To ensure quality items, reviews should routinely be 
conducted on each item. Most major test publishers 
routinely include multiple reviews as part of the 
item development process. These reviews can be 
placed into two categories: statistical and 
nonstatistical.

Statistical reviews follow item analysis and may 
include examining item difficulty levels, point- 
biserial correlations, differential item functioning 
indicators and, in the case of multiple-choice items, 
the distracters themselves. Items may be eliminated 
or revised on the basis of this review. A number of 
sources are available that discuss the use of item 
analysis as part of item development (e.g., Livings-
ton, 2006; Chapter 7, this volume).

Nonstatistical reviews include content, editing, 
and fairness reviews (see also Chapter 17, this vol-
ume). Such reviews are critical to ensuring the qual-
ity (and, hence, the validity) of an item. However, 
despite the best reviews, there are times when an 
item’s statistical properties may call the item’s qual-
ity into question. For example, a distracter analysis, 

usually run as part of the item analysis, may indicate 
that one of the incorrect options in a multiple-
choice item has been chosen by a high percentage of 
examinees. This especially becomes a problem when 
high-performing examinees choose an incorrect 
option along with lower performing examinees. 
Closer examination of the option may reveal that it 
overlaps or is slightly aligned with the correct 
option. In this case, the item may be classified as 
flawed even though the content, editing, and fair-
ness reviews were appropriately accomplished.

Every review, be it statistical or nonstatistical in 
nature, is intended to evaluate particular aspects of a 
test question and, thus, is accomplished by experts 
with different knowledge and skills. However, the 
ultimate goal of all reviews is to ensure that the high-
est quality items are administered to examinees. The 
specific goals and the individuals responsible for con-
ducting each review are summarized in Figure 16.1.

The focus of this chapter is on the editing review. 
However, because editing also occurs during the 
content review and may occur as part of a fairness 
review, these two reviews are also touched on.

Content and fairness reviews are generally car-
ried out by assessment specialists or test developers. 
In some cases, members of expert panels may be 
involved in one or more of the stages of item review. 
The editing review is frequently conducted by an 
editor. Each review has a specific purpose and out-
come, and performing a review efficiently and 
appropriately often requires that the reviewer 
receive specialized training.

Content Review
The first type of review is generally a content review. 
The goal of this review is to ensure that the item has 
a correct answer, that the content contained in the 
item reflects the test specifications, and that the item 
language and content is at the appropriate level for 
the population who will be taking the test. Obvi-
ously, having reviewers who are experts in the con-
tent being tested is important. In addition, because 
the person who wrote the item may have difficulty 
seeing flaws, especially if they are minor, the content 
review should be done by another expert, not by the 
item writer. Even the most experienced item writer 
may occasionally produce a flawed item, but more 
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important, most items can be improved by a good 
reviewer. Therefore, the reviewer’s task is to not 
only capture flaws that would invalidate the item 
but to suggest improvements to the item.

The content review of standard multiple-choice 
items appears to be fairly straightforward, but it 
requires the reviewer to notice subtle things about 
an item. The reviewer should approach the item as 
would an examinee by reading the item and then 
choosing the correct response. If the reviewer, as 
expert, has difficulty locating the single best answer 
or is drawn to a particular distracter, it is clear that 
the item is flawed in some way. After the initial 
attempt, the reviewer should use a systematic 
approach to inspect the item as a whole and each of 
its parts. Exhibit 16.1 presents examples of ques-
tions that may routinely be considered as part of the 
content review.

Options in a multiple-choice item may be of two 
types: the key (correct response) or a distracter (incor-
rect response). When reviewing the options, additional 
considerations need to be kept in mind, depending on 
whether the option is the key or a distracter.

The content reviewer should agree that the 
option identified as the key by the item writer is the 

single best answer and determine whether there 
could be a situation in which the key might not be 
the best answer. In addition, the reviewer should 
examine each distracter to determine whether a case 
could be made by an examinee that a particular dis-
tracter is a plausible key. The wording and content 
provided in each distracter need to be reviewed to 
ensure that its content is appropriate enough to 
attract examinees who are not adequately prepared 
to answer the item. However, the distracter should 
not be incorrect because of a minor or unimportant 
detail that a knowledgeable examinee might miss.

Sometimes the content specialist knows little 
about writing items, and the item writer knows little 
about the content of the item. If this is the case, it is 
necessary to perform two checks: one for item con-
tent and one for technical item-writing issues. For 
example, it is important to ensure that the key does 
not stand out from the other distracters in any obvi-
ous way. A key that overlaps with the wording of the 
stem, that is more detailed, or that is noticeably dif-
ferent from the other options might go unnoticed by 
someone not familiar with the item-writing process. 
A check of the distracters by an individual experi-
enced in item writing is needed so that distracters 

Statistical Review Non-Statistical Review

Who?
Psychometrician 
Assessment specialist

What?
Item properties   

• Difficulty level 
• Discrimination

indices  
• Differential item

functioning  
• Distracter analysis 

Who? 
Editor 
Content expert 

Who?
Assessment specialist
     trained in fairness
     issues 

Content Review Editing Review Fairness Review 

Who?
Internal content expert 
Member of expert 
panel   

What?
Single correct answer
Fit with test specifications
Appropriate language and
     content  

What? 
Correct grammar and
    mechanics 
Language usage 
Item readability, clarity,
      and consistency 

What? 
Construct-irrelevant
   factors   

• Cognitive sources 
• Affective sources 
• Physical sources 

FIGURE 16.1. Goals and the roles of experts in item review.
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that, for example, state the opposite of the key are 
included in the range of the key or those that have 
content that overlap with each other are identified 
and revised.

Although item-writing guidelines generally call for 
the options to be placed in some type of reasonable 
order, there is no optimal placement for the item key. 
Some experts have suggested that a random placement 
of item keys is ideal (Kehoe, 1995), whereas others 
have believed that key placement has no impact on 
item validity (Bresnock, Graves, & White, 1989).

If a set of items is based on a reading passage, 
graph, chart, or other stimulus materials, the  

stimulus must also be examined as part of the con-
tent review. The common stimulus material should 
be inspected to ensure that it provides the necessary 
information to answer all of the items in the set. 
Other considerations for stimulus material in the 
form of a reading passage, short description, and so 
forth include whether it contains information that 
might be deleted or transferred to the stem of one of 
the items, whether it could be reorganized to be 
more logical or clear, and whether it could be 
worded more concisely or clearly. Stimulus materi-
als in the form of a graph, chart, and so forth should 
be examined to ensure that they are properly labeled 

Exhibit 16.1
Examples of Questions to Consider as Part of the Content Review

Item as a whole
■■ Does the item test the knowledge, skills, or abilities required by the test specifications in an appropriate manner for the intended test-

ing population?
■■ Does the item appear to be within the range of difficulty for the intended testing population?
■■ Is there a better way to test the knowledge, skills, or abilities?
■■ Is the item confusing, unnecessarily difficult, or tricky?
■■ Could the item be shortened without losing clarity? Could the item be made easier to read?
■■ Are there references in the item that may cause it to become outdated?

Item stem
■■ Does the item clearly define the task or problem that the examinee must perform?
■■ Is unnecessary or misleading information contained in the stem?
■■ Can the stem be more clearly or concisely worded?

Item options
■■ Are the options reasonably parallel in structure?
■■ Do the options fit logically with the stem? Do they fit grammatically with the stem?
■■ Can any of the options be more clearly or concisely worded?
■■ Are the options in some reasonable order?
■■ Are quantitative options in order by size?
■■ Is any one option so inclusive that it eliminates another option from being considered?

Item key
■■ Does the reviewer’s choice of the correct response agree with that of the item writer?
■■ Does the key answer the question as posed in the stem? Are there situations where the key may not be the best answer?
■■ Is there a better key among the options? Is there a better key than that provided in the options?
■■ Is the key obvious in an inappropriate way? (For example, is it very different from the other options? Is it the only option that repeats 

words from the stem? Is it more detailed than the other options?)
Item distracter

■■ Could a case be made that a particular distracter is a correct response?
■■ Is the distracter plausible enough to attract examinees that are misinformed or not properly prepared?
■■ Are there better distracters that are not listed?
■■ Is any distracter incorrect for a minor and unimportant reason that a knowledgeable examinee might miss?
■■ Does any distracter call attention to the key? For example, does the distracter state the opposite of the key?
■■ Do the distracters’ content overlap with each other?

Note. Questions from Educational Testing Service, Princeton, NJ.
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and can be reproduced clearly in the test book or on 
a computer screen.

Finally, a review of the entire item set is neces-
sary to ensure that the items work well together. Is 
answering the item without reading the stimulus 
unacceptable, or can it be allowed given the purpose 
of the item? Are items independent of each other, or 
do they provide clues that help to answer other 
items in the set? The method for delivering these 
items, either paper based or computer based, does 
not eliminate the need to review how the items and 
reading passage, graph, chart, or other stimulus 
material fit together within a set. Although some 
computer-adaptive tests may deliver only specific 
items from the set to an individual examinee, it is 
still important to establish the relationship of each 
item in the set to the reading passage, graph, chart, 
or other stimulus material.

Constructed response items, such as essay 
prompts, a short-answer task, and so forth, require a 
different review than multiple-choice items. As the 
task is written, the item writer should also construct 
the task’s scoring criteria and any specific directions 
that accompany the task. The review of a con-
structed response item should include an evaluation 
of the task together with the directions and scoring 
criteria. This step will allow the reviewer to deter-
mine whether examinees are provided enough infor-
mation to respond to the task in the intended way.

As with multiple-choice items, the directions for 
constructed response items also need to be complete, 
clear, and appropriate for the level of examinee being 
tested. Reviewing the scoring rubrics will also help 
determine whether they, as a whole, provide enough 
detail to score a response at the appropriate level. 
Scoring rubrics need to be worded clearly and 
phrased in ways that make them efficient to use.

The review of both multiple-choice and  
constructed-response items combines the content 
review and some elements of the editing review (see 
the next section). The reviewer should consider 
whether the entire task is appropriate for the pur-
pose of the assessment, the population of examinees, 
and its relationship to the test specifications. The 
reviewer should also determine whether the phras-
ing of the task is complete, concise, and appropriate 
for the population to be tested.

Editing Review
During item editing, the item is reviewed for proper 
grammar and mechanics as well as other language 
issues such as usage, readability, clarity, and consis-
tency. Although these issues are frequently caught 
during content review, it is during the editing stage 
that attention is focused only on grammar and lan-
guage. It is important that item editing occur as part 
of the test development process and not as a final 
check once the test is assembled (Haladyna et al., 
2002). Errors in grammar and spelling, unclear item 
stems and options, and inconsistency in language 
usage are examples of construct-irrelevant factors 
that interfere with examinees’ ability to respond in a 
way that allows valid inferences to be made about 
their performance.

Item editing examines the item for grammatical 
and mechanical errors. It may also examine the level 
of language used and the consistency of language 
across a set of items. Ways to improve the clarity of 
the item should also be considered during this 
review. For example, items containing unnecessary 
negative phrases may be reworked so that only posi-
tive phrases are included. Items containing unique 
formats may be inspected to ensure that the special 
format is warranted. Exhibit 16.2 presents examples 
of questions that may routinely be considered as 
part of the editing review.

In addition, the item is examined to ensure that 
it meets particular style and format requirements. 
Style and format requirements are generally specific 
to each test and reflect the needs of the test content 
as well as the needs of the intended test population. 
For example, reading passages and items related to 
the passages that will be given to young examinees 
may contain slightly larger fonts, pictures, and sim-
plified language compared with reading sets given to 
older examinees.

One result of poor item editing may be a nicely 
worded item that is wrong or unclear. That is, the 
editing of the item may have inadvertently changed 
the content of the stem or options. Because special-
ists involved in this review step may not be content 
experts, they must be cognizant of the impact of any 
change to the item. For example, item editing may 
rearrange the order of the options or reword the 
stem. If this occurs, it is important that a content 
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expert determine whether the changes affect the 
quality of the item. If so, further revision of the item 
is required.

Fairness Review
The intent of the fairness review is to identify  
construct-irrelevant factors that may affect how 
members of a population subgroup respond to an 
item (Zieky, 2006). Construct-irrelevant factors may 
interfere with the ability to determine examinees’ 
level of knowledge, skills, or abilities and draw into 
question the validity of inferences made from per-
formance on the test. The three general sources of 
construct-irrelevant factors are (a) cognitive 
sources, such as difficult language, culturally spe-
cific language, and particular content or topics;  
(b) affective sources, such as inappropriate termi-
nology or lack of diversity representation in items; 

and (c) physical sources, such as the use of charts, 
maps, and graphs that are irrelevant to the item  
construct; difficult-to-read fonts; and the use of spe-
cific letters or numbers that cause difficulty with 
alternate-format (e.g., Braille) tests. Removal of 
these factors is critical as part of good test develop-
ment practice.

Fairness reviews are generally conducted using 
a prescribed set of guidelines. Zieky (2006) pro-
vided a full description of the rationale and pro-
cedures for the fairness review. In general, 
however, the review should determine whether 
the item contains language or content that could 
be offensive to or inappropriate for any popula-
tion subgroup. The review should also determine 
whether any aspect of the item could be viewed as 
sexist, racist, or elitist. Finally, the review should 
determine whether any option would be consid-
ered unfairly attractive to members of any popu-
lation group.

Resolving Disagreements
During the course of these reviews, changes are 
likely to be made to the item. Ensuring that any 
change made during the review process has not 
changed the intention of the item, made the key 
incorrect, or made a distracter a valid response is 
imperative. To accomplish this, a final review by a 
senior assessment specialist is needed. The senior 
assessment specialist must be an expert in the con-
tent being tested, recognize the impact of changes—
even good changes—to the stem or options, and be 
able to communicate and negotiate if necessary with 
the item writer and all reviewers to reach a success-
ful conclusion.

EXTERNAL REVIEWERS

Item reviews may be handled by assessment spe-
cialists within the company or institution building 
the assessment. At times, however, external review-
ers may be required. For example, internal review-
ers of items from occupational tests may have 
limited knowledge of the content of the test but 
understand the technical aspects of item writing.  
In these cases, outside experts are needed for the 
content review.

Exhibit 16.2
Examples of Questions to Consider as Part of the 

Editing Review

Item as a whole
■■ Is the item grammatically correct?
■■ Is the level of language used in the item appropriate for the 

intended testing population?
■■ Is the item confusing, unnecessarily difficult, or appear to 

be tricky?
■■ Could the item be shortened without losing clarity?
■■ Could the item be made easier to read?
■■ Does the item meet the appropriate style and format 

requirements?
Item stem

■■ Can the stem be more clearly or concisely worded?
■■ Is the level of language used in the stem appropriate for the 

intended testing population?
■■ Does the stem meet the appropriate style and format 

requirements?
Item options

■■ Are the options reasonably parallel in structure?
■■ Do the options fit grammatically with the stem?
■■ Can any of the options be more clearly or concisely 

worded?
■■ Are the options in some reasonable order?
■■ Do the options meet the appropriate style and format 

requirements?

Note. Questions from Educational Testing Service,  
Princeton, NJ.
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Some state educational testing contracts require 
that external panels of teachers review items before 
they are administered. These reviews may be in 
addition to those done by internal reviewers and 
often reflect the decisions made at the content and 
editing review stages.

Sometimes, specific knowledge of a particular 
area is required to do an adequate review, and the 
company creating the items may not have a suffi-
cient number of staff in that area. In this case, test 
development panels of experts in the particular 
field may be brought together to perform the item 
reviews.

A methodology that is growing in use is that of 
the cognitive lab. The cognitive lab uses a “think-
aloud” protocol that gathers input from examinees 
as they interact with test items. During the think-
aloud protocol, respondents literally think aloud as 
they are reading and answering items (Willis, 1999). 
That is, they verbalize exactly what is going through 
their minds when they read an item and when they 
answer it. Interviewers typically do very little during 
this process besides read items to respondents and 
record their thoughts. Questions about items that 
may be answered during think-aloud protocols 
include the following: What does the respondent 
believe the question is asking? What do specific 
words and phrases in the question mean to the 
respondent? What types of information does the 
respondent need to recall to answer the question? 
What types of strategies are used to retrieve infor-
mation? (Willis, 1999).

Interviews typically take place for no longer than 
an hour so as to avoid placing too much demand on 
the respondent (Willis, 1999). Large samples of sub-
jects are not necessary to conduct a think-aloud pro-
cedure (typically, five to 10 are sufficient). After the 
think-aloud protocol has taken place, all examinees’ 
comments are collected and categorized, and com-
mon themes are developed in a qualitative fashion. 
If issues are identified that may threaten the quality 
of an item, the item is edited and, optimally, another 
cognitive lab is conducted on the revised item. The 
cognitive lab approach is most useful as new, inno-
vative items are developed or to ensure that examin-
ees from subpopulations interpret the item in the 
intended manner.

UNIVERSAL DESIGN AND 
SUBPOPULATION CONSIDERATIONS

During item review, there is often a fine line 
between removing information that is considered to 
be construct irrelevant and ensuring that the con-
struct is still being appropriately measured. One 
item development approach that attempts to miti-
gate this issue is that of universal design (UD), which 
refers to a particular style and test development pro-
cess in which tests are designed and developed from 
the beginning to be accessible to the widest range of 
examinees, including individuals with disabilities 
and English language learners (ELLs; Johnstone,  
Altman, & Thurlow, 2006; Johnstone, Thompson, 
Bottsford-Miller, & Thurlow, 2008).

The four basic steps to developing a test under uni-
versal design are (a) conceptualization, (b) construc-
tion and review, (c) tryout, and (d) analysis. The step 
relevant to this chapter is construction and review.

During the item construction and review step, 
items are first written, and then edited, typically by a 
group of experts in the field of interest. During item 
writing and reviewing, particular attention should 
be paid to the guidelines for writing universal design 
items: item clarity, language usage (such as avoiding 
the use of negative stems), alternate-format consid-
erations, and avoiding content that depends on 
knowledge or experience that certain groups of indi-
viduals may lack (e.g., that not all examinees can see 
or hear or when examinees have not had the same 
cultural experiences). Stimulus materials containing 
complex features may be difficult to script for a 
reader or for an audio format of the test. Passages or 
other content that assume specific sensory abilities 
may disadvantage examinees with particular impair-
ments. For example, examinees with poor vision, 
color deficiency, or a cognitive impairment may 
have difficulty recognizing certain features that are 
included in a figure, such as labels that are small, 
printed on shaded areas, or vertical or slanted. Cer-
tain letters and numbers should not be used as well. 
For example, in mathematics problems, using the 
letters A through J as variables should be avoided 
because of their confusion with Braille numbers.

Furthermore, the stem of an item should be con-
cise and contain clear signals about how examinees 
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should direct their attention (e.g., “in the second 
sentence”).1 Complex descriptions should be 
avoided in the stem and the options. Not only may 
this increase the reading load unnecessarily, but 
audio formats of a test usually present the stem fol-
lowed by Choice A, then present the stem followed 
by Choice B, and so forth. As a result, the listening 
load becomes very burdensome for the examinee.

Universal design can be especially useful in 
designing assessments that may be taken by ELLs. 
ELLs are examinees whose proficiency in English is 
less than that of a native speaker of English. As 
such, several factors may affect their test perfor-
mance (Pitoniak et al., 2009), including (a) language 
factors (different linguistic backgrounds, varying 
levels of English proficiency, and varying levels of 
proficiency in the native language), (b) educational 
background factors (varying degrees of formal 
schooling in the native language and in English), 
and (c) cultural factors (acculturation to the U.S. 
mainstream).

Item reviewers should not assume that ELLs have 
had previous exposure to or experience with 
responding to any particular item type. Constructed-
response items should explicitly indicate what type 
of response is acceptable (paragraph, complete sen-
tence, list, mathematical equation, etc.) and the cri-
teria that will be used to evaluate the response. 
Directions should be clear and concise to minimize 
the potential for confusion.

Reviewers need to find cases in which an item 
can be clarified or simplified to make the language 
more accessible. However, it may not be possible or 
acceptable to simplify language that is part of the 
construct being measured. Steps leading to accessi-
ble language include (a) using vocabulary that is 
widely accessible to examinees and avoids colloquial 
and idiomatic expressions, unduly difficult words, 
and words with more than one meaning; (b) main-
taining as simple a sentence structure as possible; 
(c) avoiding the use of negatives and constructions 
that use not in the stem or options; and (d) using a 
context familiar to a wide range of students (e.g., a 
school-based context is often more accessible to 
ELLs than a home-based context).

In addition, reviewers should pay attention to 
formatting issues. Font type, font size, line breaks in 
paragraphs, and test directions should be reviewed. 
ELLs who have learned to read in another language 
may have differing familiarity with text that reads in 
a particular orientation (e.g., right to left vs. left to 
right). Consistency in placing elements such as pic-
tures, graphs, page numbers, and so forth can 
greatly improve readability for ELLs.

LESSONS FROM PSYCHOLOGICAL 
RESEARCH

Research in psychology has identified several issues 
that are relevant to writing and reviewing items 
(Schwarz, 1999; Schwarz & Oyserman, 2001). This 
research has posited that the way in which tests and 
items are constructed, including the types of options 
presented, influences the answers that an examinee 
provides and thus can introduce construct-irrelevant 
variance.

Although these issues apply mostly to psycholog-
ical assessments (including those used in schools, 
usually involving self-reports of behavioral fre-
quency and attitudes), several are also relevant to 
educational assessments. A complete review of these 
issues is beyond the scope of this chapter. Schwarz 
(1999) and Schwarz and Oyserman (2001) provided 
more detailed information on these issues.

ENSURING QUALITY ITEMS

Appropriate and thorough reviews of items for con-
tent, language, and fairness, along with knowledge 
of the impact of the scale and other item features, are 
essential to creating quality items. Item reviews help 
identify and remove construct-irrelevant factors to 
ensure that the best measurement of the construct is 
being achieved. Item reviews are the first step in 
ensuring that valid inferences are made from a test.

However, the key to producing valid, quality 
items is not through reviews but by having strong 
item-writing procedures in place from the begin-
ning. Item reviews are integral to ensuring high-
quality items and are critical steps in good item 

1Note that some state programs do not allow any reference to graphics in the item stem.
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development. Reviewers can catch and correct errors 
in content and language and identify features that 
draw into question the fairness of the item, but 
reviewers can also inadvertently change content or 
language in inappropriate ways and miss errors that 
classify an item as flawed. Strong item development 
guidelines, well-trained and expert assessment spe-
cialists, and a predefined process all help ensure that 
items are written with high quality. In such cases, 
item reviews become a matter of validating the item 
or making minor tweaks to it. It is most important 
to stress writing items correctly and not rely on 
reviews to fix them.
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fAIrnESS rEvIEw In ASSESSmEnT
Michael J. Zieky

Fairness review is an inspection of test items (test 
questions) and stimuli to identify materials that the 
reviewer believes may result in less valid measure-
ment for some demographic groups of test takers. 
Differences across groups in cognitive, affective, and 
physical variables that are unrelated to the purpose 
for testing may contribute to invalid score differ-
ences among groups of test takers. Test materials 
must be written and reviewed with care to avoid 
such problems. Therefore, the general principles of 
fairness review are based on the need to avoid 
sources of invalid score differences that may affect 
different groups of test takers in different ways. The 
general principles are instantiated by specific guide-
lines that may vary from country to country.

PURPOSE

The purpose of this chapter is to explain how to help 
ensure the fairness of tests by using fairness reviews to 
identify potentially invalid aspects of items and stimuli 
that may impede the appropriate measurement of test 
takers in different demographic groups. This chapter is 
written for people who write, review, or edit test items; 
people who assemble or review tests; people who com-
mission test development services; and people who are 
interested in fairness in assessment. No prior knowl-
edge of measurement or statistics is required.

OVERVIEW

The chapter places fairness review in the context  
of the test development process and discusses  

definitions of fairness, fairness review, and a few 
related terms. The link between fairness and validity 
is clarified. The compelling rationale underlying the 
beginnings of fairness review is explained, and the 
resulting rapid growth of fairness review is briefly 
noted. Guidelines for fairness review based on the 
general principle of avoiding invalid score differ-
ences among groups are then described in detail, 
including additional guidelines commonly used in 
testing children. The chapter closes with a discus-
sion of the effects of fairness review and suggestions 
for procedures to guide the application of fairness 
review.

FAIRNESS REVIEW IN CONTEXT

Although the focus of this chapter is limited to fair-
ness review, it is important to note that fairness 
review alone is not sufficient to ensure that tests are 
fair. Test developers must pay attention to fairness 
throughout the test development process and not 
simply tack on a fairness review at the end. Accord-
ing to the ETS Standards for Quality and Fairness 
(Educational Testing Service [ETS], 2002, p. 12), 
test developers must “address fairness in the design, 
development, administration, and use” of tests. For 
example, diversity of input in test planning is 
required. The people who set test specifications and 
the people who write items must follow guidelines 
for fairness to avoid the inclusion of unfair material 
in the first place. Fairness reviews should be a fine 
tuning to identify and remove subtle problems that 
have inadvertently been introduced. Fairness review 
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should not be the first time fairness concerns have 
been addressed in the test development process. 
During test administrations, accommodations 
should be provided, as appropriate, for test takers 
with special needs. (For information on testing peo-
ple with special needs, see Volume 3, Chapter 18, 
this handbook.) After a test has been administered 
and when sample sizes are sufficient, empirical anal-
yses of item and test characteristics should be car-
ried out for various groups of test takers. (See 
Chapter 7, this volume, for information on analy-
ses.) Finally, the consequences of test use for differ-
ent groups of test takers should be investigated. (For 
a discussion of validity, including the consequences 
of testing, see Chapter 4, this volume.)

DEFINITIONS OF FAIRNESS

Before discussing fairness review, it is necessary to 
define what fairness means in the context of assess-
ment because it is impossible to carry out effective 
reviews for an undefined attribute. Fairness is not a 
unitary concept. The authors of the Standards for 
Educational and Psychological Testing (American 
Educational Research Association [AERA], Ameri-
can Psychological Association [APA], & National 
Council on Measurement in Education [NCME], 
1999) refused to be limited to a single definition of 
the term because “fairness is used in many different 
ways and has no single technical meaning” (p. 74). 
(See Chapter 13, this volume, for more information 
about the Standards for Educational and Psychological 
Testing. See Camilli, 2006, and Volume 3, Chapter 
27, this handbook, for a discussion of the various 
meanings of fairness in assessment.)

Most psychometric definitions of test fairness are 
not helpful in reviewing tests for fairness before their 
use, not only because the definitions are based on 
the results of using completed tests, but also because 
the definitions are often contradictory. (See, e.g., the 
various definitions of fairness in Cleary, 1968; Cole, 
1973; Darlington, 1971; and Linn, 1973.)

The popular, but incorrect, definition of fairness 
as the equality of average scores across groups of 
test takers is similarly of no use for a fairness review. 
To illustrate that score differences alone are not 
proof of bias, consider tape measures. Even though 

the average heights of men and women differ, tape 
measures are unbiased. (For more on this issue, see, 
e.g., Cole & Zieky, 2001, and Thorndike, 1971.) 
Even though group score differences are not proof 
of bias, they are often a basis for legal challenges to 
the use of tests. (See Chapter 38, this volume, and 
Volume 3, Chapter 25, this handbook, for discus-
sions of legal issues in testing.)

FAIRNESS AND VALIDITY

Score differences between demographic groups do 
not necessarily mean that a test is unfair. However, 
group score differences caused by factors unrelated 
to what the test is intended to measure do mean 
that a test is unfair. The authors of the Standards 
for Educational and Psychological Testing clearly 
stated that “bias in tests and testing refers to 
construct-irrelevant components that result in sys-
tematically lower or higher scores for identifiable 
groups of examinees” (AERA et al., 1999, p. 76; for 
more information on detecting bias, see Chapter 8, 
this volume).

The definition of bias in the Standards ties fair-
ness directly to validity. Messick (1989) described 
validity in terms of the “adequacy and appropri-
ateness of interpretations and actions based on test 
scores” (p. 13). A construct is the set of knowl-
edge, skills, or other attributes a test is intended to 
measure. A construct-irrelevant component, there-
fore, is a contaminant that degrades measurement 
of the intended construct, causes invalid variance 
(differences among scores), and interferes with the 
appropriate interpretation of test scores. A test is 
unfair if invalid aspects of the test cause signifi-
cant score differences among defined groups of 
test takers.

Although fairness is closely related to validity, 
fairness can be differentiated from validity. Fairness 
is decreased if an invalid source of variance affects 
test takers in different groups in different ways or in 
different amounts. If a source of construct-irrelevant 
variance, such as an ambiguous item, affects all 
groups of test takers equally, the test is less valid 
than it might otherwise be, but it is still fair. If, how-
ever, a source of construct-irrelevant variance, such 
as unnecessarily difficult language in a mathematics 
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test, affects some group of test takers, such as Eng-
lish language learners, more than it affects English-
proficient test takers, then the test is less valid for 
the English language learners. Less valid measure-
ment for some groups of test takers makes the test 
less fair. However, if the English language learners 
received lower scores because they were less able in 
mathematics, then the score difference would be 
valid and, therefore, fair.

DEFINITION OF FAIRNESS REVIEW

Fairness review is an inspection of test items and the 
stimuli on which items are based to identify construct-
irrelevant components that may result in invalid 
score variance for identifiable groups of test takers. 
Because fairness review is carried out before a test is 
administered and is often applied to individual items 
and stimuli before a test is even assembled, the 
effects of bias on the scores of identifiable groups are 
not known during fairness review. Therefore, fair-
ness review is based on the identification of plausi-
ble (as defined by the fairness review guidelines in 
use) sources of construct-irrelevant variance. Fair-
ness review should be used before tests are adminis-
tered to minimize the exposure of test takers to 
potentially unfair materials, even if empirical indica-
tors of fairness such as differential item functioning 
are used after the test has been administered. (See 
Dorans, 1989, and Zieky, 1993, for explanations of 
differential item functioning and its uses. See Chap-
ter 7, this volume, for more information on empiri-
cal indices of item quality, and Volume 3, Chapter 
27, this handbook, for psychometric perspectives on 
test fairness.)

BEGINNINGS OF FAIRNESS REVIEW

The current focus on the identification of construct-
irrelevant components of items makes fairness 
review a means of enhancing validity rather than a 
means of enforcing political correctness. Fairness 
review began, however, with the simple belief that 
an item is unfair if it appears unfair. If a reviewer 
believed that an item would alienate, offend, anger, 
or otherwise disconcert test takers in some defined 
group, the item was considered unfair. That belief is 

unsophisticated and makes the judgment of fairness 
highly subjective, yet the belief remains widespread.

The rationale for a fairness review is clear, 
whether the focus is on construct-irrelevant compo-
nents of items or on items that merely appear unfair. 
Test developers want to create tests that are fair for 
all identified groups in the population of test takers. 
Therefore, if reviewers can identify unfair items 
through inspection, then test developers must do 
fairness reviews and remove or revise any unfair 
items. Moreover, compared with many other aspects 
of test development, fairness review is inexpensive 
and easy to arrange and can be accomplished quickly.

Beginning in the late 1960s and continuing to the 
present, test developers, publishers, school districts, 
and government agencies have made fairness 
reviews more and more common and more and 
more comprehensive. (See Ramsey, 1993, and Zieky, 
2006, for information on the history of fairness 
review.) After about a third of a century of growth, 
fairness review had become so prevalent and so 
inclusive that Ravitch (2003) complained, “What 
began with admirable intentions has evolved into a 
surprisingly broad and increasingly bizarre policy of 
censorship that has gone far beyond its original 
scope” (p. 4).

To the extent that fairness review is limited to 
the identification of construct-irrelevant compo-
nents of test materials, it is a means of improving 
test quality rather than a form of censorship. To the 
extent that fairness review limits construct-relevant 
test material on the basis of the reviewer’s idiosyn-
cratic predilections, it may become a form of censor-
ship. Whether fairness review is a “bizarre policy of 
censorship” or a good-faith effort to ensure that tests 
are as fair as possible for all who take them is clearly 
open to debate and may vary from test to test. What 
is not arguable, however, is that fairness review has 
become standard operating procedure for test devel-
opers and that it has an important influence on the 
contents of tests put together by major publishers.

SUPREMACY OF VALIDITY

The focus of fairness reviewers should be on  
the construct-irrelevant components of tests. Any-
thing that is important for valid measurement is 
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necessarily construct relevant and, therefore, accept-
able. Tests of specific subject matter such as anat-
omy, U.S. history, biology, psychology, and so forth 
may appropriately include material that would be 
unacceptable in a test of general skills, such as read-
ing comprehension, for which no specific content is 
required. For example, tests for licensing physicians 
may include items on abortion procedures that 
would be considered offensive or excessively contro-
versial in other contexts.

GROUPS

Theoretically, fairness review applies to any demo-
graphic group of test takers. In practice, however, 
considering all groups is impossible. Therefore, atten-
tion is given primarily to groups that have historically 
been discriminated against because of differences 
from the dominant groups in age, ethnicity, gender, 
national or regional origin, native language, physical 
or mental abilities, race, religion, sexual orientation, 
or socioeconomic status. The particular groups of 
primary concern for fairness review vary from place 
to place. For example, in the United States, Hispanic 
people would be considered a group requiring special 
attention, but in Chile, they would not.

FAIRNESS REVIEW GUIDELINES

Fairness reviews should be based on written guide-
lines to help ensure that all relevant aspects of fair-
ness are considered; to provide guidance to test 
designers, item writers, and item editors; and to 
reduce subjective differences among reviewers.

Consistency of Guidelines
Because all fairness reviewers have the same goal of 
freeing tests from content and images that are consid-
ered unfair, it is no surprise that the reviewers in sim-
ilar cultures tend to develop and use similar sets of 
guidelines. Ravitch (2003) pointed out that the bias 
guidelines promulgated by educational publishers, 
test development companies, states, and scholarly 
and professional organizations overlap so extensively 
“that it is difficult to disentangle them” (pp. 32–33). 
After reviewing a large number of different sets of 
guidelines, she remarked, “All test and textbook bias 

guidelines start to look alike” (p. 53). The guidelines 
do tend to be worded similarly because they focus on 
the same concerns, and there are, for example, rela-
tively few ways to indicate that Americans of African 
descent should be described as African American or 
Black rather than as Negro, or that man should not be 
used to refer to all human beings.

Given their great similarities in content and word-
ing, there is little need to discuss guidelines from 
multiple sources. The ETS Guidelines for Fairness 
Review of Assessments (ETS, 2009a) serves as the 
source for guidelines discussed in the remainder of 
this chapter. For more than 30 years, various editions 
of the ETS Guidelines have been used by hundreds of 
test developers to structure reviews of a wide variety 
of tests administered throughout the world to test 
takers from the elementary grades through graduate 
school. The guidelines state that “ETS allows use of 
the guidelines by all who wish to enhance the fair-
ness of their tests” (ETS, 2009a, p. 1).

Sources of Construct-Irrelevant Variance
Fairness review is a search for construct-irrelevant 
sources of score variance that may differentially 
affect identifiable groups of test takers. Mean differ-
ences across groups in cognitive, affective, and 
physical variables may serve as significant sources  
of construct-irrelevant variance, if items are not 
written appropriately.

Cognitive sources of construct-irrelevant vari-
ance stem from differences, unrelated to what the 
test is intended to measure, in the knowledge bases 
of different groups. Affective sources stem from dif-
ferences among groups in the materials that elicit 
emotions that may interfere with the ability to 
respond appropriately to test material. Physical 
sources stem from differences in the visual, aural, or 
motor abilities of some groups in perceiving and 
responding to test material.

General Principles of Fairness Review
Those sources of construct-irrelevant variance lead 
directly to the three general principles of fairness 
review (ETS, 2009a, p. 4):

1.  Avoid cognitive sources of construct-
irrelevant variance. . . .



Fairness Review in Assessment

297

2.  Avoid affective sources of construct-
irrelevant variance. . . .

3.  Avoid physical sources of construct-
irrelevant variance.

These general principles of fairness review are 
anchored in validity theory and apply to all tests and 
all test-taking populations. The particular instantia-
tions of the principles, however, may vary across 
cultural contexts (e.g., from country to country or 
even from region to region within a country). For 
example, an image of women playing soccer in 
short-sleeved shirts and short pants may be seen as a 
positive, healthy image in some cultures yet be con-
sidered offensive in other, more conservative cul-
tures. The guidelines discussed later are appropriate 
for tests used primarily in the United States and in 
countries with a similar culture and values. (See 
ETS, 2009b, for advice on generating locally appro-
priate fairness review guidelines for use in different 
countries. See Volume 3, Chapters 9 and 26, this 
handbook, for information on assessing individuals 
from different cultures.)

Avoiding Cognitive Sources of  
Construct-Irrelevant Variance
For a wide variety of sociocultural reasons (e.g., 
average differences in interests, experiences, family 
backgrounds, environments, schooling, cultural 
expectations), different groups can develop average 
differences in knowledge of various topics. For 
example, men in the United States are likely to 
know more about military topics than women do, 
and African American test takers are likely to know 
more about the struggle for civil rights in the United 
States than White test takers do. (See Volume 2, 
Chapter 27, this handbook, for examples of gender-
related differences.)

If groups differ in construct-relevant knowledge, 
then the differences in scores that ensue are valid 
and fair. If, however, knowledge of some topic other 
than what the test is intended to measure is required 
to answer an item, then the ensuing differences in 
scores are less valid and less fair. For example, an 
item designed to measure division with decimals 
may ask about the number of nickels in $5.85. Peo-
ple unfamiliar with U.S. coins may be able to do the 

division but may not know that a nickel is .05 of a 
dollar. The item is unfair for such people because 
construct-irrelevant knowledge that they lack is 
required to answer the item. (Note that the item 
would be fair if the construct included knowledge of 
U.S. coins.)

Linguistic difficulty. A common cognitive source 
of construct-irrelevant variance is unnecessarily dif-
ficult language in items. Language that is excessively 
difficult may affect all test takers, but people who 
are not native speakers and people with language-
related disabilities are most at risk. Rules for acces-
sible language are beyond the scope of this chapter, 
but many useful references are available. (See, e.g., 
the Publication Manual of the American Psychological 
Association [APA, 2010] and the Chicago Manual of 
Style [University of Chicago Press, 2010]; for more 
information on language issues in assessment, see 
Chapter 21, this volume, and Volume 3, Chapter 10, 
this handbook.)

Test developers should avoid construct-irrelevant 
sources of linguistic difficulty. It is important to 
make the language of an item no more difficult than 
is required for valid measurement. Test developers 
should, whenever possible, use straightforward  
syntax and common words. They should avoid  
construct-irrelevant specialized terminology used  
in subject areas such as agriculture, finance, law,  
science, and technology. They should also avoid 
construct-irrelevant regionalisms, words that are 
much more common in some regions of the country 
than in others.

Construct-relevant sources of linguistic difficulty 
are, of course, acceptable. For example, construct- 
relevant knowledge of many subjects includes knowl-
edge of the specialized vocabulary used in the subject.

Problematic topics. Some topics, such as religion, 
sports, and the dominant culture of the country, are 
likely to be cognitive sources of construct-irrelevant 
variance because groups differ in their familiarity 
with those topics.

Test developers should not require specialized 
knowledge of sports, such as the number of people 
on a hockey team, to answer items about other  
topics. Even though women are more involved in 
sports than they were previously, the topic is still a 
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common cause of construct-irrelevant variance 
between male and female test takers.

The topic of religion is often a problem because 
of the false assumption that all test takers are famil-
iar with the most common religion in the country in 
which the test was developed. Test developers 
should not require knowledge of religion to answer 
an item unless the purpose of the item is to measure 
such knowledge. If religious knowledge is inter-
twined with the tested subject (as Christianity is 
with medieval European history), it is important to 
test only those aspects of religion learned in the 
study of the subject rather than those learned in the 
study of the religion.

Test developers should not require construct-
irrelevant information that is likely to be known 
only by people familiar with the government, his-
tory, holidays, institutions, laws, locations, public 
figures, and so forth of the country in which the test 
was developed. For example, assuming that all test 
takers would know how Halloween is celebrated in 
the United States would be wrong.

Avoiding Affective Sources of  
Construct-Irrelevant Variance
Strong emotional reactions to test materials may 
impede test takers’ performance or may lead test 
takers to believe that their performance has been 
impeded. If construct-irrelevant components of test 
materials are more likely to cause strong emotional 
reactions for some groups than for other groups, test 
fairness may be reduced.

Some topics have proved so likely to cause nega-
tive reactions that it is best to avoid them entirely 
unless they are important for valid measurement. 
For example, in the United States, abortion, abuse of 
people or animals, contraception, euthanasia, harm-
ful experimentation on people or animals, rape, 
Satanism, torture, and witchcraft are topics best 
avoided unless important for valid measurement. No 
list of problematic topics, however, can ever be com-
plete because current events can always add new 
topics. Consider, for example, the emotional impact 
of a highly publicized terrorist attack. Any test mate-
rials that are related to salient aspects of the attack, 
such as the location, may be sources of affective 
construct-irrelevant variance. 

Other topics need not be avoided but must be 
treated carefully to minimize their potential emo-
tional impact.

Advocacy. Test developers should avoid test mate-
rials that advocate for one position on a controver-
sial issue because such materials can disadvantage 
test takers who hold opposing views. It is important 
to avoid construct-irrelevant materials about con-
flict between ethnic or religious groups, including 
people closely associated with one of the sides in 
such conflict. Some types of items require test tak-
ers to evaluate an argument or defend a point of 
view, so some controversial material may be neces-
sary. In such cases, test developers should use the 
least controversial material that will allow valid 
measurement.

Evolution. Evolution is a clear example of a topic 
that engenders strong emotions in some groups, 
but evolution is also a key concept in biology. Test 
developers should allow the topic of evolution when 
it is important for valid measurement, as in biology 
tests, and avoid the topic when it is not important 
for valid measurement, as in tests of logical reason-
ing. By avoiding the topic of evolution only when it 
is not relevant to the tested construct, test develop-
ers are not taking a stand against evolution. They are 
simply avoiding an unnecessary source of negative 
emotional reactions for some test takers.

Group differences. Discussion of group differ-
ences, particularly innate differences, is likely to be 
an affective source of construct-irrelevant variance. 
When such discussions are construct relevant, test 
developers should limit them to findings about 
objectively measured traits supported by research. 
They should avoid generalizations about more sub-
jective issues such as group differences in courage, 
industriousness, physical attractiveness, or quality 
of culture.

Pain and death. When dealing with topics such 
as accidents, death and dying, illnesses, natural 
disasters, self-destructive behavior, suffering, and 
violence, test developers should avoid gruesome, 
shocking, graphic details unless they are important 
for valid measurement, as in the case of tests used to 
license emergency medical technicians.
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Religion. Test developers should avoid any focus 
on religion in general, or on any specific religion, 
unless the focus is important for valid measurement. 
If mention of a religion can be construed as positive, 
adherents of other religions may believe the mate-
rial is advocating the mentioned religion. If it can 
be construed as negative, adherents of the religion 
may feel attacked. Passing references to religion are 
acceptable if they are neutral and factual.

Sex. Many test takers consider explicit descriptions 
of human sexual activity to be offensive. Test devel-
opers should avoid such descriptions unless they are 
construct relevant, as in some tests for medical per-
sonnel. If tests are to be used with people from very 
conservative cultures, it is best to avoid construct-
irrelevant images or descriptions of people in revealing 
clothes or of people engaged in immodest behavior.

Stereotypes. Stereotypes are likely to anger the 
people being stereotyped. Test developers should 
not reinforce stereotypes in test materials. Showing 
people in traditional activities (such as a woman 
caring for a child) is acceptable in an item as long 
as the traditional activities are balanced by non-
traditional activities in other items. Showing only 
traditional activities for group members reinforces 
stereotypes. Language in which stereotypes are 
embedded, such as man-sized job, should be avoided. 
(For information about stereotypes, see Volume 2, 
Chapter 25, this handbook.)

Terminology for groups. Derogatory names for 
groups should never be used. Test developers should 
try to use the labels that group members prefer. 
When groups are first mentioned, it is preferable to 
use group names as adjectives rather than as nouns. 
For example, Black students is preferable to Blacks. 
Later references can use the group names as nouns 
sparingly.

Some older group names (e.g., Negro, colored, 
Oriental) should be limited to quotations from liter-
ary and historical material or in the names of organi-
zations. African American and Black are the preferred 
terms for Americans of African descent. People of 
color is acceptable but colored people is not. Test 
developers should use Asian American or, preferably, 
more specific terms such as Chinese American or 

Korean American for Americans of Asian descent. 
Test developers should use Hispanic American or 
Latino American (Latina American for women) to 
refer to Americans of Spanish descent or, preferably, 
more specific terms such as Mexican American or 
Guatemalan American. Bisexual, gay, lesbian, and 
transgender are appropriate terms. Test developers 
should not use queer except in reference to academic 
courses with that title. White and Caucasian are both 
acceptable, but White is preferred.

An important rule is to use parallel terminology 
for women and men. For example, if men are indi-
cated by title and last name (e.g., Mr. Smith), women 
should be indicated by title and last name as well. If 
women are indicated by first name only, men should 
be indicated by first name only as well. If women are 
described by role in the family (e.g., wife, mother), 
men should be similarly described (e.g., husband, 
father).

The terms boy and girl should be used only for 
people younger than age 18. Test developers should 
not use he or man to refer to all people. In general, 
compound words that include the word man such as 
fireman, foreman, and mankind should be avoided. 
Gender-neutral terms such as firefighter, supervisor, 
and people are preferable. Terms for roles such as 
doctor, nurse, and scientist include both men and 
women. It is not appropriate to add gender identifi-
ers such as male nurse or female scientist.

For people with disabilities, the focus should be 
on the person rather than on the disability. For 
example, a person who is blind is a better descriptor 
than a blind person when the person is first men-
tioned. Later references can refer to a blind person. 
Test developers should avoid references to groups 
using the noun form of the disability as in the deaf or 
the blind except in the names of organizations or in 
quotations from literary or historical material.

It is best to be objective and neutral in descrip-
tions of people with disabilities. Both overly “correct” 
terms such as special or challenged and overly nega-
tive words such as afflicted or victim are best avoided. 
Test developers should refer to people as normal or 
abnormal only in biological or medical contexts.

Representation of diversity. If a test includes peo-
ple, test takers should, ideally, be able to see people 
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like themselves in the test. For example, women 
may feel excluded if all of the people mentioned in 
a test are male. Although it is not possible to do so 
in any single test form, test developers should try 
to represent the different groups in the test-taking 
population across test forms, to the extent allowed 
by the subject matter. For example, a reading com-
prehension test would offer more opportunities to 
include various groups than would a chemistry test. 
To the extent allowed by the subject matter, mem-
bers of all groups included in the tests should be 
shown in a variety of social roles. For example, test 
developers should not make all the managers male 
and all the assistants female.

Avoiding Physical Sources of  
Construct-Irrelevant Variance
It is important to avoid unnecessary physical barri-
ers to test performance. Some physical barriers, 
however, are necessary for valid measurement. For 
example, if a test is supposed to measure an aspiring 
language teacher’s ability to detect students’ errors 
in pronunciation, the ability to hear students’ speech 
is necessary for valid measurement, even though it is 
a physical barrier to people who are deaf or hard of 
hearing. Some physical barriers, however, are not 
necessary, such as the use of a very small font. This 
barrier could be removed with no loss in the ability 
of the item to measure the intended construct.

Following are examples of the types of physical 
barriers in items and stimuli that should be removed 
or revised unless they are construct relevant (ETS, 
2009a, pp. 37–38):

■■ visual stimuli (charts, maps, graphs, pictures) 
that are primarily decorative rather than informa-
tive, or are more complex or difficult to read than 
necessary;

■■ visual stimuli in the middle of a block of text;
■■ use of fine distinctions in shade or color to mark 

important differences, or text that contrasts 
poorly with the background;

■■ excessively small or decorative fonts, or lines of 
text that are slanted or curved;

■■ the use of letters that look alike (e.g., O and Q) 
or sound alike (e.g., S and X) as labels in the 
same diagram;

■■ unclear or low-volume recordings; and
■■ excessive scrolling to access material in  

computer-based tests.

Additional Guidelines for  
Testing Children
Many jurisdictions that commission test develop-
ment services for schools use additional guidelines 
to help ensure the appropriateness of test content 
for children. In general, the additional guidelines 
deal with material that might upset or frighten chil-
dren, might offend or exclude groups of children, or 
might model bad behavior. The additional concerns 
for children tend to be extensions of the second gen-
eral principle for fairness review, “Avoid affective 
sources of construct-irrelevant variance” (ETS, 
2009a, p. 4).

Even though the guidelines for testing chil-
dren are often particularly strict, any material 
required for valid measurement may be used. For 
example, social studies tests may appropriately 
include the topic of slavery, even though that 
topic would be excluded from a test of reading 
comprehension.

Upsetting materials. Test developers should avoid 
topics likely to upset children, such as serious ill-
nesses, divorce, domestic violence, parental loss 
of jobs, disputes among family members, fights, 
social ostracism, bullying, and arguments between 
students and teachers. Pests (e.g., rats, lice) and 
frightening animals (e.g., venomous snakes, scorpi-
ons) are generally inappropriate topics in tests for 
children.

Offensive materials. Test developers should avoid 
potentially offensive topics such as swearing, gam-
bling, smoking, drinking alcohol, and using illegal 
drugs. They should also avoid construct-irrelevant 
references to any deity. Celebrations that may 
exclude groups of children who do not participate in 
them, such as birthday parties and religious holidays 
(including Halloween and Valentine’s Day), are best 
avoided in tests.

It is important to be strictly neutral about contro-
versial issues such as gun control, global warming, 
energy policy, environmentalism, unions, welfare, 
political candidates, and so forth in test materials. A 
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focus on discrimination, sexism, or racism is to be 
avoided unless such a focus is construct relevant.

Inappropriate behavior. Test developers should 
avoid showing models of bad behavior among 
children such as lying, cheating, stealing, cutting 
school, or doing dangerous things. Test materials 
should not appear to be cynical about values that 
most people want their children to have, such as 
being honest, working hard, being patriotic, and 
the like.

EFFECTS OF FAIRNESS REVIEW

It has long been known that the relationship 
between reviewers’ judgments of item fairness and 
empirical findings of item bias is, at best, weak. (See, 
e.g., Bond, 1993; Cole, 1981; Plake, 1980; Tittle, 
1982.) In an early version of its fairness review 
guidelines, ETS (1987) stated that the importance 
given to fairness review did not rest on “a measur-
able relationship between material considered offen-
sive by some test takers and the scores of test takers” 
(p. 4). Ramsey (1993), in a discussion of fairness 
review (then called sensitivity review), wrote, “There 
is no promise to anyone that the sensitivity review 
process will raise the scores of, say, minority test 
takers” (p. 384).

What fairness review does promise is a good-
faith effort to try to ensure that any mean score dif-
ferences across demographic groups are based on 
construct-relevant sources of variance. In addition 
to being fair, tests must be perceived to be fair. No 
amount of data will convince test takers and score 
users that a test is fair if they find content that is 
unnecessarily offensive or insulting, reinforces ste-
reotypes, uses derogatory labels for their group,  
and so forth. Fairness review removes construct-
irrelevant material perceived to be unfair without 
demanding empirical proof that the material will 
actually cause unfair group differences.

PROCEDURES FOR APPLICATION OF 
FAIRNESS REVIEW

In the real world, tests are made within constrained 
schedules and with limited budgets. Managers,  

subject-matter specialists, and fairness reviewers 
may have competing priorities and different views of 
fairness. To reduce conflict, it is crucial to select or 
develop written guidelines for fairness of test con-
tent and to distribute them to all involved in the test 
development process. Test developers should be 
trained to apply the guidelines consistently. Only 
trained people should do fairness reviews. Idiosyn-
cratic reviews should be discouraged by requiring 
reviewers to explain why any challenged material is 
out of compliance with one or more of the written 
guidelines.

No set of written guidelines can cover all possi-
ble situations. Judgment will always be required in 
the application of fairness review guidelines. What 
is considered fair depends not only on the impor-
tance of the material for the measurement of the 
intended construct, but also on the characteristics 
of the test takers. People will disagree about the 
fairness of test materials. Therefore, it is necessary 
to establish a system, such as a steering committee, 
to resolve disputes between item writers and fair-
ness reviewers who cannot reach agreement on 
their own. Test developers should maintain written 
records of reviews and the resulting revisions, keep 
track of issues that lead to disputes, and use the 
information to help clarify the guidelines when they 
are revised. Because views of fairness change over 
time, it is useful to review the guidelines at least 
once every 5 years to determine whether they need 
to be revised.

CONCLUSION

Fairness is an aspect of validity. To the extent that 
fairness review succeeds in making tests fairer by 
removing construct-irrelevant content that affects 
different groups in different ways, it makes tests 
more valid. There is, therefore, a firm psychomet-
ric foundation for fairness review that extends 
well beyond the enforcement of political correct-
ness. In addition to making tests more valid and 
more fair, fairness review decreases the perception 
that tests are unfair. The potential benefits of fair-
ness review far exceed the relatively small amount 
of time and expense that it adds to the test devel-
opment process.
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oBjECTIvE TESTInG of 
EduCATIonAl AChIEvEmEnT

Michael C. Rodriguez and Thomas M. Haladyna

Educational achievement tests can be classified in 
many ways. Perhaps the most global classification is 
the distinction between standardized and teacher-
made tests. This distinction clarifies the degree to 
which content, format, administration, and scoring 
are standardized or left to the discretion of the 
teacher or testing agent (see Volume 3, Chapter 16, 
this handbook). Another distinction in educational 
tests is the format of the test items. More commonly 
used tests are classified as objectively or subjectively 
scored. The extent to which tests are objective or 
subjective is usually a function of the type of scoring 
required given the item or task type. These terms are 
components of a continuum rather than a dichoto-
mous choice. Although some items might be consid-
ered strictly objectively scored because a correct 
response is known and responses may be machine 
scored (or scored with a key), other items may be 
subjectively scored because they require human 
scoring or a complex scoring guide such as a rubric, 
with which many correct (or partially correct) 
responses are possible. Even so, many forms of  
subjectively scored items, such as short-answer  
constructed-response (CR) items or even essays, 
may be scored with simple to complex computer 
scoring engines. Perhaps most performance assess-
ments, with complex multidimensional aspects, are 
most unlikely to be objectively scored (see Chapter 20, 
this volume).

When focused more specifically on the nature of 
the test items or tasks themselves, additional classifi-
cation schemes are possible. The two categories 
used in this chapter are selected-response (SR) and 

CR items. For SR items, options are available from 
which to select responses, whereas for CR items, the 
respondent must construct or produce a response 
because none are available for selection. Similarly, 
items may be considered fixed-response items (SR) 
versus free-response or production items (CR). In 
practice, most educational test developers use the 
terms multiple choice (selected response) and con-
structed response because these formats are predomi-
nant in current educational tests. However, multiple 
choice as a label refers to a specific class of selection 
items, and so it is not all encompassing. Within the 
two classifications of SR items and CR items, there 
are many possible formats. In the class of CR items 
are formats that could be objectively scored, includ-
ing the cloze, fill-in-the-blank, grid-in response, and 
short-answer formats and even some experiments or 
tasks that result in specific products. More subjec-
tively scored production items include demonstra-
tions, debates, essays, exhibitions, interviews, 
observations, and more complex performance tasks, 
portfolios, projects, and research papers (see Hala-
dyna & Rodriguez, in press, for a comprehensive 
review of these types).

The focus of this chapter is on objective testing 
of educational achievement and thus items that lend 
themselves to objective scoring (see Chapter 19, this 
volume, for additional perspectives). This category 
includes a wide range of SR items and those CR 
items that can be objectively scored. In the realm of 
SR items, the typical formats include multiple choice 
(MC) and variants, true–false (TF), and matching 
formats. Recently, other innovative computer-enabled 



Rodriguez and Haladyna

306

selection-type item formats have been introduced; 
the chapter describes these formats briefly. The 
chapter focuses on item writing and task develop-
ment. For more general considerations of test devel-
opment, see Chapter 9, this volume. The approaches 
here are most directly applicable to teacher-made 
tests but could be used in a more systematic 
approach to the design of standardized tests. The 
development of standardized tests requires addi-
tional systematic procedures, including formal edi-
torial review (see Chapter 16, this volume); item 
analysis (Chapter 7, this volume); fairness review 
(Chapter 17, this volume); perhaps norming, scal-
ing, and equating (Chapter 11, this volume); and in 
some cases, standard setting (Volume 3, Chapter 22, 
this handbook).

ITEM-WRITING GUIDELINES

Many of the item-writing guidelines currently recog-
nized as effective or essential to quality test develop-
ment have been implemented in practical settings, 
often in connection with large-scale testing pro-
grams. However, few of these guidelines have been 
studied empirically. The most notable advances 
occurred in the early 1900s when written exams 
such as the U.S. Army Alpha in 1917 and college 
entrance exams from the College Board during the 
1920s began using MC item formats (see DuBois, 
1970, for a complete, if somewhat dated, discussion 
of the history of testing). MC test items are able to 
elicit brief and targeted responses in a specific con-
tent domain. Because of their simplicity, in both 
construction and administration, MC items pre-
sented a practical alternative to other item formats 
such as constructed, written, or oral responses. In 
the first edition of Educational Measurement, Ebel 
(1951) discussed the research and development of 
item-writing techniques during the first half of the 
20th century, highlighting the prevalence of the MC 
item. He also lamented the limited attention to the 
science of item writing.

Since the early 1900s, advances in technology, 
most notably the advent of computer-based testing, 
have lead to more innovative item formats, ones that 
include features such as video, sound, and interac-
tivity with the examinee. In many ways, these 

advances have resulted in improved measurement 
because innovative formats allow test items to better 
represent the constructs they are written to measure. 
For example, in testing of health science students 
and medical professionals, skill in performing com-
plicated surgical procedures can be tested using 
video or even three-dimensional simulations of spe-
cific anatomical regions (Shanedling, Van Heest, 
Rodriguez, Putnam, & Agel, 2010). In the testing of 
mathematics or statistics, test items may integrate 
spreadsheets or plots to better gauge students’ 
understanding. In reading, students can interact 
with text to identify words, phrases, or passages that 
serve specific literary functions and even reorder 
phrases and passages to modify (e.g., clarify or cor-
rect) the sequencing of information. Such tasks 
potentially become more authentic and construct 
sensitive.

Researchers in other arenas have also offered 
sage advice about item development in the context 
of objective testing of educational achievement. 
These arenas include universal design and accessi-
bility. Rodriguez (2009) provided a review of psy-
chometric considerations regarding the development 
of alternate assessments and reviewed several arti-
cles of a special edition of Peabody Journal of Educa-
tion devoted to accessibility. The goal of accessibility 
in item and test development is to support the mea-
surement of a given construct under unique learner 
conditions, particularly those with cognitive, physi-
cal, or emotional impairments. These issues are 
largely beyond the work covered in this chapter, but 
additional information can be found in Volume 3, 
Chapters 17 and 18, this handbook.

This chapter is intended to cover the essential 
aspects of item development in objective testing to 
enhance the quality of tests and test scores. The first 
two sections contain an overview of the common 
formats of SR and CR items that lend themselves to 
objective testing. The third section reviews item-
writing guidelines for both types of item formats. 
The final section includes an introduction to item 
validity and includes a model of gathering qualita-
tive validity evidence from the item development 
process and a review of the promise of innovative 
item types to enhance the measurement of a 
construct.
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SELECTED-RESPONSE FORMATS

We guess that many SR formats have not been stud-
ied but have been created through novel modifica-
tion of a small number of typical formats. The most 
common formats for SR items are based on the ubiq-
uitous MC item (as presented by Haladyna, Down-
ing, & Rodriguez, 2002). The following examples 
are representative, but many new types of items are 
being developed by innovative item writers, espe-
cially taking advantage of technology and computer-
enabled testing.

■■ Conventional MC:
 When it comes to describing the distribution, the 

standard deviation tells us
A. where most of the scores are located.
B. if the distribution is normal.
C. how far the scores are spread out.

■■ Alternate choice:
 If a distribution of raw scores is positively 

skewed, converting to T scores will result in 
what type of distribution?
A. Normal
B. Positively skewed

■■ True–false (dichotomous choice):
 True or false: If the item difficulty index is .70, 

then 30% of examinees answered the question 
correctly.

■■ Multiple true–false:
 Consider the following actions that may affect 

test score validity evidence. Determine whether 
each is true or false.
1. Adding more test items of similar quality 

improves test score validity.
2. Increasing the sample size will increase  

criterion-related validity correlations.
3. Obtaining a sample with more test score vari-

ability increases criterion-related validity cor-
relations.

4. Eliminating items with poor item–total corre-
lations (discrimination) will improve content-
related validity evidence.

■■ Matching:
 Match each term on the right with the descrip-

tion on the left.

1. score stability A. systematic error
2. attention-deficit disorder B. random error

3. content alignment C. item difficulty
4. p value D. item discrimination
5. item–total correlation E. reliability evidence

F. validity evidence

■■ Context-dependent item set:
 An anonymous standard item analysis report 

was found online that appears to be a cumula-
tive report for an exam in a specific course. This 
exam has been completed by 327 students. The 
total number of items is 50. Refer to this item 
analysis report [not shown in this example] 
when answering the following items.
1. Which item is the easiest? _____
2. Which item should be revised into a TF item? 

_____
3. Which item has the best discrimination? _____
4. Identify one item that has the best example of 

effective distractors. _____
5. Identify one item that is most likely to have 

two correct answers. _____
■■ Complex MC (use of this type is not recommended; 

see later discussion):
 Which are norm-referenced interpretations of 

test scores?
1. John’s score is 3 standard deviations above 

the class mean.
2. Mary answered 80% of the items correctly.
3. Eighty percent of the class scored above a T 

score of 45.
4. The average math score for Arlington High is 

equal to the district average.
5. Antonio is proficient in fifth-grade reading.

A. 1 and 3.
B. 2, 3, and 5.
C. 2 and 5.
D. 1, 3, and 4.
E. All 5.

CONSTRUCTED-RESPONSE FORMATS

CR items have a much wider variety of formats, and 
they have not been consistently organized in the lit-
erature. CR items are different from SR items 
because they require the examinee to generate or 
construct a response. Osterlind and Merz (1994) 
and Haladyna (1997) described more than 20 for-
mats for CR items. They also included some forms 
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of performance assessment. These tasks require 
much more extensive scoring rubrics, substantially 
more time, and more planning and preparation time, 
so they are typically not adaptable to on-demand 
testing or objective scoring.

CR item formats can be classified in several ways 
because they can differ in response modes allowed 
for various item formats or in the scoring processes 
for various item formats. In large-scale achievement 
tests, one typically finds grid-in items, short-answer 
items, and essay formats. In many cases, responses 
to such item formats can be objectively scored, par-
ticularly through the use of automated scoring (see, 
e.g., Attali & Burstein, 2006).

ITEM-WRITING GUIDELINES

Many educational measurement textbooks are avail-
able to students, researchers, and measurement 
practitioners, and nearly all contain one or more 
chapters on item writing. Some chapters are 
designed to be comprehensive reviews of item devel-
opment, including Chapters 12, 13, and 14 in the 
Handbook of Test Development (Downing, 2006; 
Welch, 2006; and Sireci & Zenisky, 2006, respec-
tively) and, more generally, Chapters 9 and 16 in 
Educational Measurement (Ferrara & DeMauro, 
2006, and Schmeiser & Welch, 2006, respectively). 
Entire books have also been devoted to item writing, 
including Writing Test Items to Evaluate Higher Order 
Thinking (Haladyna, 1997), Constructing Test Items 
(Osterlind, 2002), Developing and Validating 
Multiple-Choice Test Items (Haladyna, 2004), and 
Developing and Validating Test Items (Haladyna & 
Rodriguez, in press). These resources are important 
for more in-depth preparation. To facilitate the pre-
sentation of item-writing guidelines, the guidelines 
most appropriate for MC items are presented first, 
many of which apply to other SR and CR formats. A 
small number of important guidelines are also avail-
able for TF and matching SR formats. Guidelines for 
CR formats are also presented.

Multiple-Choice Item-Writing Guidelines
The first research-based taxonomy of MC item- 
writing guidelines was developed by Haladyna and 
Downing (1989a), followed by a summary of the 

available empirical evidence (Haladyna & Downing, 
1989b). This taxonomy was revised to include addi-
tional empirical evidence and a meta-analytic review 
of some of that evidence (Haladyna et al., 2002) and 
further refined to combine related components (Hal-
adyna & Rodriguez, in press). Most of the guide-
lines are based on principles of good writing, logical 
reasoning, and lessons learned from practice; very 
few are based on empirical evidence. Item-writing 
guidance covers four elements of MC items: content, 
formatting and style, writing the stem, and writing 
the options.

Content concerns are possibly the most impor-
tant. The subject-matter expert provides the leader-
ship for writing a successful item. Items must be 
carefully written to include important relevant con-
tent and cognitive skills. These guidelines are 
largely based on the logic and experience of item 
writers and on examinee reactions. Aside from 
some general research on clarity and appropriate 
vocabulary use, no empirical studies of these item-
writing guidelines exist. Guidelines about content 
concerns include the following:

1. Base each item on one type of content and cogni-
tive demand.

2. Use new material to elicit higher level thinking.
3. Keep the content of items independent of one 

another.
4. Avoid overly specific and overly general content. 

Test important content.
5. Avoid opinions unless qualified.
6. Avoid trick items.

Formatting and style concerns are based on good 
writing practice. Some empirical evidence has sup-
ported general use of most item formats (Haladyna 
et al., 2002), whereas others, such as the complex 
MC format, appear to introduce greater difficulty 
that may be unrelated to the construct being mea-
sured in most settings. At least 17 studies have 
examined the difference in difficulty of items for-
matted as a complete question stem versus an open 
stem that is completed by the options. No difference 
was discernible in this body of research. The com-
plex MC (Type K) item format is generally much 
more difficult (by .12 on average, in 13 studies), 
yielding lower reliability (by .15 on average, in 10 
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studies) in most settings. These guidelines for for-
matting and style include the following:

7. Format each item vertically instead of horizon-
tally.

8. Edit and proof items.
9. Keep linguistic complexity for the group being 

tested appropriate.
10. Minimize the amount of reading in each item. 

Avoid window dressing.

Additional evidence is available regarding Guide-
lines 9 and 10 (see Volume 3, Chapter 17, this 
handbook).

Writing the stem is another area in which the 
empirical evidence is limited. With the exception of 
negatively worded stems, which empirical results 
suggest should rarely be used (Haladyna et al., 
2002), these guidelines are extensions of style con-
cerns, specifically applied to the item stem. In exper-
imental research on using negatively worded stems, 
at least 18 studies resulted in an average slight 
increase in item difficulty, with a small subset sug-
gesting a loss of reliability (average decrease in coef-
ficient alpha of .17, nonsignificant because of a small 
sample, n = 4). Although the work of Abedi and 
others has provided evidence to support these 
guidelines, their work was not intentionally 
designed to test the validity of specific item-writing 
guidelines (Abedi, 2006, 2009; Hess, McDivitt, & 
Fincher, 2008). The guidelines regarding writing the 
stem include the following:

11. State the central idea in the stem very clearly and 
concisely. Avoid repetitious wording.

12. Word the stem positively, and avoid negatives 
such as not or except.

Writing the choices is the area in which the most 
research studies have been done. This area has 15 
specific guidelines, but only three have been studied 
multiple times empirically and experimentally (13, 
18, 20a). The one guideline that has received the 
most attention in the research literature regards the 
number of options in a MC item. Rodriguez (2005) 
conducted a comprehensive meta-analysis of 80 years 
of research on this topic and concluded that three 
options are sufficient, if not optimal. Also notable in 
the item-effects research literature, at least 17 studies 

have examined the effect of making the correct 
option longer than the distractors, a common error 
found in teacher-made tests (Haladyna et al., 2002). 
This characteristic tended to make items easier, 
increasing the item p value by .06 on average, with a 
dramatic drop in validity coefficients (−.26, nonsig-
nificant because of the small sample of four studies). 
Finally, the use of none of the above has been found to 
make items slightly more difficult by an average of 
.04 (in 57 studies) and may have the effect of slightly 
decreasing item discrimination (by .03, ns). Guide-
lines for writing the choices include the following:

13. Use only options that are plausible and discrimi-
nating. Three options are usually sufficient.

14. Make sure that only one of the options is the 
right answer.

15. Vary the location of the right answer.
16. Place options in logical or numerical order.
17. Keep the content of options independent; 

options should not be overlapping.
18. Avoid using none of the above, all of the above, or 

I don’t know.
19. Word the options positively; avoid negatives 

such as not.
20. Avoid giving clues to the right answer.

a. Keep the length of options approximately 
equal.

b. Avoid specific determiners including always, 
never, completely, and absolutely.

c. Avoid clang associations—options identical 
to or resembling words in the stem.

d. Avoid pairs or triplets of options that clue the 
test taker to the correct choice.

e. Avoid blatantly absurd, ridiculous options.
f. Keep options homogeneous in content and 

grammatical structure.
21. Make all distractors plausible. Use students’ typi-

cal errors in writing distractors.
22. Avoid humorous options.

Other Selected-Response Item-Writing 
Guidelines
There exists, in the many educational measurement 
textbooks, a rather disorganized set of guidelines  
for other SR item formats. Here we present some  
of the more common recommendations for these 



Rodriguez and Haladyna

310

additional SR formats. All of the MC item-writing 
guidelines presented earlier apply, as appropriate, to 
the other SR formats.

Alternate-choice items are MC items with only 
two options. In such a case, the two options should 
contain a correct response and a distractor. In all MC 
items, the plausibility of the distractor is important, 
but in the alternate-choice item, it seems more criti-
cal. The distractor should be selected to announce 
the existence of an error in thinking, a misconcep-
tion, or a misunderstanding. Such items can serve 
important diagnostic (formative) purposes.

TF items remain an important tool in classroom 
assessment (as well as in some personality assess-
ments, such as the Minnesota Multiphasic Personal-
ity Inventory, and interest inventories). As with all 
SR items, it is important that TF items do not focus 
on trivial facts. Nitko (2001) provided many exam-
ples of well-written TF items with a checklist for 
judging the quality of such items. Frisbie and Becker 
(1991) provided a summary of 17 textbook author 
recommendations regarding the use of TF items.  
A couple of recommendations from that review 
include the following:

1. Balance the number of true and false statements.
2. Use simple declarative sentences.
3. Write items in pairs to help identify inherent 

ambiguity (while only using one in a given test).
4. When the statement is a comparative one, put 

the comparison directly into the statement.

Multiple TF (MTF) items are a hybrid of MC and 
TF item formats. Each option in the MC item 
becomes a TF statement, with respect to the stem. 
Each MTF item may have two or more such TF 
options, and the number may vary from item to item 
within a test. A good strategy for initially construct-
ing MTF items is to start with a MC item. Poorly 
functioning MC items (those with multiple true 
responses) can be converted into effective MTF 
items. As with the other SR item formats, one must 
balance the number of true and false correct 
responses across MTF items and make sure that at 
least some of the options within each MTF item are 
true and false.

Matching items are also an important and com-
mon tool in classroom assessment. A matching item 

has explicit instructions on how to complete the 
matching, a list of premises, and a list of responses. 
The instructions are particularly important because 
the test developer must concretely explain the basis 
for matching. In one sense, these items function 
similarly to MC items, because each premise is like a 
MC stem and the list of responses serves as the 
options. It is important to be consistent with the MC 
guidelines. A few unique guidelines are needed for 
matching items.

1. The matching exercise should be homogeneous.
2. All responses should be a plausible response to 

each premise.
3. The list of premises and options should not  

be overwhelmingly long, given the examinees’ 
ability.

4. The number of premises should be different than 
the number of responses. This can be accom-
plished by allowing responses to be used mul-
tiple times or including responses that do not 
match to any premise.

Context-dependent items constitute a testlet that 
functions as a small test within a larger test because 
a set of test questions relates to a common stimulus 
(reading passage, graphical display, etc.). Haladyna 
and Rodriguez (in press) provided guidance for the 
use of context-dependent item formats, with sugges-
tions for connecting the context to the items, thus 
facilitating deeper item development considerations. 
For example, items should be written that depend 
on the context rather than on being independent—
the answer is only known if the specific context pro-
vided in the test is understood. It is important to 
place the items in close proximity to the context 
material to facilitate this dependence, on the same 
or opposing page if possible. In general, the item-
writing guidelines for the other formats apply to the 
items used in the context-dependent format.

Constructed-Response Item-Writing 
Guidelines
Guidelines for writing CR items are less developed 
and, when writing CR items, measurement special-
ists have less agreement on what is important. Also, 
fewer research studies have investigated the impor-
tance of CR item-writing guidelines. Osterlind and 
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Merz (1994) proposed a taxonomy for CR items, 
largely based on the work of cognitive psychologists. 
This taxonomy contained three dimensions: (a) the 
type of reasoning competency used, including fac-
tual recall, interpretive reasoning, analytical reason-
ing, and predictive reasoning; (b) the nature of 
cognitive continuum used, including convergent 
thinking and divergent thinking; and (c) the kind of 
response yielded, including open product and closed 
product formats, producing 16 combinations. The 
first two dimensions address cognitive processes. 
The third dimension addresses the kinds of 
responses possible. Closed-product formats are 
those that allow few possible response choices, pos-
sibly scored with a relatively simple scoring key; 
open-product formats permit many more choices, 
requiring scoring with more elaborate rubrics, 
potentially allowing unanticipated innovative 
responses. With respect to objective testing, the 
closed-format tasks are more likely to be successful. 
Here, the concern is the degree to which responses 
can be objectively scored.

Most major testing companies develop CR item-
writing guides to direct the work of their item writ-
ers. For example, the Educational Testing Service 
produces several large-scale tests that include CR 
items (e.g., National Assessment of Education Prog-
ress and Advanced Placement exams). These testing 
programs have resulted in a large body of research 
on the quality of CR items, but not much of this is 
published. The Educational Testing Service’s Guide-
lines for Constructed-Response and Other Perfor-
mance Assessments (Baldwin, Fowles, & Livingston, 
2005) provides good advice. These guidelines are 
general, forming a basis from which more specific 
guidelines can be developed for specific testing pro-
grams. Baldwin et al.’s (2005) guidelines describe 
what item development specifications must contain, 
including specification of the domain of knowledge 
and skill, issues related to cultural and regional 
diversity, response modes and conditions of testing, 
timing, the number and types of tasks, and scoring 
processes.

Hogan and Murphy (2007) summarized a func-
tional set of item-writing guidelines based on their 
review of 25 textbook authors. We note that these 
guidelines reflect many of the principles provided in 

the MC item-writing guidelines presented earlier. 
However, they are not entirely consistent with the 
allowances made in the Educational Testing Service 
guidelines (Baldwin et al., 2005) and result from 
some disagreement among textbook authors (e.g., 
the Educational Testing Service and Hogan &  
Murphy [2007] disagreed about whether students 
should be allowed choice in responding to CR 
items). Moreover, the potential cost of human scor-
ing requires additional consideration of the use of 
CR items. Most important, the CR item should 
require the kinds of thinking that are not easily 
obtained from other SR formats. In some cases, this 
requires the allowance of novel responses, making 
the items less likely to be objectively scored.

The guidelines for closed-product CR items can 
similarly be written to cover content, format, and 
style concerns, writing the directions and stimulus, 
and a general context concern. Without greater 
description and an explanation of their bases, Hala-
dyna and Rodriguez (in press, Table 11.1) provided 
the following guidelines:

Content Concerns
1. Clarify the domain of knowledge and skills 

or tasks to be tested.
2. Determine the desired cognitive demand 

that the item is supposed to elicit for a tar-
get set of test takers.

3. Choose the format that has the highest 
fidelity for the intended content and cogni-
tive demand.

4. Assure construct comparability across tasks.
Formatting and Style Concerns
5. Edit and proof the items.
6. Pilot items and test procedures.

Writing the Directions/Stimulus
7. Clearly define directions, expectations for 

response format, and task demands.
8. Provide information about scoring criteria.
9. Avoid construct-irrelevant task features.

Context Concerns
10. Consider cultural and regional diversity 

and accessibility.
11. Ensure that the linguistic complexity is 

suitable for intended population of test 
takers.
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Technology-Enabled Innovative  
Items and Tasks
Computer-based testing has provided an opportu-
nity for a variety of new item formats, and innova-
tions continue. Some have pointed to the greater 
accessibility of these innovations for students who 
struggle with typical SR items, whereas others 
have argued that such innovations allow one to tap 
the target construct more directly—in both cases 
improving validity. Sireci and Zenisky (2006) 
summarized 13 computer-enabled item formats 
that they believed also enhance construct  
representation, potentially reducing construct-
irrelevant variance. A strong validity argument 
depends on the degree to which the construct is 
sampled and represented in the items and tasks 
presented on a test. A couple of these innovative 
formats are described here.

The extended MC item is typically associated 
with a reading passage, in which each sentence in 
the passage plays the role of an option that can be 
selected as an appropriate response to specific 
questions. Such questions can ask about the main 
idea of a paragraph, for which the examinee high-
lights the appropriate sentence exemplifying the 
main idea directly in the reading passage. The 
options are the sentences within the reading pas-
sage itself rather than out-of-context statements or 
an idiosyncratic rephrasing of the main idea in the 
typical MC item.

Other formats allow examinees to connect ideas 
with various kinds of links (dragging and connect-
ing concepts), to sort concepts, or to order informa-
tion. The computer environment enables a wide 
range of innovative response processes, including 
correcting sentences with grammatical errors; cor-
recting or editing mathematical statements; com-
pleting written statements or mathematical 
equations; and producing, completing, or altering 
graphical models, geometric shapes, or trends in 
data. Computers provide a wide range of possibili-
ties that potentially mimic real-life activities (e.g., 
what an architect might do) in a way that is not eas-
ily facilitated by paper and pencil.

Postsecondary and professional exam programs 
have taken advantage of the computer environment 
to enable item and response innovations. The GRE 

and the Test of English as a Foreign Language pro-
grams have experimented with innovative response 
options and have studied their impact on item and 
test score quality. Bennett, Morley, Quardt, and 
Rock (1999) investigated the use of graphical mod-
eling for measuring mathematical reasoning in the 
GRE General Test. As an example, examinees plot-
ted points on a grid and used a tool to connect the 
points. Examinees agreed that the graphing items 
better represented their potential success in gradu-
ate school, but they preferred traditional MC items 
(which is a result commonly found when comparing 
MC and CR items in other settings). Bennett et al. 
found highly reliable item scores that were moder-
ately related to the GRE General Test quantitative 
total score.

ITEM VALIDATION

In measurement and testing, validity is frequently 
defined as the extent to which evidence supports  
a specific interpretation or application of scores 
from a test (see Chapter 4, this volume). Current 
definitions of validity vary across fields; however,  
in educational testing, most have agreed with the 
framework described in the Standards for Educa-
tional and Psychological Testing (AERA et al., 1999): 
“Validity refers to the degree to which evidence and 
theory support the interpretations of test scores 
entailed by proposed uses of tests” (p. 9). The Stan-
dards describes validation as the process of gather-
ing evidence to achieve these goals, including 
evidence related to the construct, test content, 
response processes, internal structure, relations to 
other variables, and intended and unintended 
consequences.

In all cases, validation is an ongoing process, and 
the most important sources of validity evidence are 
those that are most closely related to the immediate 
inferences and proposed claims psychologists make 
regarding test results. Validity evidence is important 
to gather at all stages of test design, administration, 
analysis, and reporting. When considering item 
development, multiple forms of validity evidence 
can be gathered to support the use of specific items. 
A model to provide qualitative validity evidence  
for item quality was proposed by Downing and  
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Haladyna (1997). These sources of evidence include 
the following:

■■ content definition, found in documentation of 
item content selection methods;

■■ test specifications, found in the systematic link of 
test content to test blueprint;

■■ item writer training, found in training materials, 
methods, written materials, and sample items;

■■ item-writing principles, found in compliance 
with adopted item-writing rules and procedures;

■■ verification of item content, found in evidence of 
the cognitive classification system used for items 
and content expert reviews of items, including 
expert credentials;

■■ item editing, found in the editing process, 
results, and editor credentials;

■■ item review, found in the bias or sensitivity 
review process, results, and reviewer credentials;

■■ item tryout, found in pretest or pilot test 
examinee characteristics and results of item 
functioning;

■■ key verification, found in the policy and proce-
dures for key verification and documentation of 
results; and

■■ security plan, found in the test security plan and 
monitoring procedures.

SUMMARY

Although the quality of items is clearly important, 
the research on item writing is sparse. All of the 
important decisions that are made on the basis of 
test scores, including placement, advancement, 
admissions, certification, and licensure, make test 
score quality of high importance. This necessity is, 
of course, a concern about validity. To enhance the 
validity of interpretations and uses of test scores, it 
is necessary to ensure that the examination consists 
of high-quality items.

In his 2009 NCME presidential address, Reckase 
(2010) proclaimed that test items are complicated. 
He likened them to little poems:

A constrained literary form that requires 
careful choice of words and clear com-
munication in a limited space. . . . There 
seems to be a belief that anyone can be 

a good item writer. . . . It would be bet-
ter to identify people who have demon-
strated good item writing skills, rather 
than expect that with minimal training 
anyone can do this critical creative job. 
For many years, I have thought it would 
be nice to honor great item writers in  
the same way that we honor other great 
writers. (p. 4)

This chapter has addressed validity at its core, 
through reviews of common SR and CR item for-
mats, common and evidence-based item-writing 
guidelines, the promise of innovative item types, 
and qualitative validity evidence that can be gath-
ered in the item development processes. These areas 
all address aspects of validity, because they are 
intended to improve the measurement quality of 
items, the basic building blocks of measures.
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oBjECTIvE PErSonAlITy TESTInG
Samuel E. Krug

If one defines personality as the totality of influences 
that explain what a person does in a situation, then 
personality testing is the process of quantifying 
those influences. This definition may seem a bit 
broad at first glance, but the fact is that theorists and 
researchers have explored a broad range of con-
structs under the general rubric of personality (see, 
e.g., McAdams, 1995). Freud, for example, hypothe-
sized a set of internal structures and psychodynamic 
processes, believing they explained why people react 
as they do and why they develop certain clinical 
symptoms. Others have chosen to adopt a more 
empirical approach to identify and then measure 
these influences. Raymond B. Cattell, for example, 
began a programmatic series of empirical research in 
the 1940s to identify the principal constructs under-
lying the words people use to describe personality, 
believing that these underlying dimensions 
explained observable aspects of personality. Regard-
less of where the study of personality began, the var-
ious lines of thought and research soon led to the 
proliferation of a variety of instruments designed to 
quantify key constructs. It also led to the recogni-
tion of personality assessment as one of seven spe-
cialties and proficiencies in professional psychology 
by the American Psychological Association (Farber-
man, 2010).

A vast array of personality tests exists. Some, 
called narrow-bandwidth instruments, were designed 
to measure a single construct thought to have wide 
explanatory or predictive value. Others, called wide-
bandwidth instruments, were built to measure multi-
ple constructs. Some were intended for a single 

context, for example, clinical assessment or employ-
ment selection, and others were thought to measure 
influences that had predictive utility across contexts. 
Some never really escaped from the laboratories in 
which they were developed and the pages of the 
journal articles in which they were initially 
described. Others were used by a large body of 
researchers and users, underwent multiple revisions 
and improvements, and became very widely used, 
often in multiple translations across many different 
languages and cultures.

WHAT MAKES A TEST “OBJECTIVE”?

For many years the term objective has been used to 
distinguish one class of instruments from a second 
set of tests, such as the Rorschach Inkblot Test 
(Exner, 1995) and the Thematic Apperception Test 
(Morgan, 1999), called projective. These projective 
tests use relatively unstructured stimuli such as ink-
blots and drawings and require a fair degree of 
sophistication to score. As a result, interscorer reli-
ability became an issue. An alternate format—called 
objective—asked for responses to a standard set of 
questions, restricted the range of responses, and 
used straightforward rules to combine the responses 
into a final score. This format enabled essentially 
perfect interscorer reliability and more economical 
testing because the administration and scoring of the 
test, although not necessarily the interpretation of 
test scores, required less sophistication and training.

At least in some quarters, the term objective has 
been used to connote a sense of accurate, unbiased, 
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or scientific results provided by one type of instru-
ment versus another, which has been thought of as 
inaccurate, biased, and unscientific. It should come 
as no surprise to discover that people who do so are 
generally not strong supporters of the information 
derived from the Rorschach or Thematic Appercep-
tion Test. To avoid such value terms and their sur-
plus meaning, some writers have suggested the use 
of the terms structured and unstructured (Wiggins, 
1973). Interestingly, Cattell (1957) reserved the 
term objective specifically for information collected 
in ways independent of possible distortions with 
self-evaluations or observer rating (e.g., changes  
in blood pressure in response to a list of stimulus 
words).

This chapter limits the domain of objective 
instruments to those commonly thought of as self-
report inventories, checklists, rating scales, and oth-
ers that use a generally fixed set of questions to 
which a respondent selects answers from among a 
generally fixed set of options provided.

ORIGINS OF OBJECTIVE PERSONALITY 
TESTS

The ancestor of the objective personality test is often 
thought to be the Personal Data Sheet (Woodworth, 
1930), which contained 116 items that represented a 
variety of anxiety-related symptoms and which was 
developed in response to a need to screen large  
populations of army recruits for emotional stability 
during World War I. It became a model for many 
more instruments that were subsequently developed 
to evaluate a variety of clinical symptoms and psy-
chiatric disorders. It also represented a significant 
departure from the word association tasks and the 
clinical interview methods that then dominated the 
evaluation of personality.

Self-report approaches and clinically oriented 
scales were, however, not the only avenues 
explored. It is perhaps ironic that some of the earli-
est work on personality dimensions that was subse-
quently incorporated into the core of many 
questionnaire instruments emerged from analyses of 
peer ratings. R. B. Cattell (1943), Fiske (1949), Nor-
man (1963), and Types and Christal (1961, 1992)—
whose work contributed to the definition of the Big 

Five factors that appear to explain a significant 
amount of the variance in trait names, at least—all 
worked, at least initially, with peer ratings. How-
ever, because peer ratings restrict data collection to 
special groups for which a reasonable degree of 
familiarity can be assumed (e.g., military units, 
clubs, fraternities), research soon veered toward 
self-report methods, which were simpler, faster, 
more economical, and did not impose any special 
selection requirements on the test population  
(Ozer & Benet-Martínez, 2006).

METHODS OF TEST DEVELOPMENT

A variety of methods have been used to develop the 
personality tests that are in widest use today. 
Although these methods are often described using a 
variety of terms, it is often simplest to think of them 
as lying along a continuum ranging from substan-
tive, theoretical considerations at one end to empiri-
cal, atheoretical considerations at the other end. In 
practice, no instrument results from a pure applica-
tion of one or the other approach, and most result 
from a blend of development strategies.

A substantive approach is usually guided by an 
overarching theory or model of personality. The 
Myers–Briggs Type Indicator (Myers & McCaulley, 
1985), which illustrates this approach, was designed 
to assess personality constructs largely articulated in 
Jung’s theory (Jung & Hull, 1971). That is, the item 
development and selection process was guided by 
alignment between the content of the items and the 
content of the theory.

The advantage of substantive approaches is that 
theory often provides a clearly stated formulation of 
the scales and their interaction, and theory can sug-
gest explanations for connections as yet unexplored 
empirically. The principal disadvantage with the 
substantive approach is, of course, determining 
appropriate criteria for evaluating the degree of con-
sistency with the theoretical constructs, which are 
not directly measurable.

One way of coping with this problem is to explic-
itly consider a variety of theoretically relevant crite-
ria during test development and validation. Items 
and scales that yield empirical predictions consistent 
with theoretical expectations can be regarded as 
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valid; those that produce inconsistent outcomes can 
be considered invalid. Such an approach is conso-
nant with modern definitions that consider validity 
an “integrated evaluation of the degree to which 
empirical evidence and theoretical rationales sup-
port the adequacy and appropriateness of inferences 
and actions based on test scores” (Messick, 1989,  
p. 13). Alternatively, methods of test construction 
can be used to ensure that scales operate in the same 
way as the intended constructs. Loevinger (1957,  
p. 645), for example, discussed the importance of 
creating personality test scores that are homoge-
neous with respect to the trait being assessed  
when the aim of testing is to create instruments of 
psychological theory rather than simply predictive 
instruments.

Empirical approaches offer an alternative set of 
procedures for selecting items and developing test 
scales. The Minnesota Multiphasic Personality 
Inventory—2 (MMPI–2; Butcher, Dahlstrom, Gra-
ham, Tellegen, & Kaemmer, 1989), which is per-
haps the most widely used clinical personality 
inventory, illustrates such an approach, specifically 
the contrasted-groups approach. Its scales originally 
represented a collection of diagnostically important 
symptom clusters rather than a set of theoretical 
constructs intended to explain clinical symptoms. 
For example, items were selected for what was origi-
nally termed the Paranoia Scale but what has over 
time more usually been called the Pa Scale or Scale 6 
that were able to efficiently differentiate groups of 
hospital patients diagnosed as paranoid from other 
patients and asymptomatic samples. There was no 
requirement that the 40 items that formed the origi-
nal scale exhibit any degree of internal consistency, 
for example, or that they correlate in certain ways 
with other scales, only that they empirically differ-
entiate the two groups.

The obvious advantage of an empirical approach 
is that the test’s validity is not tied to the credibility 
or viability of a particular theory. Theories and 
explanations of thought disorders, for example, may 
change substantially over time, but the scale will 
still be useful in differentiating people who have 
delusional beliefs from those who do not.

However, the initial validity of such a scale, at 
least, rests on the characteristics of the differentiated 

groups. If changes occur over time in how the 
groups are conceptualized (i.e., what symptoms 
constitute a diagnosis), the original item sets may no 
longer be as useful as they once were. The MMPI–2, 
which was originally developed in 1939, addressed 
this problem, although perhaps not consciously, by 
amassing over time the largest research base of any 
personality inventory in history. The scales, which 
themselves underwent a revision, albeit minor, in 
the 1990s, have been studied with a vast array of 
populations and have been related to numerous cri-
teria, some involving clinical outcomes, others not. 
In this way, a great deal of replicated findings related 
to the test scales has accrued for each of the test 
scales, thereby substituting a network of empirical 
findings for a nomothetical network.

RELIABILITY, VALIDITY, AND UTILITY  
OF PERSONALITY TESTS

From a measurement perspective, a particular 
strength of objective personality tests is that the reli-
ability of their scores can be directly and easily esti-
mated, and these reliabilities are often shown to be 
quite high. The use of the plural—reliabilities—is 
intentional because reliability is usually defined as 
the consistency or generalizability of test scores over 
some change in conditions, and those who use per-
sonality tests are usually interested in multiple con-
ditions. Consistency across the items that compose 
the scale itself is of interest, for example, because 
the items are usually thought to represent a fixed 
sampling from a much larger universe of items that 
could be used to assess the same construct. So the 
question becomes, for example, “Does the score 
from this set of dominance items generalize well 
across the universe of items that reflect dominance, 
or does it miss critical aspects of self-assertion?”

On this point, personality tests, particularly 
those developed from a relatively strong theoretical 
orientation, generally acquit themselves quite well. 
Many internal consistency coefficients are as high or 
higher than those found for the most carefully con-
structed educational achievement tests and reach 
into the low .90s (Krug, 2004). This may seem triv-
ial if the construct is a relatively narrow one and 
high internal consistency is achieved by repeating 
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the same question or very similar questions, which 
is guaranteed to generate high internal consistency. 
However, it is not trivial when the construct is rela-
tively broad, such as anxiety, and the universe of 
content is extensive.

Consistency over time, sometimes called test–
retest reliability or score stability, is also of interest 
because information collected at one point in time 
is often used to make decisions (i.e., predictions) 
at a later point in time. Here, the outcomes are 
more varied, although most well-crafted personal-
ity tests designed to measure stable constructs do 
show reasonable stability over time, sometimes 
quite long periods of time (see, e.g., R. B. Cattell, 
Cattell, & Cattell, 1993; Costa & McCrae, 1992). 
In this respect, development can be guided by the-
ory, and items designed to measure a transitory or 
state construct should be expected to show high 
immediate retest correlations but low long-term 
correlations.

Validity, the correspondence between empirical 
evidence and theoretical expectations in Messick’s 
(1989) terminology, is somewhat more complex. As 
noted earlier, an immense body of empirical evi-
dence exists for some of the personality tests in wid-
est use today: the MMPI–2, 16 Personality Factor 
Questionnaire (16PF; R. B. Cattell et al., 1993), 
NEO Personality Inventory—Revised (NEO PI–R; 
Costa & McCrae, 1992), and Hogan Personality 
Inventory (HPI; R. Hogan & Hogan, 1995). This 
research foundation, although extensive, is largely 
instrument specific. That is, the published articles 
typically investigate one of these instruments, and it 
is hard to generalize findings across instruments 
because the test scales differ.

Research has converged on the conclusion in 
recent years, however, that many of these instru-
ments, at least those designed primarily to measure 
“normal range” personality characteristics, exhibit a 
reasonable degree of content overlap that can be 
encapsulated in terms of a set of five broad dimen-
sions, which has been termed the five-factor theory 
(Digman, 1990; Wiggins, 1996). The five dimen-
sions are identified as Extraversion (or Surgency), 
Agreeableness (or Friendliness), Conscientiousness 
(or Will), Emotional Stability (or Neuroticism), and 
Intellect (or Openness to Experience or Culture).

The five-factor model has played a fundamental 
role in guiding the development of newer personal-
ity tests such as the NEO PI–3 (McRae & Costa, 
2010) and the HPI. Even instruments such as the 
16PF that were not originally developed within the 
context of the five-factor model have attempted to 
construct a linkage between their underlying per-
sonality models and the five-factor model. From a 
validity perspective, the emergence of the five-factor 
model has enabled a greater degree of generalization 
about the validity of these tests. Barrick and Mount 
(1991), for example, have shown that Conscien-
tiousness as measured by various Big Five instru-
ments showed consistent relations with multiple job 
performance criteria across a diverse set of occupa-
tional groups.

Grucza and Goldberg (2007) conducted what 
may be the only study in existence of the compara-
tive validity of various personality inventories, 
which they termed an application of a consumer-
testing framework. They examined the predictive 
power of at least seven tests, some of them the most 
widely used tests of normal-range personality (e.g., 
the NEO PI–3, 16PF, HPI, and California Psycholog-
ical Inventory [Gough & Bradley, 2002]) with 
respect to six clusters of behavioral acts about which 
respondents provided frequency information. Two 
of the clusters addressed acts generally regarded as 
undesirable (drug use, undependability), and two 
addressed desirable acts (friendship, creative 
achievement). The final two were neutral in their 
desirability (reading, writing). A sample act would 
be, for example, “started a conversation with a 
stranger,” for which the answers ranged from never 
in my life to more than 15 times in the past year. 
Although the degree of predictability across all the 
instruments was generally high, the best in the study 
(16PF) was able, on average, to predict almost 10% 
more of the criterion variance than the lowest (Tem-
perament and Character Inventory; Cloninger, Przy-
beck, Svrakic, & Wetzel, 1994).

Criticisms occasionally arise that self-report mea-
sures are of little practical use in predicting behavior 
and that observer ratings (i.e., peer ratings), which 
seem to have gained very wide acceptance in organi-
zational settings in recent years, are themselves sub-
ject to considerable distortion. Some of the reasons 
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offered in support of such assertions are that stylis-
tic factors, such as social desirability, play a greater 
role in answer selection than content factors or that 
self-report inventories are too transparent and sensi-
tive to deliberate distortion to provide valid infor-
mation. A job applicant, for example, particularly 
one who was out of work, might be hard pressed to 
be entirely self-revelatory.

Of course, all assessment, not just personality 
tests is subject to distortion (Krug & Cattell, 1971). 
Anyone involved in large-scale educational assess-
ment for any time, for example, has found the occa-
sional answer sheet on which the responses form a 
picture or some interesting pattern. Perhaps the 
concerns about the accuracy of objective personality 
tests arise simply from the fact that they are among 
the most highly researched and critically examined 
of instruments. Quality test design considers various 
important sources of variance that may influence 
responses in the selection of items, not just social 
desirability or faking-good tendencies. Then the 
items and scales are structured to maximize substan-
tive variance and minimize irrelevant factors. The 
Jackson Personality Inventory (Jackson, 1994) pro-
vides an excellent example of this approach to test 
construction.

With respect to deliberate faking, R. Hogan and 
Hogan (1995) have argued that the ability to alter 
scores on personality measures is a function of 
social competence and valuable information in itself. 
Moreover, they pointed out that the base rate for 
faking in the job application process is much lower 
than might have been thought. Perhaps this explains 
why personality testing enjoys such widespread use 
in employment settings.

There are, however, some areas in which a 
degree of caution should be taken, and always is not: 
the use of personality tests with special populations. 
For example, literacy limitations in the population 
with hearing impairment are often significant, and 
the use of tests designed for hearing populations 
may produce misleading results (Rosen, 1967). Cul-
ture represents an important contextual variable as 
well. Eyde, Robertson, and Krug (2010) reported a 
case in which the use of the MMPI–2 in English 
with Chinese nationals, who had only a working 
knowledge of the language, produced distorted 

results that could be explained on the basis of 
researched and documented cultural differences. 
The deceptive simplicity of objective personality 
tests has led, on occasion, to their being used in 
inappropriate contexts with misleading results.

AREAS OF APPLICATION

Objective personality tests have been and continue 
to be used in a variety of contexts. Clinical assess-
ment, of course, remains a major application area, 
but objective personality tests enjoy widespread use 
in industrial/organizational, forensic, and school 
contexts as well.

Clinical Assessment
It goes without saying that objective personality 
tests are widely used in clinical settings. This area is 
probably the one in which they enjoy the greatest 
use and the greatest utility, as least in the opinion  
of some.

Clinically oriented instruments such as the 
MMPI–2, the Millon Clinical Multiaxial Inventory—
III (MCMI–III; Jankowski, 2002), or the Personality 
Assessment Inventory (Morey, 2007) provide infor-
mation that is useful in diagnosing psychopathology 
and personality disorders. Clinical instruments can 
be very helpful in documenting the degree of initial 
impairment and improvement during therapy.

Instruments oriented to normal-range personality 
characteristics have, however, been widely used in clin-
ical settings as well. Beyond the information provided 
by clinical scales, information about characteristics 
such as Conscientiousness and Openness to Experi-
ence, two of the Big Five, has proven to be very helpful 
in predicting the course of therapy and structuring rea-
sonable treatment plans. Cloninger (1987), for exam-
ple, described two alcoholism syndromes whose 
personality dynamics are very different. One type is 
characterized by anxiety accompanied by feelings of 
guilt and shame, and the other type is characterized by 
antisocial personality characteristics, with impulsive 
consumption of alcohol that is often accompanied by 
fighting and subsequent arrest. Other individual- 
differences characteristics are helpful in anticipating 
who will have greater difficulty following through on a 
treatment plan and who might need more support.
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Industrial and Organizational  
Assessment
Personality testing in work settings, which was well 
established by 1970, endured a period of exile dur-
ing the 1970s and 1980s, not because of increased 
criticism of its utility or predictability but because of 
concerns about the legality of such testing in light of 
changes in federal legislation. However, since the 
1990s it has reemerged even stronger than before.

As noted earlier, the use of personality tests for 
large-scale assessment began during World War I 
and arose from the need to screen large populations 
economically and quickly. During World War II, 
Henry Murray headed a team of personality 
researchers who pioneered innovative assessment 
methods—some objective tests, some performance 
tests, some projective instruments—for assessing 
leadership characteristics, resiliency, and other char-
acteristics that industry found useful in evaluating 
potential executives and managers.

Barrick and Mount’s (1991) research showed that 
Conscientiousness, a dimension reliably assessed by 
many different personality tests, predicted multiple 
job performance criteria not only for professionals 
and managers, but also for police and those in 
skilled and semiskilled jobs. Extraversion and Open-
ness to Experience both predicted success in train-
ing across all the groups. For reasons that relate 
ultimately to efficiency and utility, personality tests 
are very widely used in organizational settings 
today. The accessibility of the Internet and the struc-
ture of objective personality tests have enabled them 
to be conveniently and widely administered at a dis-
tance, and many companies use this feature to con-
duct an initial screening of applicants, particularly 
those for sales positions and those requiring inter-
personal skills.

The connection between personality characteris-
tics and job success has also made it possible for 
personality tests to be widely used in career counsel-
ing and exploration. Although a distinction is often 
made between personality tests and career invento-
ries, the line between them is blurry (Krug, 1995), 
and it is hard to know exactly, for example, whether 
Holland’s Vocational Preference Inventory should be 
thought of as a career inventory or a personality test, 
particularly because some of the initial evidence for 

the construct validity of the Vocational Preference 
Inventory stemmed from its relationship to the 16PF 
(Holland, 1960).

Other Areas
Forensic assessment, which may be thought of as a 
specific subarea within clinical assessment although 
its practitioners see it as distinct, uses personality 
tests extensively and has experienced substantial 
growth in recent years. Membership in Division 41 
(American Psychology-Law Society) of the Ameri-
can Psychological Association increased to 2,046 in 
2006 from 1,153 in 1987 (Eyde et al., 2010). Tests 
such as the MMPI–2 have become almost standard 
in custody evaluations, for example, or when con-
ducting evaluations of culpability and responsibility.

School psychologists make use of personality 
tests in educational settings, especially to understand 
learning or adjustment problems, although this 
arena requires perhaps an even greater degree of sen-
sitivity to ethical and policy issues (Knauss, 2001).

Although it might be considered within the scope 
of clinical or industrial testing, personality testing 
enjoys widespread use in the area of law enforce-
ment selection. A survey of practice in this area 
(Super, 2006) found that more than half of the 478 
federal, state, and local law enforcement agencies 
used the MMPI–2, the Inwald Personality Inventory 
(Inwald, 2008), or the California Personality Inven-
tory (Gough & Bradley, 2002).

MAJOR INSTRUMENTS

This section provides a brief overview of some of the 
objective personality tests in widest use today: 
MMPI–2, MCMI–III, 16PF, NEO PI–3, and HPI. The 
first two are oriented principally to the realm of 
pathological personality, and the last three are ori-
ented to the realm of normal personality characteris-
tics. All have extensive research foundations, and 
several, at least, have been translated, adapted, and 
standardized in other countries.

Minnesota Multiphasic Personality 
Inventory—2
The MMPI–2 is the 1989 revision of a test that first 
appeared in 1939. As noted earlier, test construction 
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relied on the contrasted groups or empirical keying 
approach, and item selection was determined by 
each item’s ability to differentiate clinically diag-
nosed groups of adults. Most adults with normal 
reading skills finish the test in an hour or less.

The test was originally designed around a set of 
10 clinical scales. Over time, and with additional 
research contributed by many different authors, the 
number of scales vastly increased, although the clin-
ical scales probably remain the core of the test for 
most users. Identified initially by labels such as 
Hypochondriasis, Paranoia, and Psychopathic Devi-
ate, it became fairly standard over time to refer to 
the scales by number (e.g., Scale 1, Scale 6, Scale 4), 
thereby avoiding the psychiatric nomenclature of 
the 1930s and 1940s. Four validity scales, Cannot 
Say, Lie (L), Infrequency (F), and Defensiveness 
(K), became an integral part of the basic test profile.

A radical departure from the original instrument 
came with the introduction of the revised clinical 
scales (Tellegen et al., 2003), which attempted to 
reduce overlap among the original clinical scales. 
The revised clinical scales were developed after a 
careful psychometric strategy and offered as a more 
refined version of the original clinical scales. Their 
introduction, however, has not been universally 
applauded (Caldwell, 2006; Nichols, 2006). How-
ever, the authors of the revised clinical scales have 
made an impressive argument for their utility, and 
there is some reason to believe they might eventu-
ally replace the original clinical scales. To facilitate 
that process, a new version of the test, the 
MMPI–2—Revised Form (Ben-Porath & Tellegen, 
2008), can be scored only for the revised clinical 
scales, not for the original clinical scales.

The MMPI–2 is probably the most extensively 
researched personality test in the world. Thousands of 
articles have been published, a great many by inde-
pendent researchers, that examine the predictability of 
the test scales in a wide variety of settings, across cul-
tures, languages, and time. The test is not without its 
many critics, although the revisions have attempted to 
address some of the most important psychometric 
qualities of the basic scales (e.g., Tellegen et al., 2003) 
and the representativeness of the normative sample. 
Nonetheless, the test’s wide use attests to its utility 
and acceptance by a vast array of users.

Millon Clinical Multiaxial Inventory—III
As with the MMPI–2, the MCMI–III was developed 
for clinical use within a clinical population. The first 
edition appeared more than 30 years ago; the cur-
rent edition appeared in 2009. The test is shorter 
than the MMPI–2, and it generally takes 20 to  
30 minutes for the average patient to complete the 
175 questions.

Another point of departure from the MMPI–2 is 
that a theoretical model of psychopathology 
explicitly guided test development. The scales 
were intended to represent diagnostic categories 
described in the Diagnostic and Statistical Manual 
of Mental Disorders (American Psychiatric Associa-
tion, 2000). Items were initially written to corre-
spond directly to symptom descriptions. A set of 
analyses then proceeded to eliminate items that 
correlated substantially with other scales and 
retain those that showed a high degree of internal 
consistency. Finally, the items and scales were 
evaluated in terms of their ability to distinguish 
diagnostic groups. Rather than report scores in 
terms of a set of normalized standard scores, as 
most personality tests do, the MCMI–III uses base-
rate scales, which attempt to take into account the 
differing prevalence rates of the diagnostic cate-
gory associated with each scale.

Although its bibliography is not as rich as that of 
the MMPI–2, the MCMI–III has amassed in excess of 
500 research articles, a very respectable showing by 
any criterion, particularly considering that the only 
article written about many personality tests is the 
one in which they were first described.

16 Personality Factor Questionnaire
The 16PF is one of the most widely used, theory-
based instruments for assessing normal-range per-
sonality characteristics in adults. Since its first U.S. 
publication in 1949, the test has been translated into 
nearly 50 languages. The test is used worldwide to 
evaluate a set of 16 reasonably independent person-
ality characteristics that predict a wide range of 
socially significant criteria.

Raymond B. Cattell and a series of coauthors 
developed the test over many decades on the basis  
of extensive research intended to clarify the basic 
organization of human personality. Cattell was 
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interested primarily in identifying a relatively small 
set of “source traits” that could be used to explain 
variations in the much larger set of “surface” charac-
teristics observable in behavior and recorded in lan-
guage. Cattell looked to language in his search 
because he was convinced that “all aspects of human 
personality which are or have been of importance, 
interest, or utility have already become recorded  
in the substance of language” (R. B. Cattell, 1943,  
p. 478). His starting point was the work of Allport 
and Odbert (1936), who had identified about 18,000 
words in an English-language dictionary that 
described distinctive aspects of human behavior. 
When they eliminated terms that were essentially 
evaluative (e.g., adorable, evil), were metaphorical 
(e.g., alive, prolific), or described temporary states 
(e.g., rejoicing, frantic), 4,504 terms still remained. 
Cattell conducted a series of analyses on this lexicon 
to eliminate overlap among them. The first publica-
tion of the test did not occur until 1949, more than a 
decade after these studies began. Since then, the test 
has undergone several major, and more numerous 
minor, revisions. The most recent, in 1993, was the 
last Cattell completed before his death in 1998.

The primary scales of the test, which are desig-
nated by alphanumeric symbols, are as follows:  
A, Warmth; B, Reasoning; C, Emotional Stability;  
E, Dominance; F, Liveliness; G, Rule-Consciousness; 
H, Social Boldness; I, Sensitivity; L, Vigilance;  
M, Abstractedness; N, Privateness; O, Apprehension; 
Q1, Openness to Change; Q2, Self-Reliance; Q3, 
Perfectionism; and Q4, Tension. Five global factors 
(Extraversion, Anxiety, Tough-Mindedness, Inde-
pendence, and Self-Control) assess features similar 
to those defined by the five-factor model. Besides the 
primary scales and global factors, the 16PF is scored 
for approximately 100 derivative scales (e.g., Cre-
ativity, Leadership), criteria that derive from years 
of research on 16PF applications in clinical, coun-
seling, and organizational psychology. The 16PF 
also provides three response style indicators: 
Impression Management, Infrequency, and  
Acquiescence. These scales are helpful in identifying 
unusual response patterns that may affect the  
validity of the profile.

The 16PF is a challenging instrument with which 
to work. Much of Cattell’s extensive research on the 

instrument was directed toward theoretical and psy-
chometric concerns. He paid less attention to practi-
cal issues of profile analysis or clinical 
interpretation. Fortunately, other authors have 
developed a variety of interpretive resources that 
help users understand the meaning of the scales in a 
variety of contexts (H. B. Cattell, 1989; Karson, Kar-
son, & O’Dell, 1997; Krug, 1981; Lord, 1997, 1999).

The 16PF is an important instrument whose util-
ity has been enhanced by extensive research and by 
periodic updating. It is theoretically grounded in 
research on the basic structure of adult personality 
and represents a significant resource for decision 
makers in a variety of settings. Despite its age, it 
continues to attract significant research interest, 
which has, in fact, been growing. An examination  
of 3,127 research references to the test found in a 
PsycINFO search showed that more than a third had 
been published in the past 5 years.

NEO Personality Inventory—3
The NEO Personality Inventory, most recently 
revised in 2010 (the NEO PI–3; McCrae & Costa, 
2010), was specifically developed to assess the five-
factor model. NEO derives from Neuroticism, Extra-
version, and Openness, for which established facet 
scales existed when the test first appeared (Costa & 
McCrae, 1985). The 1992 revision (NEO PI–R; 
Costa & McCrae, 1992) added facet scales for 
Agreeableness and Conscientiousness, which were 
assessed only globally in the first edition.

Two versions of the test exist, one for self-report 
(Form S) and another for external ratings (Form R). 
This feature is interesting and unusual among per-
sonality tests, which do not typically provide a par-
allel instrument for collecting information from 
outside raters. The test intentionally does not incor-
porate validity scales per se because the authors 
believe they may actually detract from the validity of 
the instrument (McCrae et al., 1989). However, 
Costa and McCrae (1992) presented a series of indi-
cators derived from the performance of a large vol-
unteer sample that provide a check on some 
common response styles. In addition, the last three 
questions of the test ask the test taker directly 
whether he or she has honestly and accurately 
answered all of the questions and entered the 
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responses correctly. Except, perhaps, for those pro-
vided by the out-of-work job applicant or psycho-
path, answers to these questions may be as 
informative as scores on more sophisticated validity 
scales.

In the 20 years or so since it was first published, 
an extensive library of research findings has been 
published (Costa & McCrae, 2003). In addition, 
given the ubiquity of the five-factor model in con-
temporary personality research, the NEO PI–R is 
well poised to benefit from the accumulation of find-
ings generated by interest in the model itself.

Hogan Personality Inventory
The HPI was designed primarily for use in personnel 
selection, employee development, and career-related 
decision making. It assesses characteristics that aid 
in understanding how people get along with others 
and how they achieve educational and career goals. 
The entire test can be completed in 15 to 20 minutes 
and requires about a fourth-grade reading level.

R. Hogan and Hogan (1995) relied explicitly on 
the five-factor model in the test development pro-
cess but adjusted the final form to the structure sug-
gested by their own analyses. HPI development 
relied extensively on samples of employed adults, 
whereas most other tests have made heavy use of 
college student respondents. Although personality 
test developers over the past half-century or more 
have operated on the assumption that the two popu-
lations are interchangeable, there probably are some 
differences, and the HPI benefits from actually hav-
ing been developed on the population with which it 
is intended to be used.

The test manual (R. Hogan & Hogan, 1995) pro-
vides an interesting summary of validity data that 
relates HPI scales to peer descriptions and to various 
aspects of organizational behavior. The former is 
important to the validity of the test because a pri-
mary goal of the authors was to create an instrument 
that predicted how others would describe a test 
taker. The latter is refreshing because personality 
tests are regularly applied, often uncritically, to pre-
dict job performance that sounds like the name of a 
test scale (i.e., employee theft from Integrity, pro-
motion potential from Ambition). It often works, 
but it is nevertheless comforting to see that the test 

authors can provide documentation, not simply 
assertions. Meta-analyses of HPI validity data are 
available in the professional literature (J. Hogan & 
Holland, 2003).

The HPI is a relative newcomer compared with 
tests such as the MMPI–2 or the 16PF. However, 
since its introduction at the 1982 Nebraska Sympo-
sium, its use has expanded rapidly. The carefully 
developed validity data that have accumulated so far 
would seem to predict even wider use for it in years 
to come.

ETHICAL ISSUES IN THE USE OF 
OBJECTIVE PERSONALITY TESTS

The deceptive simplicity of objective personality 
tests presents some ethical concerns. Two in partic-
ular are the level of training required of test users 
and the range of application for a single instrument.

Because objective personality tests are usually 
very straightforward to administer and score, the 
task can be, and too often is, handed off to someone 
who has little familiarity with testing at all. Eyde  
et al. (2010) reported a case in which personality 
testing for a college scholarship was handled by the 
school’s nursing staff after a brief orientation pro-
vided by a psychologist, who also furnished the staff 
with a set of decision rules to apply to MMPI–2 
results in determining an accept–reject decision. In 
this case, ease of administration and scoring led to a 
belief that interpretation was easy, too. Without 
proper training, however, test users may reach 
unsupportable conclusions and incorrect decisions.

Because objective tests can usually be completed 
with little or no interaction required between the 
test taker and the administrator, situations exist in 
which test takers are given the materials to take 
home and return at the next visit. In hiring situa-
tions, the ease with which objective personality tests 
can be presented online tempts those in charge to 
have candidates complete the tests before they 
appear for an interview. In either case, the accuracy 
of the results should be in considerable doubt.

Although it may not take a rocket scientist to 
administer or score the test, it does take a reasonable 
level of scientific knowledge to reach valid conclu-
sions on the basis of test results. In the final analysis, 
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many criticisms of objective tests may be directed 
not toward the intrinsic features of those tests but 
toward misuses of test results by inadequately quali-
fied users.

A second concern is that the ease-of-use feature 
of objective personality tests might encourage users 
to implement them in settings or for purposes for 
which they were never intended. Just because a test 
can be used in a situation does not mean that it 
should be. The MMPI–2 was originally designed to 
provide diagnostic information primarily within a 
clinical population. It has become very widely used, 
however, for purposes the authors probably never 
envisioned. The 16PF, though, is not well suited to 
assess major affective and cognitive disturbances. 
Experienced interpreters of the profile have identi-
fied certain score patterns suggestive of depression 
(Karson et al., 1997) and argued for its clinical 
interpretation, but diagnosis from the 16PF scales 
alone is usually difficult or impossible for the vast 
majority of those who work with the test.

In each situation in which objective personality 
tests are used, a conscious, deliberate evaluation 
should be made of its appropriateness. If it seems a 
stretch of purpose, it probably is, and the applica-
tion should be rethought.

CURRENT DEVELOPMENTS IN 
PERSONALITY ASSESSMENT

Recent developments in measurement theory and 
computerization have had an impact on the way in 
which personality tests are developed and used. 
Efforts have also been directed toward the develop-
ment of nonproprietary item pools, which can be 
used to assess a variety of important personality 
characteristics that were previously only measurable 
through proprietary instruments.

Developments in Measurement Models
Most personality assessment instruments in wide 
use were developed within the context of classical 
test theory. This was also true, of course, for cogni-
tive assessment, but in the course of the past several 
decades, cognitive assessment has energetically 
embraced an alternative set of models, which are  
collectively referred to as item response theory 

(IRT). Whereas classical test theory can be thought 
of as a theory of test performance, IRT can be 
thought of as a theory of item performance. More 
specifically, IRT explains an individual’s response to 
a test item in terms of the person’s trait or profi-
ciency level interacting with various characteristics 
of items, such as difficulty and discrimination. Mul-
tiple formulations of this relationship exist. One of 
the most commonly encountered is
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In the cognitive domain in which IRT models 
have been most extensively applied, Pj(θi) represents 
the probability of a correct response, aj represents the 
item discrimination, bj the item difficulty, and cj the 
probability of a correct response by a very low- 
scoring individual, sometimes called the pseudo-
guessing parameter. D is a scaling factor that brings 
the interpretation of the logistic model parameters 
in line with those of the normal ogive model. When 
IRT models are extended to personality scales, some 
shift in terminology is required because personality 
scales do not have correct answers, and examinees 
do not usually guess the answer. Instead, it is proba-
bly reasonable to interpret Pj(θi) as the probability of 
endorsement, b as the location of the item on the 
underlying dimension (i.e., does the item represent 
a relatively higher or lower trait level?), and c as the 
probability of endorsement by an individual who 
scores very low on the dimension. Simplifying 
assumptions about the nature of the test items 
makes it possible to eliminate certain parameters, 
thus simplifying the model, and terms have been 
added to handle items that have more than one sin-
gle answer (i.e., Likert-type response formats), 
which are very common in personality assessment, 
rather than a dichotomous, yes–no response format 
(e.g., Bock, 1972; Muraki, 1992).

Research has begun to accumulate evidence for 
the utility of IRT models in personality assessment 
(Reise & Henson, 2003). One of the advantages of 
using IRT models is that item parameter values are 
independent of the samples used to estimate them 
when the assumptions of the model are met. If a 
pool of items is calibrated to a common standard, 
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then different sets of items derived from the pool 
(i.e., test forms) will produce a score on the com-
mon scale without the need to conduct separate  
normative studies for each test form. This feature—
which is highly desirable in applications such as  
credentialing, in which test forms must be changed 
continuously and often frequently to avoid overex-
posure of specific item content—may be less  
valuable in personality assessment, in which test 
forms tend to remain stable for years or decades 
without any noticeable deterioration in the useful-
ness of the test. However, personality testing has 
usually ignored the issue of item exposure. The 
same set of items is often administered repeatedly to 
evaluate change, for example, without considering 
the impact of memory for specific item content on 
the score.

Perhaps a more valuable feature is that IRT 
allows items to be selected for administration that 
provide the highest degree of precision in targeted 
regions of the trait distribution. That is, IRT allows 
users to focus the instrument’s bandwidth at a par-
ticular point on the scale. This means, for example, 
that items to measure improvement within a hospi-
talized population might be selected that represent 
relatively higher levels of the underlying dimension. 
Traditional, fixed-level personality tests usually 
include a quasi-normal distribution of item locations 
to be useful with the widest possible population of 
test takers.

Computerization of Personality 
Assessment
Personality assessment recognized the advantages of 
computer use early. Within a decade after electronic 
computers first became available for general use, and 
long before the advent of personal computers, the 
first computer interpretive reports of personality tests 
appeared. The MMPI report developed at the Mayo 
clinic (Swenson, Rome, Pearson, & Brannick, 1965) 
in 1962 may have been the first, but it was certainly 
not the last. In the next quarter century, hundreds of 
computer-based test interpretation systems followed 
(Butcher, Perry, & Atlis, 2000; Krug, 1993).

These systems often began simply as scoring 
aids, automating the process of aggregating item 
responses to form scales. They soon, however, began 

to address the issue of profile interpretation as well. 
For some extensively researched tests such as the 
MMPI–2 there were vast libraries of interpretive 
hypotheses about individual scale elevations and 
configural patterns that were difficult for unassisted 
human interpreters to keep in mind. In this case, the 
computer supplemented human memory and 
allowed systems to generate reports with a richer set 
of interpretive possibilities than might otherwise 
have been possible, at least in the computer-based 
interpretation time frame.

One of the more interesting recent developments 
in the area of computer applications to personality 
assessment is the Patient-Reported Outcomes  
Measurement Information System (PROMIS), a col-
laborative project funded by the National Institutes 
of Health to create a set of nonproprietary, IRT- 
calibrated item pools for assessing physical and men-
tal health outcomes from the patient’s perspective. 
PROMIS also offers a computer-adaptive testing sys-
tem to facilitate administration of the item pools 
through the Internet (Cella et al., 2007, 2010). 
Because the focus is on health status assessment, the 
item pools are necessarily oriented toward constructs 
related to mental and social health (e.g., anxiety, 
depression, anger, social isolation). The availability 
of a tool for online testing may represent a significant 
enhancement in personality research in particular.

The International Personality Item Project (Gold-
berg et al., 2006) is another development that has 
significant potential for shaping the future of per-
sonality assessment. The International Personality 
Item Project began from the perspective that, 
although most narrow-bandwidth personality inven-
tories are in the public domain and can be freely 
used and researched by scientists around the world, 
broad-bandwidth inventories are proprietary. 
Although the constructs they measure are of poten-
tially greater interest to personality researchers,  
others cannot freely and easily use these items 
(Goldberg, 1999). Public domain item sets have 
been developed for most of the major multidimen-
sional personality inventories (e.g., NEO PI, 16PF, 
HPI) as well as scales to measure the Big Five and 
constructs such as emotional intelligence. 
Although scales exist for depression, anxiety,  
and dissociation, scales for the clinical realm are  
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relatively less represented in the bank of 2,413 
items, which may represent only a current limita-
tion of the International Personality Item Project 
because many of the items (e.g., “Can get anxious, 
depressed, or irritable for no reason,” “Believe that 
people are essentially evil,” “Believe that I have a 
serious disease,” “Begin to panic when there is dan-
ger”) cover the same kinds of content represented in 
inventories such as the MMPI–2 and other multi-
purpose clinical inventories.

Issues relating to cross-cultural aspects of per-
sonality testing are likely to become only more prev-
alent in the future. The population of the United 
States has become increasingly diverse, and as it 
does, the need for instruments or adaptations of 
instruments that correctly represent the underlying 
constructs across language and cultural differences 
becomes more urgent. Many of the major personal-
ity instruments have already addressed the language 
issue. Translations and adaptations exist in many 
languages for the 16PF, the MMPI–2, and other 
well-researched instruments, and portions of the 
International Personality Item Project item pool 
have been translated into several dozen languages.

Such translations are an important first step in 
ensuring that the instruments are appropriate for 
use with cultural minority populations, including 
those in the United States. As illustrated in Eyde  
et al.’s (2010) case study regarding the use of the 
MMPI in translation, translation is not the final step 
in the process of ensuring culturally neutral instru-
ments. Differences may extend to norms, adminis-
tration procedures, and other elements of the testing 
process (Geisinger, 1994, 1998). As the population 
of potential personality test takers becomes increas-
ingly diverse, the need for better instruments and 
the research to document their utility will only 
increase.

CONCLUSION

Objective personality tests provide useful informa-
tion that contributes to the effectiveness of decisions 
about people. Existing instruments incorporate 
extensive research bases that address a wide variety 
of relevant issues. Newer instruments, revisions of 
well-established instruments, and newer approaches 

to personality assessment itself represent increas-
ingly sophisticated products of psychometric 
knowledge.
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Suzanne Lane

Performance assessments are considered by policymak-
ers and educators to be valuable tools for educational 
reform (Linn, 1993; Resnick & Resnick, 1992). Perfor-
mance assessments that measure students’ thinking 
and reasoning skills and their ability to apply knowl-
edge to solve meaningful problems will help shape 
sound instructional practices by modeling to teachers 
what is important to teach and to students what is 
important to learn (Lane, 2010). They serve as exem-
plars that stimulate and enrich learning rather than just 
serve as indicators of learning (Bennett & Gitomer, 
2009); they are contextualized, linking school activities 
to real-world experiences (Darling-Hammond, Ancess, 
& Falk, 1995); and they can include opportunities for 
self-reflection and collaboration as well as student 
choice, such as choosing a particular topic for a writing 
assessment (Baker, O’Neil, & Linn, 1993). Perfor-
mance assessments attempt to “emulate the context or 
conditions in which the intended knowledge or skills 
are actually applied” (American Educational Research 
Association [AERA], American Psychological Associa-
tion [APA], & National Council on Medical Education 
[NCME], 1999, p. 137). They may range from asking 
students to provide a rationale for their mathematics 
problem to conducting a scientific investigation. This 
chapter focuses on the status and uses, design and scor-
ing, and validity of performance assessments.

STATUS AND USES OF PERFORMANCE 
ASSESSMENTS

Unfortunately, the use of performance assessments in 
large-scale assessment systems declined with the 

requirements of the No Child Left Behind Act of 2001 
(U.S. Department of Education, 2005). With the 
advent of the Common Core State Standards initiative 
(Council of Chief State School Officers & National 
Governors Association, 2010) and the U.S. Depart-
ment of Education Race to the Top initiative (U.S. 
Department of Education, 2009), there is a renewed 
interest in using performance assessments in state 
assessment systems that are grounded in academic 
standards that reflect 21st-century skills. The Com-
mon Core State Standards represent a set of expecta-
tions for knowledge and skills that students need to 
be prepared for success in college and careers when 
they graduate from high school. The Common Core 
State Standards emphasize students’ ability to reason, 
synthesize information from various sources, think 
critically, and solve challenging problems. Most states 
have adopted the Common Core State Standards and 
have competed for federal funding from the U.S. 
Department of Education’s (2009) Race to the Top 
initiative. A major goal of the Common Core State 
Standards and the Race to the Top initiative is to help 
ensure that academic standards are set high for all 
students. To be awarded federal funding, states need 
to show how their assessment system will measure 
“standards against which student achievement has 
traditionally been difficult to measure” and include 
“items that will be varied and elicit complex student 
demonstrations or applications of knowledge and 
skills” (U.S. Department of Education, 2010, p. 8).

In response to these initiatives, the proposed  
Balanced Assessment System calls for periodic 
through-course performance tasks and an end-of-year 
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reference exam that are used for summative, forma-
tive, accountability purposes (Darling-Hammond & 
Pecheone, 2010). The performance tasks are to be 
curriculum embedded (e.g., exhibitions, product 
developments), standardized, and administered and 
scored by teachers. The end-of-year reference exams 
are intended to include various item formats (e.g., 
selected response, short and extended answer, com-
plex electronic items), be computer adaptive, be 
scaled vertically across a range of learning progres-
sions, and use both computer-automated scoring and 
moderated human scoring. Although several design 
and psychometric issues need to be addressed for this 
new generation of assessment systems, we need to 
embrace this opportunity so as to ensure that assess-
ments not only include performance tasks that assess 
complex thinking skills but are also positioned to 
inform and enhance both teaching and student 
learning.

Performance assessments can be used for forma-
tive assessments, interim assessments, and summa-
tive assessments. Formative assessments are 
embedded within curriculum and instruction to pro-
mote student learning and are used by teachers to 
diagnose where students are in their learning, iden-
tify gaps in student understanding, and promote stu-
dent learning. Interim or periodic assessments are 
administered by the school or district several times a 
year, the results can be meaningfully aggregated to 
the school or district level (Perie, Marion, & Gong, 
2009), and they can inform decisions not only at the 
student level, but also at the class, school, and dis-
trict levels. Some of their purposes include predicting 
student scores on large-scale assessments, evaluating 
an educational program, diagnosing gaps in student 
learning, or providing information for an account-
ability program. Summative assessments can be used 
at the end of the school year or term to assess student 
performance against content standards. As an exam-
ple, state summative assessments are used as part of 
an accountability program to inform policy.

DESIGN AND SCORING OF  
PERFORMANCE ASSESSMENTS

The design of performance assessments begins  
with the delineation of the conceptual framework, 

including a description of the purpose of the assess-
ment, the concept to be assessed, and the intended 
inferences to be drawn from the assessment results 
(Lane & Stone, 2006). With regard to the type of 
inferences, one may want to generalize to the larger 
construct domain of interest or provide evidence of 
a particular accomplishment or performance. The 
former approach entails sampling tasks from the 
entire targeted domain to ensure content representa-
tiveness, and the latter approach entails specifying a 
performance task that allows for the demonstration 
of a broader ability or performance such as a high 
school project.

The extent to which the design of a performance 
assessment considers theories of student learning 
will affect the validity of score inferences. Therefore, 
the conceptual framework for an assessment needs 
to clearly articulate the cognitive demands of the 
task, problem-solving skills that can be used, and 
criteria to judge performance.

Assessment Design
Well-designed test specifications are more important 
for performance assessments than for multiple-
choice tests because there are fewer performance 
tasks, and each is typically designed to measure, in 
part, something that is unique (Haertel & Linn, 
1996). Test specifications delineate the content, cog-
nitive processes, and statistical characteristics of the 
assessment tasks. The test specifications, purpose of 
the assessment, population of potential examinees, 
and the intended score interpretations guide the 
design of the assessment tasks.

The deeper the understanding is of how students 
acquire and structure knowledge and cognitive skills 
and of how they perform cognitive tasks, the better 
we are at assessing students’ cognitive thinking and 
reasoning skills and obtaining information that will 
lead to improved learning. Cognitive theories of 
learning are needed to design assessments that can 
be used in meaningful ways to guide instruction and 
monitor student learning. A systematic approach  
to designing assessments that reflects theories of 
cognition and learning is evidence-centered design 
(Mislevy, Steinberg, & Almond, 2003), in which 
evidence observed in student performances on  
complex problem-solving tasks that have clearly 
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articulated cognitive demands is used to make infer-
ences about student achievement and learning.

Performance assessment design should consider 
the degree of structure for the problem posed and 
the response expected. Baxter and Glaser (1998) 
characterized performance assessments along two 
continuums with respect to their task demands. 
One continuum reflects the task demand for cogni-
tive processes ranging from open to constrained, 
and the other continuum represents the task 
demand for content knowledge ranging from rich 
to lean. If a performance task allows for opportuni-
ties for students to develop their own strategies and 
procedures, it is considered process open. If it 
requires substantial content knowledge for success-
ful performance, it is considered content rich. By 
crossing these two continuums, four quadrants are 
formed so that tasks can be designed to fit one or 
more of these quadrants, which can result in clearly 
articulated cognitive and content targets for task 
design and for evaluation of tasks in terms of their 
alignment with these targets (Baxter & Glazer, 
1998). The two continuums could allow for more 
than four quadrants to allow for examination of 
students’ progression in understanding within a 
content domain.

Templates for task design. A task template can 
guide the design of tasks that assess the same cogni-
tive skills, and a scoring rubric can then be designed 
for the family of tasks generated by a particular 
template. The use of templates can ensure that the 
intended cognitive skills are assessed and can thus 
improve the generalizability of score inferences. As 
Baker (2007) has suggested, cognitive task demands 
can be represented by families of tasks or templates 
such as reasoning, problem solving, and knowledge 
representation tasks. For example, an explanation 
task template requires students to read one or more 
texts, requiring some prior knowledge of the subject 
for students to understand the text and to evaluate 
and explain important issues and concepts addressed 
in the text (Niemi, Baker, & Sylvester, 2007).

Computer-based simulation task design. 
Computer-based simulation tasks allow for the 
assessment of complex reasoning and problem- 
solving skills that cannot be measured using more 

traditional assessment formats. They can assess stu-
dents’ skills in formulating, testing, and evaluating 
hypotheses; selecting appropriate solution strate-
gies; and if necessary adapting strategies on the 
basis of the degree of success to solution. Students’ 
strategies, as well as their products, can be cap-
tured, which can be valuable in monitoring the 
progression of student learning and guiding instruc-
tion (Bennett, Persky, Weiss, & Jenkins, 2007). 
Automated scoring procedures for evaluating stu-
dent performances on computer-based simulation 
tasks allow for timely feedback and address the cost 
and demands of human scoring.

As is the case with all assessments, computer-
based tasks have the potential to measure factors 
that are irrelevant to the target assessment con-
struct, and therefore the validity of the score inter-
pretations may be jeopardized. Examinee familiarity 
and practice with the computer interface is impor-
tant. It is also essential to ensure that that the range 
of cognitive skills and knowledge assessed by the 
computer-based tasks are not narrowed to those that 
are easily assessed using computer technology and 
that the automated scoring procedures reflect 
important features of student achievement so that 
the generated scores allow for accurate interpreta-
tions (Bennett & Gitomer, 2006). The use of task 
templates can help ensure that the breadth of the 
domain is assessed and the scoring rubrics embody 
the important cognitive demands.

Use of learning progressions in assessment design. 
Assessment design can be guided by learning pro-
gressions that indicate what it means to acquire 
more expert understanding within subject domains. 
Learning progressions are based on models of cog-
nition and learning, but for many subject domains 
cognitive models of how competency develops have 
not been fully developed (Wilson & Bertenthal, 
2005). The specification of learning progressions 
may therefore be supplemented by what expert 
teachers know about student learning. Learning 
progressions based on cognitive models of student 
achievement can inform the design of assessments 
that will elicit evidence to support inferences about 
student performance at different points along the 
learning progression (Wilson & Bertenthal, 2005). 
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Carefully crafted performance assessments are capa-
ble of capturing student understanding along these 
learning progressions.

Design of Scoring Rubrics
Similar to the design of performance tasks, the 
design of scoring rubrics is an iterative process and 
involves coordination across grades (Lane & Stone, 
2006). Scoring rubrics may not be unique to a spe-
cific task or generic to the entire construct domain, 
but they may be reflective of a family of tasks or a 
particular task template, or the assessment may have 
a generic scoring rubric as well as task-specific 
rubrics that are aligned with and reflect important 
features of the generic rubric (Lane & Stone, 2006). 
In designing scoring rubrics, many factors need to 
be considered, including the criteria for judging the 
quality of performances, the choice of a scoring pro-
cedure such as an analytic or holistic method, ways 
for developing criteria, and whether trained raters or 
computer-automated scoring procedures will be 
used (Clauser, 2000).

Specifying scoring criteria. When specifying the 
criteria for judging student performances, several 
factors need to be considered, including the cogni-
tive demands of the performance tasks, the degree 
of structure or openness intended in the response, 
the examinee population, the purpose of the assess-
ment, and the intended score interpretations (Lane 
& Stone, 2006). The knowledge and skills reflected 
at each score level should differ distinctly from 
those at other score levels; thus, the number of score 
levels used depends on the extent to which the cri-
teria across the score levels can reliably differentiate 
student performances. Learning progressions can 
also be reflected in the criteria so as to identify what 
skills and knowledge students have acquired and to 
monitor their progression.

Scoring procedures. Typically, either a holistic 
or an analytic approach is adopted for scoring. For 
holistic scoring, raters make a single, holistic judg-
ment regarding the quality of the response and 
assign one score on the basis of the scoring crite-
ria at each score level and benchmark papers that 
are anchored at each score level. Analytic scoring 
requires that the rater evaluate the response according 

to several dimensions, a score is provided for each of 
the dimensions, and the scores can then be summed 
to arrive at a total score. For analytic scoring rubrics, 
criteria are identified at each score level for each of 
the dimensions of interest, such as mechanics, voice 
and focus, and organization in a writing assessment.

Human scoring. Student responses to perfor-
mance assessments are evaluated by human scorers 
or automated scoring procedures that have been 
informed by human scoring. An overview of the 
training procedures and methods for human scorers, 
the design of rating sessions that may involve raters 
spending several days together, and the procedures 
for online rating of student work is provided in Lane 
and Stone (2006). A major consideration in human 
scoring is rater variability or inconsistency. Raters 
may differ in the extent to which they implement the 
scoring rubric; the way in which they interpret the 
scoring criteria; the extent to which they are severe 
or lenient in scoring student performances; their 
understanding and use of scoring categories; and 
their consistency in rating across examinees, scoring 
criteria, and tasks (Eckes, 2008). As a result of rater 
inconsistencies, the construct representation of the 
assessment can be jeopardized by raters’ interpreta-
tion and implementation of the scoring rubric and 
by features specific to the training session. Carefully 
designed scoring rubrics and training procedures can 
help alleviate errors in human scoring (Lane, 2010).

Automated scoring systems. Computer-based per-
formance assessments, such as computer-delivered 
writing assessments and computer-based simulation 
tasks, are typically scored by automated scoring 
systems that have been informed by human scoring. 
Automated scoring procedures have several attrac-
tive features: (a) They are consistent in their appli-
cation of the scoring rubric, (b) they explicitly allow 
for the test designer to control what features are 
attended to in scoring student responses, (c) they 
allow for the collection and recording of multiple 
features of student performance, and (d) they allow 
for scores to be generated and reported in a timely 
manner (Powers, Burstein, Chodorow, Fowles, & 
Kukich, 2002; Williamson, Behar, & Mislevy, 2006).

Validation studies for automated scoring  
systems can provide evidence for appropriate score 
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interpretations and uses. The three categories of val-
idation approaches for automated scoring systems 
are (a) approaches focusing on the consistency 
among scores given by different scorers (human and 
computer), (b) approaches focusing on the relation-
ship between test scores and external measures of 
the construct being assessed, and (c) approaches 
focusing on the scoring process (Yang, Buchendahl, 
Juszkiewicz, & Bhola, 2002). Studies have focused 
on the first category, on the relationship between 
human- and computer-generated scores, typically 
indicating that the relationship between human 
scores and computer-generated scores is very similar 
to the relationship between the scores produced by 
two humans. Validation studies that focus on the 
latter two categories are scarce. Moreover, both  
construct-irrelevant variance and construct under-
representation may affect the validity of scores gen-
erated by automated scoring systems in that the 
systems may be influenced by irrelevant features of 
students’ responses and assign a higher or lower 
score than deserved or the systems may not fully 
represent the construct being assessed, which can 
affect score interpretations (Powers et al., 2002).

VALIDITY OF PERFORMANCE 
ASSESSMENTS

In the evaluation of performance assessments, evi-
dence to support the validity of the score inferences 
is at the forefront. Validity pertains to the meaning-
fulness, appropriateness, and usefulness of test 
scores (AERA et al., 1999; Kane, 2006; Messick, 
1989). Assessment validation requires the specifica-
tion of the purposes and uses of the assessment, the 
design of an assessment that fits the intended pur-
poses, and the collection of evidence to support the 
proposed uses of the assessment and the intended 
score inferences.

Two sources of potential threat to the validity of 
score inferences are construct underrepresentation 
and construct-irrelevant variance (Messick, 1989). 
Construct underrepresentation occurs when an 
assessment does not fully capture the targeted con-
struct, resulting in score inferences that may not  
be generalizable to the larger domain of interest. 
Construct-irrelevant variance occurs when one or 

more irrelevant constructs is being assessed along 
with the intended construct. Sources of construct-
irrelevant variance for performance assessments may 
include task wording, task context, response mode, 
and raters’ attention to irrelevant features of responses. 
As an example, if a science performance assessment 
requires a high level of reading ability and students 
who have very similar science proficiency perform 
differently because of differences in their reading 
ability, the assessment is in part measuring a con-
struct that is not the assessment target—reading 
proficiency. Students’ writing ability could be a 
source of construct-irrelevant variance for tasks that 
require students to explain their reasoning on math-
ematics and science assessments. These examples 
illustrate that construct-irrelevant variance may hin-
der the performance of subgroups of examinees 
such as English language learners and is therefore 
inherently related to the fairness of assessments for 
subgroups of examinees (see the Fairness of Assess-
ments section). Construct-irrelevant variance may 
also occur when raters score student responses to 
performance tasks according to features that do not 
reflect the scoring criteria and are irrelevant to the 
construct being assessed (Messick, 1994). This vari-
ance can be addressed by clearly articulated scoring 
rubrics and effective training of the raters.

Validity criteria that have been suggested for 
examining the quality of performance assessments 
include content representation, cognitive complex-
ity, meaningfulness, generalizability, fairness, and 
consequences (Linn, Baker, & Dunbar, 1991; Mes-
sick, 1994). These criteria are closely aligned to the 
sources of validity evidence specified in the Stan-
dards for Educational and Psychological Measurement 
(AERA et al., 1999).

Evaluating Content Representation
The alignment between the content of the assess-
ment and the construct it is intended to measure 
provides validity evidence of score inferences (AERA 
et al., 1999). Test content refers to the skills, knowl-
edge, and processes that are intended to be assessed 
by tasks as well as to the task formats and scoring 
procedures. Although performance tasks may be 
assessing student understanding of concepts at a 
deeper level, the content of the domain may not be 
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well represented by a relatively small subset of per-
formance tasks. Thus, it is important to make sure 
that the ability to generalize from a student’s score 
on a performance assessment to the broader domain 
of interest is not limited by having too few tasks. 
One method to address lack of generalizability is to 
include other item formats that can appropriately 
assess certain skills and to use performance tasks to 
assess complex thinking skills that cannot be 
assessed by the other item formats.

The coherency among the assessment tasks, scor-
ing rubrics and procedures, and target domain is 
another aspect of validity evidence for score inter-
pretations. It is important to ensure that the cogni-
tive skills and content of the target domain are 
systematically represented in the tasks and scoring 
procedures. The method used to transform perfor-
mance into a score also provides evidence for the 
validity of the score interpretation.

Evaluating Cognitive Complexity
An attractive aspect of performance assessments is 
that they can be designed to assess complex think-
ing and reasoning skills that cannot be easily mea-
sured by other assessment formats, but as Linn et al. 
(1991) have cautioned, one should not assume that 
a performance assessment measures complex think-
ing skills. Evidence is needed to examine the extent 
to which tasks and scoring rubrics capture the 
intended cognitive skills. The use of cognitive theo-
ries of student learning in the design of performance 
assessments will enhance the validity of score inter-
pretations. Several methods have been used to 
examine whether tasks are assessing the intended 
cognitive skills and processes (Messick, 1989), 
including protocol analysis, analysis of reasons, and 
analysis of errors. Students are asked to think aloud 
as they solve a problem or describe retrospectively 
how they solved the problem in protocol analysis.  
In the analysis-of-reasons method, students are 
asked to provide rationales for their responses to the 
tasks. The analysis-of-errors method requires an 
analysis of the procedures, concepts, or representa-
tions of the problems so as to make inferences  
about students’ misconceptions in their thinking. 
For example, in the design of a science performance 
assessment, Shavelson and Ruiz-Primo (1998) used 

protocol analysis to compare expert and novice rea-
soning on the tasks. The protocol analysis results 
confirmed several of their hypotheses regarding the 
different reasoning skills that the tasks were 
intended to elicit, illuminated the complexity of 
experts’ reasoning compared with that of novices, 
and informed the design of tasks and interpretation 
of scores.

Evaluating Meaningfulness and 
Transparency
An important validity criterion for performance 
assessments is their meaningfulness (Linn et al., 
1991), which refers to the extent to which students, 
teachers, and other interested stakeholders find 
value in the tasks. A related criterion is transparency—
students and teachers know what is being assessed, 
by what methods, the criteria used to evaluate per-
formance, and what is successful performance 
(Frederiksen & Collins, 1989). It is important to 
ensure that all students are familiar with the format 
of tasks and the scoring criteria. As part of instruc-
tion, teachers can use performance tasks with their 
students and engage them in discussions about what 
the tasks are assessing and the nature of the criteria 
used for evaluating student work. Students can use 
scoring rubrics to evaluate their own work and that 
of their peers.

Evaluating the Generalizability  
of Score Inferences
A potential threat to the validity of score interpreta-
tions is the extent to which the scores from the per-
formance assessments can be generalized to the 
broader construct domain (Linn et al., 1991). Gen-
eralizability theory provides both a conceptual and a 
statistical framework to examine the extent to which 
scores derived from an assessment can be general-
ized to the domain of interest (Brennan, 2001). Fur-
thermore, generalizability theory can inform the 
design of an assessment system so as to ensure the 
validity of score inferences. For example, it can pro-
vide information on the number of items, raters, and 
occasions that are needed to maximize generalizabil-
ity of scores for absolute or relative decisions, or 
both. It is particularly relevant in evaluating perfor-
mance assessments because it examines multiple 
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sources of error that can limit the generalizability of 
scores, such as error resulting from tasks, raters, and 
occasions. Error resulting from tasks occurs because 
only a few tasks are typically included in a perfor-
mance assessment. Students’ individual reactions to 
specific items tend to average out on multiple-choice 
tests because of the relatively large number of items, 
but such individual reactions to items have a greater 
impact on scores on performance assessments con-
sisting of fewer items (Haertel & Linn, 1996). It is 
important to consider the sampling of tasks, and by 
increasing the number of tasks on an assessment, 
the validity and generalizability of assessment 
results can be enhanced. The use of multiple item 
formats, including performance tasks, can improve 
the generalizability of the score inferences.

Error resulting from raters can also affect the 
generalizability of scores in that raters may differ in 
their evaluation of the quality of students’ responses 
to a particular performance task and across perfor-
mance tasks. Raters can differ in their stringency, 
resulting in rater mean differences, and they can dif-
fer in their judgments about whether one student’s 
response is better than another student’s response, 
resulting in an interaction between the student and 
rater facets (Lane, Liu, Ankenmann, & Stone, 1996; 
Shavelson, Baxter, & Gao, 1993). Occasion is an 
important hidden source of error because perfor-
mance assessments are typically only given on one 
occasion, and occasion is generally not considered 
in generalizability studies (Cronbach, Linn, Bren-
nan, & Haertel, 1997).

Generalizability studies have shown that error 
resulting from raters for hands-on science perfor-
mance tasks (e.g., Shavelson et al., 1993) and for 
mathematics performance tasks (Lane et al., 1996) 
tends to be smaller than that for writing assess-
ments. To help obtain consistency among raters, 
attention is needed in the design of scoring rubrics, 
selection and training of raters, and evaluation of 
rater performance before and throughout opera-
tional scoring of student responses (Lane & Stone, 
2006). Researchers have shown that task-sampling 
variability in students’ scores is a greater source of 
measurement error in science, mathematics, and 
writing performance assessments than rater-sampling 
variability; therefore, increasing the number of tasks 

has a greater effect on the generalizability of the 
scores than increasing the number of raters (Lane  
et al., 1996; Shavelson et al., 1993).

Lane et al. (1996) showed that task-sampling 
variability was the major source of measurement 
error on a mathematics performance assessment that 
required students to show their solution processes 
and explain their reasoning. The results indicated 
that error resulting from raters was negligible, 
whereas error resulting from tasks was more sub-
stantial, indicating differential student performance 
across tasks. Generalizability studies (Lane et al., 
1996; Shavelson et al., 1993, 1999) indicated that 
between 42% and 62% of the total score variation 
was accounted for by the Person × Task variance 
component, indicating that people were responding 
differently across tasks because of task specificity. 
The variances resulting from the rater effect, the 
Person × Rater interaction, and the Rater × Task 
interaction were negligible. When the number of 
tasks was equal to 9, the generalizability coefficients 
for student scores ranged from .71 to .84. The coeffi-
cients for absolute decisions for school-level scores 
ranged from .80 to .97 when the number of tasks 
was equal to 36 using a matrix sampling design. 
These results provided evidence that the assessment 
allowed for accurate generalizability of school-level 
scores.

Shavelson et al. (1993) provided evidence that 
the large task-sampling variability in science perfor-
mance assessments was the result of variability not 
only in the Person × Task interaction, but also in 
the Person × Task × Occasion interaction. The Per-
son × Task variance component accounted for 32% 
of the total variability, whereas the Person × Task × 
Occasion variance component accounted for 59%. 
The latter result suggests that students performed 
differently on each task from occasion to occasion. 
Shavelson, Ruiz-Primo, and Wiley (1999) provided 
additional support for the large effects resulting 
from occasion in that the Person × Task variance 
component accounted for 26% of the total variability 
and the Person × Task × Occasion variance compo-
nent accounted for 31% of the total variability, indi-
cating a tendency for students to change their 
approach to each task from occasion to occasion. 
The variance component for the Person × Occasion 
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effect was close to zero. Shavelson et al.’s results 
indicate that although students approached the tasks 
differently on different testing occasions, once the 
data were aggregated over the tasks, their aggregated 
performance did not vary from one occasion to 
another. It is important to note that the person vari-
ance component accounted for only 4% of the total 
variability, indicating that the variability of the  
overall scores for people was relatively small. As 
Shavelson et al. (1999) indicated, the sample of stu-
dents was homogeneous and generally scored very 
high on the tasks.

The results from generalizability studies (Lane  
et al., 1996; Shavelson et al., 1993, 1999) have indi-
cated that scoring rubrics and the procedures used 
to train raters can be designed so as to minimize 
rater error, and increasing the number of perfor-
mance tasks will increase the generalizability of the 
scores. Likewise, including other item formats on 
performance assessments will facilitate the general-
izability of scores to the broader domain. The reader 
is referred to Chapter 3 of this volume.

Fairness of Assessments
The evaluation of an assessment’s fairness is inher-
ently related to all sources of validity evidence. Bias 
can be conceptualized “as differential validity of a 
given interpretation of a test score for any definable, 
relevant subgroup of test takers” (Cole & Moss, 
1989, p. 205). A fair assessment requires evidence to 
support the meaningfulness, appropriateness, and 
usefulness of the test score inferences for all relevant 
subgroups of examinees. Validity evidence for 
assessments that are intended for students from vari-
ous cultural, ethnic, and linguistic backgrounds 
needs to be collected continuously and systemati-
cally as the assessment is being developed, adminis-
tered, and refined. When sample sizes permit, 
analyses performed on the entire sample of examin-
ees (e.g., factor analyses, item analyses, predictive 
validity studies) should also be performed on sub-
groups of examinees to evaluate the comparability of 
the construct being assessed across groups. Differen-
tial item functioning should also be examined to 
ensure that examinees of equal ability, regardless of 
their subgroup affiliations, are performing similarly 
on items.

The intended population and subpopulations of 
examinees should be considered in the design of 
assessments. As an example, the linguistic demands 
of items can be simplified to help ensure that Eng-
lish language learners are able to access the task as 
well as other students. Abedi and Lord (2001) have 
demonstrated that by simplifying the linguistic 
demands of items, the gap between English language 
learners and other students can be narrowed. The 
contexts used in performance tasks can be evaluated 
to ensure that they are familiar to various subgroups 
and will not negatively affect the task performance 
of one or more subgroups. The amount of writing 
required on mathematics, reading, and science 
assessments, for example, can be examined to help 
ensure that writing ability will not unduly influence 
students’ ability to demonstrate what they know and 
can do on these assessments. Scoring rubrics can be 
designed to ensure that the relevant math, reading, 
or science skills are the focus, not students’ writing 
ability. The use of other response formats, such as 
graphic organizers, on reading assessments may alle-
viate the concerns about writing ability confounding 
student performance on reading assessments 
(O’Reilly & Sheehan, 2009). Chapter 17, this vol-
ume, and Volume 3, Chapter 17, this handbook, 
address fairness issues in assessment more fully.

Consequential Evidence
The evaluation of both intended and unintended 
consequences of any assessment is fundamental  
to the validation of score interpretation and use 
(Messick, 1989, 1994). Because a major rationale 
for performance assessments is to improve instruc-
tion and student learning, obtaining evidence of 
such positive consequences and any potentially 
negative consequences is even more compelling 
(Linn, 1993; Messick, 1994). Moreover, adverse 
consequences bearing on issues of fairness are par-
ticularly relevant because one cannot assume that a 
contextualized performance task is equally appro-
priate for all students because “contextual features 
that engage and motivate one student and facilitate 
his or her effective task performances may alienate 
and confuse another student and bias or distort 
task performance” (Messick, 1994, p. 19). This 
concern can be dealt with by using a well-specified 
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design process in which fairness issues are 
addressed, including expert analyses of tasks and 
rubrics and analyses of student thinking as they 
solve performance tasks, with special attention  
to examining potential subgroup differences and 
features of tasks that may contribute to these 
differences.

Performance assessments that measure complex 
thinking skills have been shown to have a positive 
impact on instruction and student learning (Lane, 
Parke, & Stone, 2002; Stecher, Barron, Chun & 
Ross, 2000; Stone & Lane, 2003). In a study exam-
ining the consequences of Washington’s state 
assessment, approximately two thirds of fourth- 
and seventh-grade teachers reported that the state 
standards and the state assessment short-answer 
and extended-response items were influential in 
improving instruction and student learning 
(Stecher et al., 2000). The examination of the rela-
tionship between changes in instructional practice 
and improved student performance on the perfor-
mance assessments is an important aspect of conse-
quential evidence for performance assessments. 
The relationship between changes in instructional 
practice and improved performance on the Mary-
land State Performance Assessment Program 
(MSPAP), which consisted entirely of performance 
tasks that were integrated across content domains, 
was examined by Lane et al. (2002; Stone & Lane, 
2003). The results indicated that teacher-reported 
reform-oriented instructional features accounted 
for differences in school performance on the 
MSPAP in reading, writing, mathematics, and sci-
ence. They also indicated that schools in which 
teachers reported that their instruction over the 
years reflected more reform-oriented problem types 
and learning outcomes similar to those assessed by 
the MSPAP had higher levels of school perfor-
mance on the MSPAP than schools in which teach-
ers reported that their instruction reflected less 
reform-oriented problem types and learning out-
comes. The results also indicated that schools in 
which teachers reported that their instruction over 
the years reflected more reform-oriented problem 
types and learning outcomes accounted for differ-
ences in the rate of change in MSPAP school  
performance in reading and writing. These results 

suggest increased reported use of reform-oriented 
performance tasks in writing and reading, and a 
focus on the reading and writing learning out-
comes in instruction was associated with greater 
rates of change in MSPAP school performance over 
a 5-year period.

When using test scores to make inferences 
regarding the quality of education, contextual infor-
mation is needed to inform the score inferences and 
actions (Haertel, 1999). In this regard, Stone and 
Lane (1993) showed that a school contextual vari-
able, percentage of students eligible for free or 
reduced-cost lunch, which is typically used as a 
proxy for socioeconomic status, was significantly 
related to school-level performance on the MSPAP 
in mathematics, reading, writing, science, and social 
studies. Schools with a higher percentage of stu-
dents eligible for free or reduced-cost lunch tended 
to perform poorer on the MSPAP. More important, 
no significant relationship was found between per-
centage of students eligible for free or reduced-cost 
lunch and growth on the MSPAP at the school level 
in four of the five subject areas—mathematics, writ-
ing, science, and social studies. This result indicated 
that school-level growth on the science, math, writ-
ing, and social studies performance assessment was 
not related to the percentage of students who were 
eligible for free or reduced-cost lunches within the 
school.

CONCLUDING THOUGHTS

The educational benefit of using performance assess-
ments has been demonstrated by many researchers 
and educators. When students have had the oppor-
tunity to work on meaningful, real-world tasks in 
instruction, they have demonstrated improved per-
formance on assessments that reflect these kinds of 
tasks. The Common Core State Standards and Race 
to the Top initiatives call for the alignment of curric-
ulum, instruction, and assessment as well as the 
need to instruct and assess students on complex 
thinking skills that will prepare them for college and 
careers. Ample evidence has supported the use of 
performance assessments in both instruction and 
assessment to improve achievement and learning for 
all students.
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lAnGuAGE TESTInG:  
hISTory, vAlIdITy, PolICy

Tim McNamara

Many research and real-world contexts demand a 
determination of how well a person can understand 
and speak a language. The research field of language 
testing has emerged in response to this need. It is  
a cross-disciplinary field, drawing principally on 
applied linguistics and psychometrics. Perhaps more 
so than in other specific fields of measurement, 
given the complexity of language, domain expertise 
(in theories of language, language learning, and lan-
guage use, particularly of second and additional lan-
guages) is as important as measurement expertise in 
the effective development of language tests.

THE CONSTRUCT IN LANGUAGE TESTS: 
LANGUAGE, LANGUAGE USE, AND 
LANGUAGE LEARNING

The domain of language tests, and the resulting test 
construct, reflect theories of language in linguistics, 
of language use in sociolinguistics and linguistics 
pragmatics, of language processing in psycholinguis-
tics, and of language learning in the field of language 
acquisition research. Developments in each of these 
fields have had successive impacts on the design and 
validation of language tests. The traces of each of 
these developments can still be felt in language test-
ing practice, which reflects a range of conservative 
and more up-to-date influences.

The advent of modern linguistics in the work  
of the Swiss linguist Ferdinand de Saussure (1983) 
was a watershed in the development of language 
teaching and of language tests. Before this, the disci-
pline of linguistics, then known as philology, was 

dominated by studies of the history of language, lan-
guage change, and comparison of languages within 
and across language families. Language teaching was 
modeled on the teaching of Greek and Latin, and 
language tests featured translation and composition, 
with little attention to the spoken language. This 
diachronic approach, that is, focusing on the evolu-
tion of language systems over time, was replaced in 
de Saussure’s work by an emphasis on a synchronic 
description of language, that is, as a system at a 
given point in time, without concern for how it 
arrived at that state. This emphasis was reflected in a 
focus on the description of what people actually said 
and did in language rather than on the prescription 
of what people ought to say or do in language to be 
“correct.” Language in Saussurean linguistics was 
understood as a set of systems of structural contrasts 
at the level of phonology (pronunciation), morphol-
ogy (word formation), syntax (the rules of grammat-
ical combination), and semantics (lexical or word 
meaning). De Saussure gave the name langue to the 
system of language shared among all the speakers 
within a speech community and contrasted it with 
parole, the actual use of language in context, which 
he saw as too complex for systematic study.

One very important effect of the impact of  
Saussurean linguistics was a focus on the descrip-
tion of spoken language, which was important par-
ticularly for linguistic anthropologists in the United 
States working on the languages of nonliterate cul-
tures, including Native American languages, which 
could be accurately described and analyzed for  
the first time. Linguists trained in the structuralist 
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tradition played a prominent role in the teaching of 
the spoken languages of the theaters of war to U.S. 
Army personnel during World War II (Spolsky, 
1996). The establishment of the English Language 
Institute at the University of Michigan in 1941 by 
the structuralist linguist Charles Fries saw a similar 
emphasis on the spoken language and structuralist 
approaches in the teaching of English as a foreign 
language to students from non-English-speaking 
countries wanting to study, usually for a higher 
degree, in the United States. The positive reputation 
of the so-called Army method meant that when, 
after the Sputnik crisis of 1957, the U.S. government 
authorized massive spending on improving the 
teaching of foreign languages, the method used, 
audiolingualism, which focuses on the mastery of 
the systematic features of language underlying spo-
ken communication, was the preferred teaching 
method, delivered in the newly available language 
laboratories. This method was supported by behav-
iorist theories of learning; spoken language patterns 
were imitated and memorized.

Language tests in this early period of modern, 
scientific language testing, termed the psychometric–
structuralist period by Spolsky (1978), were marked 
by separate, objective subtests of mastery of the indi-
vidual systems of language—grammar (syntax and 
morphology), vocabulary, and phonology (particu-
larly sound contrasts). Fries’s colleague and eventual 
successor at the University of Michigan’s English 
Language Institute, Robert Lado, developed a pro-
gram in language testing there. He applied the 
insights of structural linguistics to the design and 
development of language tests, and his methods 
were described in his seminal work Language Testing 
(Lado, 1961). Multiple-choice tests, whose reliability 
had been carefully established using psychometric 
methods, were the means of choice. Tests of writing 
and speaking as whole skills were viewed with suspi-
cion because reliable assessments of performance in 
these skills, which needed to be judged subjectively, 
were recognized to be difficult to achieve.

At the same time that Lado’s (1961) methods 
were becoming known and adopted, the educational 
psychologist John Carroll gave an important paper 
(Carroll, 1961/1972) stressing the need to comple-
ment this atomistic testing of the elements of  

language knowledge with the integrated testing of 
skills in performance. Carroll’s remarks foreshad-
owed the subsequent major developments in lan-
guage testing that emerged a decade later, each of 
which emphasized an integrated performance. The 
new approach conceptualized competence in a lan-
guage as a skill, such as being able to ride a bicycle 
or play an instrument, not simply as a field of knowl-
edge as with academic subjects such as history or 
mathematics. Theories of the acquisition of language 
supported this change, seeing it as a natural, largely 
unconscious process and as involving gradually 
increasing coordination of underlying psycholinguis-
tic processes in reception and production. These 
developments had revolutionary impacts on the 
nature and design of language tests, which came to 
reflect one of two contrasting ways of conceptualiz-
ing the notion of what was called performance in lan-
guages. (The distinction between performance and 
competence, or underlying knowledge of the systems 
of language, was introduced by Chomsky, 1965.)

The first way, developed in the work of John 
Oller (1979), saw performance in cognitive, psycho-
linguistic terms. He suggested that tests should 
reflect the conditions of performance: integration of 
various areas of language knowledge (morphology, 
lexicon, syntax, and in oral tests, phonology) within 
an unfolding textual context and, for speech recep-
tion and production, in real time. Oller argued that 
oral tests such as dictation and reading tests such as 
cloze (in which passages are presented with selected 
words deleted, the task being to supply the missing 
words) met this criterion. Such tests were called 
integrative tests, in contrast to the separate discrete-
point tests of Lado (1961). Note that the tasks Oller 
recommended (dictation, cloze) did not resemble 
real-world tasks. Oller argued that performance on 
any one of these tasks would be predictive of perfor-
mance on others, because what was being tapped 
was an integrative performance capacity, something 
not captured in discrete-point tests. Oller’s claims 
were subsequently disputed in research, but the 
attention to the underlying cognitive skills involved 
in performance was original and has been returned 
to in recent developments. Modified forms of cloze 
testing remain popular to this day as general profi-
ciency measures; a related procedure is the C-test, in 
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which the second half of every second word in a  
text is deleted and must be supplied (Klein-Braley, 
1997).

The second and more influential approach to 
performance was more sociolinguistic in character 
and addressed de Saussure’s (1983) parole, the 
actual use of language in context, more directly.  
It drew on the performance assessment tradition 
developed in the U.S. Army during World War II, 
when individuals needed to be allocated to tasks 
requiring particular practical skills. To assess 
whether an individual was competent to perform a 
skill—repairing equipment, for example—the task 
involved was simulated in the test setting and the 
individual was asked to perform it. The performance 
would be observed and judged. A very influential 
test of speaking emerged with the same motivation 
in the 1950s, when the Foreign Service Institute of 
the U.S. Department of State in Washington, DC, 
needed a means of assessing the spoken communi-
cation skills of personnel who were to be allocated 
to a range of duties overseas requiring different, 
sometimes very demanding levels of communicative 
skill. Unfortunately, the theory of language testing 
available at the time (objective discrete-point test-
ing, which eschewed the subjective testing of spo-
ken language) offered no useful guidance. 
Therefore, the experience of those who had already 
performed successfully in the field was drawn on to 
define a scale of five broad levels of increasing com-
plexity of communicative task and increasing qual-
ity of performance, up to performances at the 
educated-native-speaker level. An oral proficiency 
interview was used to elicit a performance, the  
qualities of which were matched against the scale 
(Clark & Clifford, 1988). This interview was the 
first example of a criterion-referenced language test 
and has been hugely influential, providing a template 
for many tests of spoken competence ever since.

Subsequent developments provided a somewhat 
belated theoretical basis for this tradition of perfor-
mance assessment as part of what came to be known 
as the communicative movement in language teach-
ing and testing, still the predominant orthodoxy to 
this day. The linguistic anthropologist Dell Hymes 
located communication in its cultural context. He 
proposed a model of what it is to know a language to 

which he gave the name communicative competence 
(Hymes, 1972b). Hymes’s model incorporated Chom-
sky’s (1965) cognitive model of linguistic competence 
and extended it to an expanded notion of perfor-
mance that included psycholinguistic, interactional, 
and sociolinguistic dimensions. In addition, he set 
out a methodology for analyzing culturally and 
socially specific events involving language behavior 
(Hymes, 1972a), which enabled the specification of 
competence to manage the communicative demands 
of such events. Hymes’s work was reinterpreted for 
second language settings by Canale and Swain 
(1980), which in turn inspired the influential  
Bachman (1990) model of communicative language 
ability. This model attempted to define the cognitive 
demands of communication by setting out the com-
ponents of individual ability needed for successful 
performance of communicative tasks, which then 
form the basis for a template for designing appropri-
ate test tasks. More and more, language tests 
attempted to define the target language use context 
and to replicate it in the test. This method has been 
prominent in testing the English of international stu-
dents wanting to study in universities conducted in 
the medium of English. The best known examples are 
the Internet-Based Test of English as a Foreign  
Language, introduced by the Educational Testing Ser-
vice in 2005 to replace its previous largely discrete-
point test, little changed since the 1960s (Chapelle, 
Enright, & Jamieson, 2008), and the British– 
Australian International English Language Testing 
System, introduced more than a decade earlier 
(Davies, 2008a). Other specific-purpose performance 
tests have targeted work settings. For example, the 
Occupational English Test (McNamara, 1996) was 
designed to assess the ability of nonnative English-
speaking health professionals to manage the commu-
nicative demands of the clinical workplace, which it 
attempts to replicate in its tasks. General-purpose 
language tests in the communicative tradition have 
also focused on replication of common communica-
tive activities involved in conducting routine transac-
tions, for example, while traveling or as required in 
intercultural social settings.

Another theoretical source for communicative 
language teaching and testing has been the natural-
istic theories of language acquisition that appeared 
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in the 1960s and 1970s. These theories resulted 
from the critique of behaviorism that emerged at 
that time and the discovery of consistent sequences 
of acquisition, first in the mother-tongue language 
acquisition of children and then in second language 
learners, including adults. The discovery of these 
sequences led researchers and then teachers to real-
ize that language learning was not a question of con-
sciously accumulating elements of knowledge and 
skill, as in the structuralist approach. Instead, lan-
guage learning was now understood to be a far more 
organic and instinctive process, which suggested 
that integrated performance on whole tasks should 
be the focus of assessment in the communicative 
tradition.

VALIDATION OF LANGUAGE TESTS

The tests of the psychometric–structuralist period 
operated with notions of test validity that empha-
sized domain sampling, reliability, and criterion-
related validity. In contrast, discussions of the 
validity of communicative language tests soon 
focused on the more comprehensive theories of 
validity developed within educational assessment, 
particularly in the work of Samuel Messick (1989; 
Bachman, 1990; McNamara, 2006), more recently as 
interpreted by Michael Kane (2001; Bachman, 2005; 
see also Chapter 4, this volume). Before this, com-
municative tests, particularly in the British tradition, 
had focused validation efforts on evidence of how 
test content represented tasks in the real-world 
domain of interest (e.g., Weir, 1983, on the valida-
tion of a test of English for academic purposes). This 
approach was open to critique after Messick, who 
famously likened claims of the validity of tests on 
the basis of their content to the barker at the circus 
making claims about circus freaks—evidence of the 
reality of the claims was lacking. In the new 
approach, attention was paid to steering between the 
Scylla and Charybdis of construct underrepresenta-
tion and construct-irrelevant variance.

Construct Underrepresentation in 
Language Tests
Construct underrepresentation is a severe threat in 
language tests, because it is difficult to replicate and 

sample real-world conditions of language perfor-
mance in the artificial context of the test setting. The 
design of test formats in the interests of manageabil-
ity or reliability often comes at the expense of valid-
ity, which is particularly important in the testing  
of speaking.

Recent approaches to defining the construct of 
speaking embrace the view that speaking is not a 
solo performance. Instead, spoken interaction is 
seen as a joint construction, a carefully coordinated 
effort in which the performance of one person in the 
interaction is dependent on the performance of the 
other—much as in dancing, in which with a good 
partner one may seem an accomplished dancer, but 
with a clumsy partner one’s efforts may seem awk-
ward. In terms of task design, this new orientation 
would suggest that assessments of speaking should 
involve two or more participants. On the grounds  
of cost, however, monologic tests of speaking, using 
digital means of delivery of stimulus and capture of 
performance, may be preferred. This, of course, 
raises questions of the comparability of the two for-
mats (interactive and monologic); the implications 
for score meaning have been studied by O’Loughlin 
(2001). Studies of interaction in the most frequently 
used format for assessing speaking ability, the Oral 
Proficiency Interview, have also raised issues of con-
struct underrepresentation. Discourse studies 
(Young & He, 1998) have shown that although the 
Oral Proficiency Interview is intended to replicate 
casual conversation, its structure and the roles the 
examiner and the candidate play do not resemble, in 
very significant ways, those of conversational partici-
pants. For example, it is unusual in such interviews 
for the candidate to take the initiative by asking 
questions or probing meaning or intent. This imbal-
ance in the roles of interviewer and interviewee may 
have practical consequences in the inferences drawn 
about candidates. For example, McNamara (1996) 
found that those hiring foreign-trained nurses to 
work in clinics in which the language of the work-
place is English would be misled on the basis of an 
interview about the nurse’s capacity to manage inter-
action with patients in actual clinical settings. There, 
the nurse typically has to take a strong role of initiat-
ing and persuading, often with patients who are  
relatively uncooperative communication partners.
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To make the assessment setting in tests of gen-
eral spoken proficiency less like a formal interview, 
tests are turning to formats in which pairs or small 
groups of students interact with one another with-
out the assessor’s direct involvement (Taylor & 
Wigglesworth, 2009). These paired or group oral 
exams also have the advantage of reducing assess-
ment costs because more than one candidate can be 
assessed at the same time, which may make a further 
assessment given by a second assessor affordable. It 
may arguably also represent the construct of com-
munication more adequately. As far as English as  
a language for international communication is  
concerned—for example, in international travel, 
business, and other work settings—it is clear that 
most use of English these days involves English as a 
lingua franca communication, that is, communica-
tion in which the conversational partner is more 
likely to be another nonnative English speaker than 
a native English speaker. Although new, uncon-
trolled variables are introduced—the personalities of 
the interlocutors and their level of proficiency rela-
tive to the candidate being assessed—it could be 
argued that this is in fact true to the construct of 
English as a lingua franca communication, in which 
variability among interlocutors in terms of their per-
sonality and proficiency is part of what an individual 
has to deal with in real-world settings. However, this 
concern that the test represent the conditions of 
authentic communication raises issues of fairness by 
introducing potential differences in partners’ capa-
bility. The trade-offs between validity and reliability 
are particularly sharp in language assessment.

A further aspect of construct underrepresenta-
tion is raised by the question of the criteria used in 
judging performance. These criteria will typically 
include such things as pronunciation, accuracy of 
use of grammar and vocabulary, fluency, use of 
appropriate levels of formality, and the like, that is, 
aspects of performance with a strong linguistic 
focus, largely unchanged from the days of structur-
alism. However, as John Carroll (1954) pointed out 
in a very early paper, these criteria underrepresent 
what counts in interaction. He argued that the 
greater part of people’s capacity for spoken commu-
nication in a second language is their capacity in 
their first language. This insight is insufficiently 

addressed in the theoretical models of communica-
tive competence underlying communicative lan-
guage assessments. In particular, although the 
model of communicative competence proposed by 
Hymes (1972b) does include a range of personality 
factors as affecting competence, this emphasis was 
not reflected in the subsequent interpretations and 
development of Hymes’s work by Canale and Swain 
(1980) and Bachman (1990). These authors focused 
on purely cognitive aspects of language ability, 
albeit now including sociolinguistic and strategic 
dimensions relevant to communication. The nar-
rowing of the construct in this way may have practi-
cal consequences in assessment, especially in 
workplace settings. Here the personality of the per-
son, and his or her level of professional competence, 
may be factors as important in the success of the 
person’s communicative efforts as his or her lan-
guage proficiency, narrowly conceived (Cameron & 
Williams, 1997; Kim & Elder, 2009). Studies have 
also shown that when attempts are made to direct 
judges’ attention to more construct-relevant criteria, 
such as overall communicative effectiveness, criteria 
such as grammatical accuracy may be covertly 
imported by raters into the assessment as a proxy for 
this overall judgment, no doubt on account of the 
strong residual influence of structuralism in lan-
guage teaching (McNamara, 1990).

Another way in which constructs may be under-
represented is apparent in the testing of listening. 
Most listening goes on in face-to-face interaction. 
However, evidence for the success or otherwise of 
listening in this context is hard to achieve from 
observation alone, unlike the success of speaking. 
Although failure of mutual understanding is some-
times apparent in the progress of the interaction, 
people tend to let things pass that they have not 
understood, unless these things become an explicit 
issue in the interaction, in which case the failure of 
mutual understanding does become obvious. As a 
result of this difficulty, listening tests typically take 
the form of requiring candidates to listen to speech 
(either monologue or multiparty interactions) in 
which they are not a participant. Questions are then 
used to establish their comprehension of key and 
more detailed points in the spoken material. Thus,  
a systematic underrepresentation of the listening 
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construct occurs because the social, interactive part 
of listening is not represented. Instead, listening is 
conceived of purely in cognitive processing terms.

Another problem of construct representation is 
raised by the conventional development of separate 
assessment measures for each of the so-called four 
macroskills (reading, writing, listening, speaking), 
with separate reporting of performance in each of 
these skills. In reality, of course, many communica-
tive tasks require an integration of these skills. For 
example, a student at university may read in prepa-
ration for a lecture, listen to a lecture, discuss its 
content in a discussion section, and then be required 
to write something on the topic. Thus, at least the 
latter three skills are dependent on performance on 
earlier skills, and even the first is done with the 
knowledge that tasks involving the other skills will 
follow. (There is also the larger question of the inte-
gration of these tasks into the student’s life context 
because the student’s intellectual engagement in the 
real-world setting may not be easily replicated in  
the test setting, which is likely to have an impact on 
performance.) As a small move in the direction of 
greater fidelity to the demands of the real-world set-
ting, language tests are beginning to use integrated 
tasks, in which performance in writing or speaking 
is dependent on prior exposure to input in the form 
of texts to which the candidate has listened or texts 
that the candidate has read.

Construct-Irrelevant Variance in  
Language Tests
Construct-irrelevant variance constitutes a persis-
tent threat to the validity of language tests. Given 
the role of subjective judgments in performance 
assessment, particularly of speaking and writing, 
variability in judgment is a major issue. The training 
of judges and the calibration of judgments are 
important in reducing this variability as much as 
possible. The use of multifaceted Rasch measure-
ment in particular, and generalizability theory to a 
lesser extent (Bachman, Lynch, & Mason, 1995; see 
also Chapter 3, this volume), have featured exten-
sively in language testing research. These statistical 
techniques have enabled detailed insight into the 
extent and sources of variability in judgment. 
Although generalizability theory analyses can  

provide statements of the proportion of variance 
associated with differences among judges, it does so 
at the aggregate level, whereas Rasch measures can 
provide precise estimates of the impact of individual 
judges on candidates’ chances of being scored in a 
particular category of interest. When inconsistency 
is the problem, the judge concerned can be retrained 
or ultimately even excluded from participation in 
the assessment. If judges are consistently harsher  
or more lenient than other judges, the differences 
among them can be allowed for in the estimate of 
the candidate’s performance, producing fairer 
assessments. These statistical tools have also been 
invaluable in research on performance assessment. 
They allow one to identify possible sources of  
construct-irrelevant variance (e.g., in studies of the 
impact of task, gender, criteria, mode of task deliv-
ery) and then to design studies to estimate the 
impact of each of these, singly or in combination, on 
the candidates’ chances of success. Studies of the 
interaction among different facets of the assessment 
settings—for example, the way individual raters 
interpret particular criteria of the rating scale—can 
be used to identify consistent patterns that are not 
compatible with the test construct. This informa-
tion can then be fed back to raters in an attempt to 
change their behavior on subsequent rating occa-
sions, with some limited success (Knoch, 2011).

Construct-irrelevant variance in speaking tests 
can also be associated with participants in the 
assessment setting other than raters. Brown (2005) 
showed the impact of the interlocutor on scores. In 
her study, students took the same interview test 
twice and were scored differently by an external 
rater depending on the interlocutor. Careful analysis 
of the discourse between the participants showed 
that the way the interlocutor interacted with the 
candidate altered the impression of the quality of  
the candidate’s performance that was formed in the 
rater’s mind.

Research Methods in Language Test 
Validation Research
Although psychometrics and its associated statistical 
methods were and remain the basic foundation for 
language testing research, the past 2 decades have 
seen a greater use of qualitative research methods in 



Language Testing

347

language test validation. Given the background of 
linguistics in the training of most researchers in lan-
guage testing, discourse analytic methods have 
increasingly been used to investigate language in 
language tests. Discourse studies have analyzed the 
language involved in stimulus texts in tests of recep-
tive abilities (listening and reading). These studies 
have used methods such as measures of lexical den-
sity (the proportion of content words in relation to 
function words in a text) and schematic analysis 
(the structure of ideas within a text). Investigation 
of the language produced by test candidates within 
tests of productive abilities (speaking and writing) 
can also involve these methods (Brown, Iwashita, & 
McNamara, 2005; O’Loughlin, 1995). Studies of 
candidate and rater cognition often use a think-
aloud or stimulated recall methodology. This meth-
odology requires participants to articulate what they 
are attending to as they carry out the test-taking or 
test-rating task. The resulting discourse can be ana-
lyzed using thematic analysis techniques to identify 
recurring themes in the content. Similar methods 
can be used to analyze the content of spoken data 
from other relevant informants. For example, in 
tests of language targeting specific language-use set-
tings (international aviation, clinical medicine), 
studies of the perceptions of instances of communi-
cation among informants who are practitioners 
within these settings are important. This is particu-
larly so in view of the fact that language test devel-
opers are themselves unlikely to have the relevant 
experience and are thus more likely to make faulty 
assumptions about the character of communication 
in such settings relevant to the design of assess-
ments (Long, 2005). When talk in interaction is 
involved, as in spoken language tests or in conversa-
tion among raters (May, 2009), conversation analy-
sis (Schegloff, Koshik, Jacoby, & Olsher, 2002) can 
be a useful tool.

LANGUAGE TESTS AND POLICY

The cognitive focus of much theorizing and research 
on language tests has tended to obscure the use of 
language tests in the service of policy, at both insti-
tutional and governmental levels. This focus has in 
turn drawn attention away from the way in which 

test use can determine language test constructs and 
language testing practice. Messick (1989) recog-
nized the role that values would play in test con-
structs and also recognized the consequences of 
testing policy and practice as an area needing inves-
tigation and defense as part of the process of test 
validation. Messick’s desire to recognize a social 
dimension within the previously purely cognitive 
and psychometrically oriented world of measure-
ment triggered intense debate within educational 
measurement generally (Borsboom, Mellenbergh, & 
Van Heerden, 2004; Kane, 2001, 2006; Popham, 
1997) and also within language testing (Bachman & 
Palmer, 2010; McNamara & Roever, 2006) about 
the extent to which test use should be considered 
part of validity, with diverse conclusions. For exam-
ple, Popham (1997) recognized test use as a funda-
mental issue but argued that it is not part of validity. 
In contrast, Borsboom et al. (2004) rejected the idea 
of the inclusion of test use at all and advocated a 
return to a purely cognitive approach. Kane (2001) 
wavered between seeing test use as part of validation 
and, in a subsequent paper (Kane, 2006), excluding 
it. In language testing, Bachman (2005) has pro-
posed the idea of a test use argument as part of vali-
dation. In contrast, Shohamy (2001, 2006), in a 
movement she has called critical language testing, 
has stressed the fundamentally policy-driven and 
political character of many language tests used in 
educational and other settings, for example, immi-
gration and citizenship, and the appropriation of the 
practice of language testing by political imperatives 
of dubious legitimacy.

The Biblical shibboleth test (Judges 12: 4–6) is 
emblematic of one of the most pervasive functions 
and consequences of language tests throughout  
history—their use as sorting and gatekeeping instru-
ments. The word shibboleth was a military password 
that protected the lives of those who knew it and led 
to the slaughter of enemy soldiers who did not. Such 
simple, one-word shibboleth tests can be found in 
every age and every culture; recent examples have 
been noted in Sri Lanka, India, Botswana, Nigeria, 
and Lebanon (McNamara, 2005). Although the con-
sequences of failure on modern, psychometrically 
sound tests may be less immediate and deadly 
(except, perhaps, for refugees, who are often subject 
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to a form of language test as part of establishing 
their identity and the legitimacy of their claims to 
protection; Eades, 2009), a lot is at stake in perfor-
mance on such tests. Modern language tests form a 
precondition for promotion, employment, immigra-
tion, citizenship, or asylum. Although modern lan-
guage tests are frequently administered not by 
sword-wielding guards but in an orderly, regulated, 
and lawful fashion in well-lit, carpeted test centers, 
they are just as much the result of political processes 
and value decisions as was the shibboleth test. Poli-
cies using language tests to determine who should 
be allowed to immigrate and who should be allowed 
to become a citizen or to practice their profession in 
another country are accompanied by debates about 
the deeper social and political values underlying 
these policies. For example, citizenship legislation 
in many countries requires varying levels of compe-
tence in languages held to be emblematic of national 
identity, and the introduction of such legislation has 
been accompanied by vigorous political debate 
(Extra, Spotti, & Van Avermaet, 2009; Hogan-Brun, 
Mar-Molinero, & Stevenson, 2009).

One particularly influential development is the a 
priori determination of language test constructs by 
those not involved in test construction and valida-
tion, that is, by policymakers. In an environment of 
increased managerialism in education, policymakers 
have realized that they can control the system of lan-
guage education by specifying in advance the terms 
in which achievement will be reported. For language 
tests, following the communicative movement, this 
specification will be in terms of evidence of increas-
ing practical communicative skill. A scale or frame-
work consisting of an ordered, numbered series of 
statements of criterion-level performance provides a 
metric for measuring the outcomes of language edu-
cation systems. The convenience and transparency 
of such a method has proved irresistible to educa-
tional managers and policymakers more generally 
(Brindley, 2008). Although a variety of scales and 
frameworks have been developed in many countries, 
one scale has come to dominate internationally, the 
Common European Framework of Reference for 
Languages (Council of Europe, 2001). This frame-
work describes levels of language proficiency, origi-
nally in the languages of Europe, built on work 

carried out within the Council of Europe in the early 
1970s. This work was intended to facilitate eco-
nomic and cultural integration in Europe and in 
particular the transferability of educational creden-
tials in languages as part of efforts to prepare a 
mobile workforce within Europe, an early, localized 
example of globalization. Although not a test itself, 
but rather a guiding curriculum and assessment 
framework, the Common European Framework of 
Reference, by specifying the terms by which com-
municative skill is to be understood, effectively 
determines the constructs of assessments related to 
it. Given that the construct of language tests is 
increasingly determined as a matter of policy in this 
way, the capacity of language testers to address 
issues of construct underrepresentation becomes 
extremely limited. Once constructs are enshrined in 
policy, they can only be changed by political means.

Specific testing programs, too, have been devel-
oped to implement policy. In educational settings, 
particular attention has focused on the impact of the 
U.S. government’s No Child Left Behind Act of 2001, 
which involves standardized testing of learners at var-
ious key stages in schooling as a means of educational 
management and reform, particularly through the 
identification of weaknesses in the system in terms of 
results. One of the key areas that is tested is language. 
Given the linguistically very diverse populations of 
U.S. schools, particularly in urban areas with high  
levels of recent immigration, the administration of a 
single test for all learners regardless of linguistic  
background has meant that schools with high popula-
tions of children who are English language learners 
are at risk of performing poorly on such tests, with 
the punitive sanctions that result. The construct of 
such tests is not sensitive to the realities of bilingual 
development in children (see also Volume 3, Chap-
ters 9, 10, and 17, this handbook, on school assess-
ment, particularly in relation to culturally diverse 
school populations). At the international level, educa-
tional policy is increasingly being driven by results on 
the comparative international assessments of reading 
at age 15, the Programme for International Student 
Assessment, sponsored by the Organisation for Eco-
nomic Co-operation and Development. For compara-
bility to be achieved across educational systems 
conducted in different languages, the same texts, in 
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translation, must be used in each participating coun-
try. Hence, the texts must be of universal equivalent 
accessibility; no local cultural textual practices can be 
included in the texts chosen. For example, if a partic-
ular education system focuses heavily on literary or 
religious texts, this orientation is not reflected in the 
test. The search for texts that are universally accept-
able means that functionalist, practical texts are  
heavily featured in the test. In fact, this selection is 
appropriate for the goal of the organization commis-
sioning the Programme for International Student 
Assessment, which is hoping to provide measures of 
the readiness of the future workforce to participate in 
the globalized workplace. The impact of the results  
of the test on educational systems worldwide, but par-
ticularly in Europe, has been profound. The results 
are headline news in many countries, with the fate of 
education ministers frequently at stake. Documenta-
tion of the effects of the reading tests in different 
national settings is taking place (e.g., McNamara 
2011b; Van Avermaet & Pulinx, 2010). Ironically, the 
impact of the test has been found to be positive in 
relation to minority languages in some settings (e.g., 
Lasagabaster, 2010, on Basque in the Spanish Basque 
Country). The unpredictability of the use and impact 
of language testing means that the idea that language 
testing practice is inherently ethical or unethical is too 
simplistic. In the light of this unpredictability, some 
have argued that language testers should focus their 
energies on making tests as fair as possible (see also 
Chapter 17, this volume), in the technical sense of 
reducing construct-irrelevant variance and construct 
underrepresentation, while leaving questions of the 
justice of tests (the legitimacy of their use) to others 
(for this distinction, see McNamara & Ryan, 2011). 
Davies (1997, 2004), Hamp-Lyons (1997), and Kun-
nan (2000) have accordingly limited the responsibili-
ties of language testers in their discussions of the 
ethical responsibilities of language testers. Neverthe-
less, it could be argued that these discussions do not 
do justice to the complex issues raised by the policy-
driven language testing practices referred to earlier.

CURRENT DEVELOPMENTS

Although performance tests of the type emerging 
from the communicative tradition are argued to 

have a positive influence on the teaching and learn-
ing leading up to the tests, because they focus on the 
real-world tasks for which the candidates need to be 
prepared (they have good “washback”; Cheng, 
Watanabe, & Curtis, 2004), they are complex and 
relatively expensive to develop and administer. A 
constant search exists for cheaper, more efficient 
methods capable of yielding a similar quality of 
information on relevant aspects of learner ability. 
The use of technology is transforming scoring of 
performances, and technological advances in the 
testing of speaking and listening are of particular 
interest and significance (Xi, 2010). Using highly 
artificial tasks such as reading aloud, simple sen-
tence construction, or supplying opposites of given 
lexical items, new automated tests of speaking elicit 
from candidates a series of predictable utterances 
that are matched against a vast database to permit 
automatic computational analysis of features of per-
formance such as phonetic quality and phonological 
and other fine-grained aspects of the realizations of 
the utterances. The resulting scores have been found 
to correlate sufficiently closely to those derived from 
a far more extensive oral proficiency interview to act 
as a useful and much cheaper proxy for it. The test, 
which is administered and scored automatically, can 
be taken by telephone at a time and place of the 
individual’s choosing, takes no more than 10 min-
utes, costs relatively little, and provides an immedi-
ate score and report. The artificiality of the tasks and 
the underlying psycholinguistic construct clearly 
take the field back, in principle, to the tradition of 
performance assessment initiated by Oller (1979), 
although of course he did not foresee these precise 
developments. The construct in this automatic test-
ing of speaking involves minute features of psycho-
linguistic processing, including reception and 
production. These processes underlying communi-
cation can be sampled and analyzed in a systematic 
way from performance on even artificial tasks and 
are then found to be predictive of measures of per-
formance on more naturalistic tasks. Although the 
cost of administering and scoring such a test is a 
fraction of that of more naturalistic measures  
involving human judgment, the cost of establishing 
the analytic capacity underlying the test is enor-
mous, which puts it beyond the reach of most  
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testing agencies, let alone individuals. The one or 
two organizations that own the capacity for such 
tests thus have a monopoly on their use.

Theories of learning are also changing and affect-
ing language testing. Of particular interest here is the 
influence of neo-Vygotskian theory in focusing 
assessment as much on the potential for future per-
formance as on current performance. Explorations in 
dynamic assessment (Lantolf & Poehner, 2008) are 
promising for guiding classroom-based assessment 
as an alternative to performance on standardized 
tests. The current interest in dynamic assessment is 
part of a movement to refocus work in language test-
ing away from high-stakes language tests and onto 
assessment, which is more responsive to the educa-
tional setting and the needs of teachers and learners 
(Rea-Dickins, 2008). This change can be observed in 
the contrast between subsequent editions of the Lan-
guage Testing and Assessment volume of the Encyclo-
pedia of Language and Education (Clapham & 
Corson, 1997; Shohamy & Hornberger, 2008), with 
the more recent edition focusing extensively on 
assessment in a variety of educational settings.

A further development has been a questioning of 
the performance of the native speaker as the relevant 
reference point in second language performance, 
which has a long tradition in applied linguistics 
(Davies, 2008b). This challenge to the standing of 
the native speaker in relation to language tests is 
particularly true for English as a second or foreign 
language, which is used more among non-native 
speakers (where it acts as a lingua franca) than it is 
between native and nonnative speakers. Here the 
priorities in communication are cooperation, readi-
ness to negotiate meaning when misunderstandings 
occur, and so on. The testing of English as a lingua 
franca (McNamara, 2011a; Seidlhofer, 2003) is in its 
infancy, but it will involve a rethinking of the con-
struct and the development of more relevant assess-
ment criteria. It is likely to have a considerable 
impact on English language testing and on language 
testing more broadly.
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An ovErvIEw
John P. Campbell

The basic theme of this chapter is that the assess-
ment enterprise in industrial and organizational 
(I/O) psychology is very broad, very complex, and 
very intense. The major underlying reason is that 
the world of work constitutes the major portion of 
almost everybody’s adult life, over a long period  
of time. It is complicated. The major components of 
this complexity are the broad array of variables that 
must be assessed; the multidimensionality of virtu-
ally every one of them; the difficulties involved in 
developing specifications for such a vast array of 
variables; the wide variety of assessment methods; 
the intense interplay among science, research, and 
practice; and the critical value judgments that come 
into play. This chapter gives a structured overview 
of these issues, with particular reference to substan-
tively modeling psychology’s major variable 
domains and the attendant assessment issues that 
are raised. The conclusion is that substantive specifi-
cations for what psychologists are trying to assess 
are critically important, and I/O psychologists 
should not shortchange this requirement, no matter 
how much the marketplace seems to demand 
otherwise.

To be fair, the term assessment can take on differ-
ent meanings. Perhaps its narrowest construction is 
as a multifactor evaluation of specific individuals in 
terms of their suitability for a specific course of 
action, such as selection, training, or promotion. 
However, if the full spectrum of research and practice 
concerning the applications of psychology to the 
world of work is considered, assessment becomes a 
much, much broader activity. This chapter takes the 

broadest perspective. It equates assessment with 
measurement and outlines a map of the assessment 
landscape. The landscape is described in terms of  
(a) an overall framework of relationships that 
describe what I/O psychology is about, (b) the range 
of assessment purposes that flow from this frame-
work, (c) the range and complexity of the variables 
that require assessment, (d) the range and complex-
ity of the assessment methods that can be used, and 
(e) the psychometric issues that permeate the assess-
ment enterprise.

In the beginning were the independent variable 
and the dependent variable, a distinction that 
sounds sophomoric but is of fundamental impor-
tance and is often neglected. For example, when dis-
cussing the history of assessing leadership, a 
distinction is often made between trait models and 
behavioral models as though they were competing 
explanations (e.g., Hunt, 1999). However, the 
behavioral models (e.g., Bowers & Seashore, 1966) 
focus on leader performance—the dependent  
variable—and trait models focus on a particular  
set of performance determinants (e.g., cognitive 
ability, personality)—the independent variables. 
The dependent variable is the variable of real inter-
est. It is the variable one wants to predict, enhance, 
or explain for various value-laden reasons. The inde-
pendent variable has no intrinsic, or extrinsic, value. 
For example, knowing someone’s general cognitive 
ability has no intrinsic value. It only has value 
because it predicts, or does not predict, something 
else that is of value (e.g., leadership performance). 
Similarly, independent variables such as training 



John P. Campbell

356

programs or motivational interventions have no 
value unless they can change something that is 
important (i.e., critical dependent variables).

DEPENDENT VARIABLE LANDSCAPE

So what then are the dependent variables of value 
that populate the I/O psychology landscape? Identi-
fying the relevant set is indeed a value judgment, 
and the superordinate distinction is whether one 
takes the individual or the institutional (i.e., organi-
zational) point of view (Cronbach & Gleser, 1965). 
That is, is it the values of the management that 
determine what dependent variables are important, 
or the values of the individual job holder? The man-
agement cares about the viability of the organiza-
tion. Individuals care about their own viability. 
Sometimes their respective concerns overlap. For 
example, the management values high individual 
performance because it contributes to the goals of 
the organization. Individuals strive for high perfor-
mance because it improves their standard of living, 
long-term financial security, or sense of self-worth. 
However, for the individual, higher and higher levels 
of performance may lose value because the effort 
required to achieve them detracts from other depen-
dent variables, such as one’s general life satisfaction.

Wherein lie the values of the researcher and  
scientist? One argument is that the researcher and 
scientist must choose between the values of the 
organization and the values of the individual. Once 
that choice is made, then the interests of the scien-
tist focus on determining the best methods of assess-
ment, given the purposes for which the information 
is to be used. An alternative argument is that the sci-
entist does not make the value judgment. A depen-
dent variable, such as individual performance, is 
modeled and measured for the purpose of studying 
its determinants. Such research can be used both by 
the organization to improve selection and by the 
individual to improve career planning. The intent 
here is not to settle such arguments but to make the 
point that value judgments permeate all choices of 
what to assess on the dependent variable side. It is 
also tempting to argue that values do not intrude on 
the independent variable side where the canons of 
psychometric theory preside, but obviously such is 

not the case, as discussed in a later section of the 
chapter. Those value judgments pertain to the con-
sequences of the decisions made as a function of 
assessment of the independent variable. A partial 
taxonomy of the dependent variables in I/O psychol-
ogy follows.

From the organization’s point of view, the depen-
dent variables are

■■ individual performance in a work role, including 
individual performance as a team member;

■■ voluntary turnover;
■■ team performance as a team, not as the aggrega-

tion of individual contributions;
■■ team viability (analogous to individual turnover);
■■ productivity (in the economist’s sense) of (a) 

individuals, (b) teams, and (c) organizational 
units; and

■■ organizational unit effectiveness (i.e., the bottom 
line).

From the individual’s point of view, the depen-
dent variables are

■■ career and occupational achievement;
■■ satisfaction with the outcomes of working 

(which could include satisfaction with perfor-
mance achievement);

■■ perceived (or experienced) fair treatment (e.g., 
distributive and procedural justice);

■■ frequency of injury from accidents; and
■■ overall health and well-being, including physical 

and mental health, perceived stress, and work–
family conflict.

These two lists carry at least the following 
assumptions, qualifications, or both:

1. Organizations are not concerned about job sat-
isfaction or subjective well-being as dependent 
variables, but only as independent variables that 
have implications for performance, productivity, 
effectiveness, or turnover.

2. Information pertaining to the determinants of 
performance may be used in a selection system, 
to benefit the organization, or in a career guid-
ance system, to benefit the individual (e.g., using 
ability, personality, and interest assessment 
to plan educational or job search activities). 
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Similarly, training programs that produce higher 
skill levels can enhance individual performance 
for the benefit of the organization or enhance 
career options for individuals.

3. Fair and equitable treatment of individual 
employees and the level of individual health and 
well-being may be important dependent variables 
for the organization if they are incorporated as 
goals in the organization’s ethical code or in a 
policy statement of corporate social responsi-
bility, for which the management is then held 
responsible.

For the most part, I/O psychology does not oper-
ate from the individual point of view, even though 
several of its early pioneers did, for example, Donald 
Paterson or Walter van Dyke Bingham (cf. Koppes, 
Thayer, Vinchur, & Salas, 2007). At some point, 
vocational psychology (i.e., the individual point of 
view) became part of counseling psychology (Camp-
bell, 2007; Meyer, 2007).

The dependent variable landscape is complex for 
assessment purposes, even as illustrated by the pre-
ceding simple lists. The complexity of assessment 
increases considerably when each of the general 
variables is modeled in terms of its major compo-
nents. Consider each of the following.

Individual Performance
Before the mid-1980s, there was, relative to the 
assessment of individual performance, simply the 
“criterion problem” ( J. T. Austin & Villanova, 
1992), which was the problem of finding some exist-
ing and applicable indicator that could be construed 
as a measure (i.e., assessment) of individual perfor-
mance (e.g., sales, number of pieces produced) 
while not worrying too much about the validity, 
reliability, deficiency, and contamination of the indi-
cators. Since then, much has happened regarding 
how performance is defined and how its latent struc-
ture is modeled.

In brief, the consensus is that individual perfor-
mance is best defined as consisting of the actions 
people engage in at work that are directed at achiev-
ing the organization’s goals and that can be scaled in 
terms of how much they contribute to said goals. 
For example, sometimes it takes a great deal of 

covert thinking before the individual does some-
thing. Performance is the action, not the thinking 
that preceded the action, and someone must iden-
tify those actions that are relevant to the organiza-
tion’s goals and those that are not. For those that are 
(i.e., performance), the level of proficiency with 
which the individual performs them must be scaled. 
Both the judgment of relevance and the judgment of 
level of proficiency depend on a specification of the 
organization’s important substantive goals, not con-
tent-free goals such as “make a profit.”

Nothing in this definition requires that a set of 
performance actions be circumscribed by the term 
job or that they remain static over a significant 
length of time. Neither does it require that the goals 
of an organization remain fixed or that a particular 
management cadre be responsible for determining 
the organization’s goals (also know as vision). How-
ever, for performance assessment to take place, the 
major operative goals of the organization, within 
some meaningful time frame, must be known, and 
the methods by which individual actions are judged 
to be goal relevant, and scaled in terms of what rep-
resents high and low proficiency, must be legiti-
mized by the stakeholders empowered to do so by 
the organization’s charter. Otherwise, there is no 
organization. This is as true for a family as it is for  
a corporation.

This definition creates a distinction between per-
formance, as defined earlier, and the outcomes of 
performance (e.g., sales level, incurred costs) that 
are not solely determined by the performance of a 
particular individual, even one of its top executives. 
If these outcome indicators represent the goals of 
the organization, then individual performance 
should certainly be related to them. If not, the speci-
fications for individual performance are wrong and 
need changing or, conversely, the organization is 
pursuing the wrong goals. If the variability in an 
outcome indicator is totally under the individual’s 
control, then it is a measure of performance.

Given an apparent consensus on this definition 
of performance, considerable effort has been 
devoted to specifying the dimensionality of perfor-
mance, in the context of the latent structure of the 
performance actions required by a particular occu-
pation, job, position, or work role (see Bartram, 
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2005; Borman & Brush, 1993; Borman & Motow-
idlo, 1993; Campbell, McCloy, Oppler, & Sager, 
1993; Griffin, Neal, & Parker, 2007; Murphy, 1989a; 
Organ, 1988; Yukl, Gordon, & Taber, 2002). These 
models have become known as performance models, 
and they seem to offer differing specifications for 
what constitutes the nature of performance as a  
construct. However, the argument here is that  
correspondence is virtually total.

Campbell (2012) has integrated all past and cur-
rent specifications of the dimensional structure of 
the dependent variable, individual performance, 
including those dealing with leadership and manage-
ment performance, and the result is summarized in 
the eight basic factors discussed in the next section.

Orthogonality is not asserted or implied, but 
content distinctions that have different implications 
for selection, training, and organizational outcomes 
certainly are. Although scores on the different 
dimensions may be added together for a specific 
measurement purpose, it is not possible to provide  
a substantive specification for a “general” factor. 
Whether dimensions can be as general as contextual 
performance or citizenship behavior is also 
problematic.

Basic factors. The basic substantive factors of 
individual performance in a work role (which are 
not synonymous with Campbell et al., 1993) are 
asserted to be the following.

Factor 1: Technical Performance. All models 
acknowledge that virtually all jobs or work roles 
have technical performance requirements. Such 
requirements can vary by substantive area (driving a 
vehicle vs. analyzing data) and by level of complex-
ity or difficulty within area (driving a taxi vs. driving 
a jetliner; tabulating sales frequencies vs. modeling 
institutional investment strategies). Technical perfor-
mance is not to be confused with task performance. 
A task is simply one possible unit of description that 
could be used for any performance dimension.

The subfactors for this dimension are obviously 
numerous, and the domain could be parsed into 
wide or narrow slices. The Occupational Informa-
tion Network (O*NET; Peterson, Mumford, Bor-
man, Jeanneret, & Fleishman, 1999) is based on the 
U.S. Department of Labor’s Standard Occupational 

Classification structure, which currently uses 821 
occupations for describing the major distinctions in 
technical task content across the entire labor force, 
and the 821 occupations are further aggregated into 
three higher order levels consisting of 449, 96, and 
23 occupational clusters, respectively. The managers 
of O*NET have interestingly divided some of the 
Standard Occupational Classifications into narrower 
slices to better suit user needs and have also added 
new and emerging occupations such that O*NET 
14.0 collected data on 965 occupations. The number 
will grow in the future (Tippins & Hilton, 2010). 
Potentially, at least, an occupational classification 
based on technical task content could be used to 
archive I/O psychology assessment data on individ-
ual work-role performance, end-of-training perfor-
mance, or predicted performance.

Factor 2: Communication. The Campbell et al. 
(1993) model is the only one that isolates commu-
nication as a separate dimension, but it appears as 
a subfactor in virtually all others. Communication 
refers to the proficiency with which one conveys 
information that is clear, understandable, and well 
organized. It is defined as being independent of sub-
ject matter expertise. The two major subfactors are 
oral and written communication.

Factor 3: Initiative, Persistence, and Effort. This 
factor emerged from the contextual performance 
and management performance literatures as well as 
the organizational citizenship behavior literature in 
which it was referred to as Individual Initiative. To 
make this factor conform to the definition of perfor-
mance used here it must be composed of observable 
actions. Consequently, it is typically specified in 
terms of extra hours, voluntarily taking on addi-
tional tasks, going beyond prescribed responsibili-
ties, working under extreme or adverse conditions, 
and so forth.

Factor 4: Counterproductive Work Behavior. 
Counterproductive Work Behavior (CWB), as it has 
come to be called, refers to a category of individual 
actions or behaviors that have negative implications 
for accomplishment of the organization’s goals (see 
Chapter 35, this volume, for additional information 
on this area).

The current literature does not speak with  
one voice regarding the meaning of CWB, but the 
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specifications generally circumscribe actions that are 
intentional, that violate or deviate from prescribed 
norms, and that have a negative effect on the indi-
vidual’s contribution to the goals of the unit or orga-
nization. Descriptions of this domain are provided 
by Gruys and Sackett (2003) and Robinson and Ben-
nett (1995). The general agreement seems to be that 
two major subfactors exist (e.g., see R. J. Bennett & 
Robinson, 2000; Berry, Ones, & Sackett, 2007; 
Dalal, 2005) distinguished by deviant behaviors 
directed at the organization (theft, sabotage, falsify-
ing information, malingering) and behaviors 
directed at individuals, including the self (e.g., phys-
ical attacks, verbal abuse, sexual harassment, drug 
and alcohol abuse). Although not yet fully substanti-
ated by research, it seems reasonable to also expect 
an approach–avoidance, or moving toward versus 
moving away, distinction for both organizational 
deviance and individual deviance. That is, the CWBs 
dealing with organizational deviance seem to be 
divided between aggressively destroying or misusing 
resources versus avoiding or withdrawing from the 
responsibilities of the work role. Similarly, CWBs 
directed at individuals seem to be divided between 
aggressive actions that are directed at other people 
and destructive actions directed at the self, such as 
alcohol and drug abuse and neglect of safety precau-
tions. The approach–avoidance distinction is a 
recurring one in the study of motivation (Elliot & 
Thrash, 2002; Gable, Reis, & Elliot, 2003) and of 
personality (Watson & Clark, 1993), including a 
major two-factor model of psychopathology (Mar-
kon, Krueger, & Watson, 2005). It is also suggested 
in a study of CWB by Marcus, Schuler, Quell, and 
Humpfner (2002).

A major issue in the CWB literature is whether 
its principal subfactors are simply the extreme nega-
tive end of other performance factors or whether 
they are independent constructs. The evidence  
currently available (Berry et al., 2007; Dalal, 2005; 
Kelloway, Loughlin, Barling, & Nault, 2002; Miles, 
Borman, Spector, & Fox, 2002; Ones & Viswes-
varan, 2003; Spector, Bauer, & Fox, 2010) has sug-
gested that CWBs are not simply the negative side  
of other performance components. Low scores on 
other performance dimensions could result from a 
lack of knowledge or skill, but low scores on CWB 

reflect intentional deviance and are dispositional in 
origin.

Factor 5: Supervisory, Manager, Executive (i.e., 
hierarchal) Leadership. This factor refers to leader-
ship performance in a hierarchical relationship. The 
substantive content, as specified by the leadership 
research literature, is most parsimoniously described 
by the six leadership factors listed in Exhibit 22.1 
(Campbell, 2012). The parsimony results from 
the remarkable convergence of the literature, as 
detailed in Campbell (2012), from the Ohio State 
and Michigan studies through the contingency 
theories of Fielder, House, Vroom, and Yetton to 
the current emphasis on being charismatic and 

Exhibit 22.1
Six Basic Factors Making Up Leadership 

Performance

1. Consideration, support, person centered: Providing 
recognition and encouragement, being supportive 
when under stress, giving constructive feedback, 
helping others with difficult tasks, building networks 
with and among others

2. Initiating structure, guiding, directing: Providing task 
assignments; explaining work methods; clarifying 
work roles; providing tools, critical knowledge, and 
technical support

3. Goal emphasis: Encouraging enthusiasm and 
commitment for the group’s or organization’s 
goals, emphasizing the important missions to be 
accomplished

4. Empowerment, facilitation: Delegating authority and 
responsibilities to others, encouraging participation, 
allowing discretion in decision making

5. Training, coaching: One-on-one coaching and 
instruction regarding how to accomplish job tasks, 
how to interact with other people, and how to deal 
with obstacles and constraints

6. Serving as a model: Models appropriate behavior 
regarding interacting with others, acting unselfishly, 
working under adverse conditions, reacting to 
crisis or stress, working to achieve goals, showing 
confidence and enthusiasm, and exhibiting principled 
and ethical behavior.

Note. From Oxford Handbook of Industrial and 
Organizational Psychology (p. 173), by S. Kozlowski 
(Ed.), 2012, New York, NY: Oxford University Press. 
Copyright 2012 by Oxford University Press. Adapted 
with permission.
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transformational, leading the team, and operating 
in highly complex and dynamic environments. In 
conversations about leadership, the emphasis may 
be on leader performance, as defined here, or it may 
be on the outcomes of leader actions (e.g., follower 
satisfaction, unit profitability), on the determinants 
(predictors) of leadership performance, or on the 
contextual influences on leader performance or 
performance outcomes. However, when describ-
ing or assessing leadership performance (as defined 
here), the specifications are always in terms of one 
or more of these six factors. The relative emphasis 
may be different, and different models may hypoth-
esize different paths from leader performance to 
leader effectiveness, which for some people may be 
the interesting part, but the literature’s characteriza-
tion of leader performance itself seems to always be 
within the boundaries of these six subfactors.

Similarly, the six subfactors circumscribe hierar-
chical leadership performance at all organizational 
levels. However, the relative emphasis on the factors 
may change at higher organizational levels, and the 
specific actions within each subfactor may also 
receive differential emphasis.

Factor 6: Management Performance (hierarchical). 
Within a hierarchical organization, this factor 
includes those actions that deal with obtaining, pre-
serving, and allocating the organization’s resources 
to best achieve its goals. The major subfactors of 
management performance are given in Exhibit 22.2 
(Campbell, 2012). The major distinction between 
leadership performance and management perfor-
mance, which not everybody agrees on, is that the 
leadership dimensions involve interpersonal influ-
ence. The management dimensions do not. As it 
was for the components of leadership, there may be 
considerably different emphases on the management 
performance subfactors across work roles and also as 
a function of the type of organization, organizational 
level, changes in the situational context, changes in 
organization goals, and so forth. Also, nothing in 
the leadership–management distinction implies two 
separate jobs or work roles. They coexist.

Factor 7: Peer–Team Member Leadership 
Performance. The content of this factor is paral-
lel to the actions that make up hierarchical leader-
ship (see Factor 5). The defining characteristic is 

that these actions are in the context of peer or team 
member interrelationships, and the peer–team 
relationships in question can be at any organiza-
tional level (e.g., production teams vs. management 
teams). That is, the team may consist of nonsupervi-
sory roles or a team of unit managers.

Factor 8: Team Member–Peer Management 
Performance. A defining characteristic of the 

Exhibit 22.2
Eight Basic Factors of Management Performance

1. Decision making, problem solving, and strategic 
innovation: Making sound and timely decisions about 
major goals and strategies. Includes gathering  
information from both inside and outside the organization, 
staying connected to important information sources, 
forecasting future trends, and formulating strategic 
and innovative goals to take advantage of them

2. Goal setting, planning, organizing, and budgeting: 
Formulating operative goals; determining how to 
use personnel and resources (financial, technical, 
logistical) to accomplish goals; anticipating potential 
problems; estimating costs

3. Coordination: Actively coordinating the work of two 
or more units or the work of several work groups 
within a unit; scheduling operations; includes 
negotiating and cooperating with other units

4. Monitoring unit effectiveness: Evaluating progress 
and effectiveness of units against goals: monitoring 
costs and resource consumption

5. External representation: Representing the organization 
to those not in the organization (e.g., customers, clients, 
government agencies, nongovernment organizations, 
the public); maintaining a positive organizational image; 
serving the community; answering questions and 
complaints from outside the organization

6. Staffing: Procuring and providing for the 
development of human resources; not one-on-one 
coaching, training, or guidance, but providing the 
human resources that the organization or unit needs

7. Administration: Performing day-to-day administrative 
tasks, keeping accurate records, documenting 
actions; analyzing routine information and making 
information available in a timely manner

8. Commitment and compliance: Compliance with 
the policies, procedures, rules, and regulations of 
the organization; full commitment to orders and 
directives, together with loyal constructive criticism 
of organizational policies and actions

Note. From Oxford Handbook of Industrial and 
Organizational Psychology (p. 173), by S. Kozlowski (Ed.), 
2012, New York, NY: Oxford University Press. Copyright 
2012 by Oxford University Press. Adapted with permission.
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high-performance work team (e.g., Goodman, 
Devadas, & Griffith-Hughson, 1988) is that team 
members perform many of the management func-
tions shown in Exhibit 22.2. For example, the team 
member performance factors identified in a criti-
cal incident study by Olson (2000) that are not 
accounted for by the technical performance factors, 
or the peer leadership factors, concern such man-
agement functions as planning and problem solving, 
determining within-team coordination requirements 
and workload balance, and monitoring team per-
formance. In addition, the contextual performance 
and organizational citizenship behavior literatures 
have both strongly indicated that representing the 
unit or organization to external stakeholders and 
exhibiting commitment to and compliance with 
the policies and procedures of the organization are 
critical performance factors at any organizational 
level. Consequently, to a greater extent than most 
researchers realize or acknowledge, important ele-
ments of management performance exist in the peer 
or team context as well as in the hierarchical (i.e., 
management–subordinate) setting.

Again, these eight factors are intended to be an 
integrative synthesis of what the literature has sug-
gested are the principal dimensions of performance 
in a work role. They are meant to encompass all pre-
vious work on individual performance modeling, 
team member performance, and leadership and 
management. Even though the different streams of 
literature may use somewhat different words for 
essentially the same performance actions, great con-
sistency exists across the different sources.

Performance dynamics. The latent structure just 
summarized has direct implications for the content 
of performance assessments. However, it does not 
speak to whether an individual’s level of perfor-
mance is stable over time or whether it changes. 
Assessment of performance dynamics must deal 
with additional complexities. One source of such 
dynamics is that performance requirements of the 
work role itself change over time, which can occur 
because of changes in (a) the substantive content 
of the requirements, (b) the level of performance 
expected, (c) the conditions under which a particu-
lar level of performance is expected, or (d) some 

combination of these. Individuals can also change. 
Much of I/O psychology research and practice deals 
with planned interventions designed to enhance 
the individual knowledge, skill, and motivational 
determinants of performance, such as training 
and development, goal setting, feedback, rewards 
of various kinds, better supervision, and so forth. 
Such interventions, with performance requirements 
held constant, could increase the group mean, have 
differential effects across people, or both. The per-
formance changes produced can be sizable (e.g., 
Carlson, 1997; Katzell & Guzzo,1983; Locke & 
Latham, 2002).

Interventions designed to enhance individual 
performance determinants can also be imple-
mented by the individual’s own processes of self-
management and regulation (Kanfer, Chen, & 
Pritchard, 2008; Lord, Diefendorff, Schmidt, & Hall, 
2010), and the effectiveness of these self-regulation 
processes could vary widely across people. In addi-
tion, if they have the latitude to do so, individuals 
could conduct their own job redesign (i.e., change 
the substantive content of their work role) to better 
utilize their knowledge and skills and increase the 
effort they are willing to spend. Academics are fond 
of doing that.

As noted by Sonnentag and Frese (2012), indi-
vidual performance can also change simply as a 
function of the passage of time. Of course, time is a 
surrogate for such things as practice and experience, 
the aging process, or changes in emotional states 
(Beal, Weiss, Barros, & MacDermid, 2005).

Most likely, for any given individual over any 
given period of time, many of these sources of per-
formance change can be operating simultaneously. 
Performance dynamics are complex, and attempts to 
model the complexity have taken many forms. For 
example, there could be characteristic growth curves 
for occupations (e.g., Murphy, 1989b), differential 
growth curves across individuals (Hofmann, Jacobs, & 
Gerras, 1992; Ployhart & Hakel, 1998; Stewart & 
Nandkeolyar, 2006; Zyphur, Chaturvedi, & Arvey, 
2008), both linear and nonlinear components for 
growth curves (Deadrick, Bennett, & Russell, 1997; 
Reb & Cropanzano, 2007; Sturman, 2003), and 
cyclical changes resulting from a number of self- 
regulatory mechanisms (Lord et al., 2010).  



John P. Campbell

362

Empirical demonstrations of each of these have  
been established.

Adapting to dynamics. Adaptability can be viewed 
either as a characteristic of performance itself (i.e., 
a category of performance actions), as did Hesketh 
and Neal (1999), or as a property of the individual 
(i.e., as a determinant of performance). Ployhart 
and Bliese (2006) presented a thorough discussion 
of this issue and argued that it is more useful to 
model (i.e., identify the characteristics of) the adap-
tive individual than it is to propose adaptability as 
a distinct content dimension of performance. One 
reason is that the general definition of adaptability 
is not content domain specific, and providing speci-
fications for adaptability as a distinct performance 
dimension has been difficult (e.g., see Pulakos, 
Arad, Donovan, & Plamondon, 2000).

Domain-specific dynamics. In sum, it can be taken 
as a given that work-role performance requirements 
change over time, sometimes over very short periods 
of time, and that individuals change (i.e., adapt) to 
meet them. Individuals can also change in anticipa-
tion of changes in performance requirements. Many 
interventions (e.g., training, goal setting, reward 
systems) have been developed to help individu-
als adapt to changing performance requirements. 
Individuals can also actively engage in their own 
self-management to develop additional knowledge 
and skill and to regulate the direction and intensity 
of their effort. If the freedom to do so exists, they 
can even proactively change their own performance 
responsibilities, or at least their relative emphases, 
so as to better use their own knowledge and skill or 
to better accomplish unit goals. Even if performance 
requirements remain relatively constant, individual 
performance can change over time as the result of 
practice, feedback, increasing experience, cognitive 
and physical changes resulting from aging, or even 
fluctuation in affect or subjective well-being.

As a result of all this, one might ask what impli-
cations performance dynamics and individual adapt-
ability have for substantive models of individual 
work performance. This question is not the right 
question. A more appropriate question is, “What are 
the implications of substantive models of perfor-
mance for the assessment of performance dynamics 

and individual adaptability?” The argument here is 
that although the latent dimensions of performance 
may be interdependent (e.g., higher technical per-
formance could enhance leadership), the assessment 
of performance change must be linked to the indi-
vidual performance dimensions. That is, the nature 
of performance changes may be different for differ-
ent dimensions.

Summary. Why devote so much space to the 
basic modeling of individual performance in what 
is supposed to be an overview of assessment in I/O 
psychology? There are two reasons. First, individual 
performance is I/O psychology’s most important 
dependent variable. Second, considering the assess-
ment of individual performance raises some very 
fundamental issues that are relevant for the assess-
ment of virtually all other variables, both dependent 
and independent. For example, what is the most 
useful specification for the latent structure? To what 
extent is the “most useful specification” a function 
of value judgments? Judgments by whom? Aside 
from conventional considerations of reliability, are 
the latent variables “dynamic”? What is the expected 
nature of the within-person variation? All of these 
issues have implications for the choice of assessment 
methods and for the purposes for which specific 
assessments are used.

Performance Assessment
The assessment of individual work-role performance 
may be I/O psychology’s most difficult assessment 
requirement. J. T. Austin and Villanova (1992) pro-
vided ample documentation of the problem. Archi-
val objective measures are few and far between and 
frequently suffer from contamination. Ratings, 
although they do yield meaningful assessments  
(W. Bennett, Lance, & Woehr, 2006; Conway & 
Huffcut, 1997), tend to suffer from low reliability, 
method variance, contamination, and the possible 
intrusion of implicit models of performance held by 
the raters that do not correspond to the stated speci-
fications of the assessment procedure (Borman, 1987; 
Conway, 1998). Alternatives to ratings have been 
methods such as performance in a simulator, perfor-
mance on various forms of job samples (Campbell & 
Knapp, 2001), and using various indicators of goal 
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accomplishment when goals are specified such that 
accomplishing them is virtually under the individu-
al’s total control (Pulakos & O’Leary, 2010).

In addition to these considerations, taking 
account of the purpose of assessment is also critical. 
The three major reasons for assessing performance 
are (a) for research purposes that have no high-
stakes consequences; (b) for developmental pur-
poses that carry the assurance that low scores do not 
carry negative consequences; and (c) for high-stakes 
appraisal situations such as promotion, compensa-
tion, termination, and so forth. Most likely, different 
assessment methods would be appropriate for each. 
Also, depending on which of the three is operative, 
the same assessment procedure could produce dif-
ferent assessments. For example, raters could be try-
ing to satisfy different goals when doing operational 
performance appraisals versus providing ratings for 
research purposes only. Murphy and Cleveland 
(1995) discussed these issues at some length. The 
overall moral is that the measurement purposes 
must never be confused.

Team Performance
Research, theory, and professional discussion 
regarding team effectiveness, team performance,  
the determinants of team performance, and the pro-
cesses by which the determinants (independent  
variables) affect team performance (dependent vari-
ables) has expanded exponentially over the past  
20 years (e.g., Ilgen, Hollenbeck, Johnson, & Jundt, 
2005; Kozlowski & Ilgen, 2006: Mathieu, Maynard, 
Rapp, & Gilson, 2008). However, most of the atten-
tion is given to the determinants of team perfor-
mance and effectiveness and to the processes by 
which they have their effects. Modeling team perfor-
mance itself for purposes of guiding assessment has 
received relatively little attention.

The dominant model is still that articulated by 
Hackman (1992), that is, that three major factors of 
group–team performance exist (as distinct from 
individual performance):

1. The first factor is the degree to which it accom-
plishes its major substantive task goals. This 
factor is analogous to the technical factor for 
individual performance. No taxonomy of team 

goals exists, but it could include such things as 
meeting production goals, producing solutions 
to specific problems, developing policy, creating 
designs, modeling resource allocation decisions, 
and so forth.

2. The second factor is the degree to which team 
members feel rewarded by, or satisfied with, their 
role and committed to the team’s goals so that 
they continue to commit effort toward team goal 
accomplishment. This factor is analogous to the 
effort–initiative factor in individual performance.

3. The third factor is the degree to which the team 
improves its resources, skills, and coordination 
over time.

By implication, assessment of team performance 
would involve assessment of these three factors. The 
last two factors are sometimes combined into a 
higher order factor referred to as team viability, or 
the team’s capability to maintain its technical perfor-
mance over time.

Unit and Organizational Effectiveness
Organizations, and organizational units, do have a 
bottom line. That is, by some set of value judg-
ments, a set of outcomes is identified that the orga-
nization or unit wants to maximize, optimize, or at 
least maintain at certain levels, such as quantity or 
quality of output (be it goods or services), sales, rev-
enue, costs, earnings, return on investment, stock 
price, asset values, and so forth. The outcomes 
deemed important are a management choice, and 
choices can vary across organizations and across 
time within organizations. For an educational orga-
nization, the outcome could be number of students, 
graduation rates, time to degree, mean SAT or GRE 
scores for the student body, prestige of postgradua-
tion job placements, and so forth. Again, by defini-
tion, the level and variation of such outcomes is the 
result of multiple determinants, in addition to indi-
vidual performance. Although the term organiza-
tional effectiveness is used frequently in the I/O 
literature relative to both research and practice, 
attempts to model organizational or unit effective-
ness for purposes of assessment have been sparse. 
An early taxonomy was developed by Campbell 
(1977), which was given a three-dimensional higher 
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order structure by Quinn and Rohrbaugh (1983) 
and Cameron and Quinn (1999).

Productivity
Productivity, particularly with regard to its assess-
ment, is a frequently misused term in I/O psychol-
ogy. Its origins are in the economics of the firm, 
where it refers to the ratio of the value of output 
(i.e., effectiveness) to the costs of achieving that 
level of output. Holding output constant, productiv-
ity increases as the costs associated with achieving 
that level of output decrease. It is possible to talk 
about the productivity of capital, the productivity of 
technology, and the productivity of labor, which are 
usually indexed by the value of output divided by 
the cost of the labor hours needed to produce it. For 
the productivity of labor, it would be possible to 
consider individual productivity, team productivity, 
or organizational productivity. Assessment of indi-
vidual productivity would be a bit tricky, but it must 
be specified as the ratio of performance level (on 
each major dimension) to the cost of reaching that 
level (on each major dimension). Costs could be 
reflected by number of hours needed or wage rates. 
For example, terminating high wage-rate employees 
and hiring cheaper (younger?) individuals who can 
do the same thing would increase individual 
productivity.

Turnover
Turnover refers to the act of leaving an organization. 
Turnover can be voluntary or involuntary, as when 
an individual is terminated by the organization. 
Both voluntary turnover and involuntary termina-
tion can be good or bad depending on the circum-
stances. Depending on the work role, turnover 
could also vary as a function of determinants that 
operate at various times (e.g., variation in turnover 
could occur as a function of the initial socialization 
process, early vs. late promotions, vesting of retire-
ment benefits).

For assessment purposes, great benefit would 
result if a latent structure for turnover could be 
specified in terms of the substantive reasons individ-
uals leave. The beginnings of such a latent structure 
can be found in the integrative reviews of turnover 
research by Griffeth, Hom, and Gaertner (2000), 

Mitchell and Lee (2001), and Maertz and Campion 
(2004).

DEPENDENT VARIABLE ASSESSMENT 
FROM THE INDIVIDUAL’S POINT OF VIEW

Again, the defining characteristic is that higher 
scores on such variables are of value to the individ-
ual for his or her own sake. They are not of value 
because they correlate with or predict something 
else that is of value. Consequently, what is a depen-
dent variable for the individual could be an indepen-
dent variable for the organization.

Job Satisfaction
One taxonomy of such dependent variables valued 
by the individual is represented by the 20 dimen-
sions assessed by the Minnesota Importance Ques-
tionnaire (Dawis & Lofquist, 1984), which are listed 
in Exhibit 22.3.

Within the theory of work adjustment (Dawis, 
Dohm, Lofquist, Chartrand, & Due, 1987; Dawis & 
Lofquist, 1984), the variables in Exhibit 22.3 are 
assessed in different ways for different reasons. The 
Occupational Reinforcer Pattern is a rating by super-
visors or managers of the extent to which a particu-
lar work role provides outcomes representing each 
of the variables. The Minnesota Importance Ques-
tionnaire is a self-rating by the individual of the 
importance of being able to experience high levels of 
each of the 20 dimensions. The Minnesota Satisfac-
tion Questionnaire is a self-rating of the degree to 
which the individual is satisfied with the level of 
each variable that he or she is currently experienc-
ing. According to the theory of work adjustment, 
overall work satisfaction should be a function of the 
degree to which the work-role characteristics judged 
to be important by the individual are indeed pro-
vided by the work role, or job.

Exhibit 22.3 represents the literature’s most 
finely differentiated portrayal of the latent structure 
of what individuals want from work. There are other 
portrayals. For example, a long time ago, Herzberg 
(1959) grouped 16 outcomes obtained via a critical 
incident procedure (he called it story-telling) into 
two higher order factors variously called motivators 
and hygienes or intrinsic and extrinsic. The Job 
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Descriptive Index (Smith, Kendall, & Hulin, 1969) 
focuses on five factors: the nature of the work itself; 
the characteristics of pay; the characteristics of 
supervision; the nature of promotion opportunities; 
and the characteristics of one’s coworkers. There 
have also been several measures of overall, or gen-
eral, job satisfaction (e.g., Hoppock, 1935; Kunin, 
1955), which might use one item or several items.

Job satisfaction is a complex construct, and 
assessment issues revolve around the number of 
latent factors; the nature of the general factor; 
whether the sum of the parts (i.e., adding factor 
scores) captures all the variance in a rating of overall 
satisfaction; the dynamics of within-person varia-
tion; whether the frame of reference should be a 
description of the individual’s state, an evaluation of 
that state, or the affective response to the evaluation; 
and how levels of satisfaction should be scaled (e.g., 
see Hulin & Judge, 2003). Assessment must deal 
with all of these issues.

It is instructive, or at least interesting, to com-
pare the 20 job characteristics listed in Exhibit 22.3 
with other individual work outcomes that the list 
does not seem to include but that have received 
important research or assessment attention.  
Examples follow.

Justice
A considerable literature exists on distributive and 
procedural justice (Colquitt, 2001; Colquitt, Con-
lon, Wesson, Porter, & Ng, 2001) that could be 
viewed as subfactors of Outcome 6 in Exhibit 22.3. 
Distributive justice refers to an individual’s self-
assessment of how well he or she is being rewarded 
by the organization. Procedural justice refers to the 
individual’s assessment of the relative fairness of the 
organization’s procedure for managing and dispens-
ing rewards. A meta-analysis by Crede (2006) 
showed perceptions of procedural justice to have a 
somewhat higher mean correlation with overall job 

Exhibit 22.3
The 20 First-Level Job Outcomes Incorporated in Dawis and Lofquist’s (1984) Minnesota Theory  

of Work and Adjustment

1. Ability utilization: The chance to do things that make use of one’s abilities
2. Achievement: Obtaining a feeling of accomplishment and achievement from work
3. Activity: Being able to keep busy all the time, freedom from boredom
4. Advancement: Having realistic chances for promotion and advancement
5. Authority: Being given the opportunity to direct the work of others
6. Company policies and practices: Company policies and practices that are useful, fair, and well thought out
7. Compensation: Compensation that is fair, equitable, and sufficient for the work being done
8. Coworkers: Good interpersonal relationships among coworkers
9. Creativity: The opportunity to innovate and try out new ways of doing things in one’s job

10. Independence: The chance to work without constant and close supervision
11. Moral values: Working does not require being unethical or going against one’s conscience
12. Recognition: Receiving praise and recognition for doing a good job
13. Responsibility: The freedom to use one’s own judgment
14. Security: Not having to worry about losing one’s job
15. Social service: Opportunities to do things for other people as a function of being in a particular work role
16. Social status: The opportunity to be somebody in the community, as a function of working in a particular job and 

organization
17. Supervision—human relations: The respect and consideration shown by one’s manager or supervisor
18. Supervision—technical: Having a manager or supervisor who is technically competent and makes good decisions
19. Variety: Having a job that incorporates a variety of things to do
20. Working conditions: Having working conditions that are clean, safe, and comfortable

Note. From Oxford Handbook of Industrial and Organizational Psychology (p. 173), by S. Kozlowski (Ed.), 2012, New 
York, NY: Oxford University Press. Copyright 2012 by Oxford University Press. Adapted with permission.
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satisfaction than did distributive justice (.56 vs. .62) 
when correlations were corrected for artifacts.

Overall Well-Being
Several dependent variables in the workplace, from 
the individual’s point of view, go beyond job satis-
faction and perceived distributive and procedural 
justice to include additional facets of overall well-
being, such as the following:

■■ Physical health: In terms of its relationship to 
work roles, physical health is most often talked 
about in terms of a safe physical environment 
(Tetrick, Perrewé, & Griffin, 2010), that is, pro-
tections from environmental hazards, effective 
safety procedures, manageable physical demands, 
and available preventive care for potential ill-
ness. Assessment could involve the independent 
measurement of such factors or the individual’s 
perception of them.

■■ Mental and psychological health. Although posi-
tive psychological health associated with working 
is a valued outcome from the individual point of 
view, it presents assessment complications. After 
controlling for basic personality characteristics, 
the framework proposed by Warr (1994) could 
be adopted that would then seek to assess (a) the 
individual’s level of happiness or unhappiness, 
(b) relative feelings of comfort versus anxiety, 
and (c) feelings of depression versus enthusiasm. 
Lurking in the background is the research on set 
points (e.g., Lykken, 1999), which has argued 
that individuals have a characteristic level of hap-
piness or well-being that determines much of the 
variance in their reactions to the work environ-
ment on these dimensions.

■■ Work–family conflict. This literature is growing, 
and the implication is that individuals value a 
work situation that does not produce undue con-
flict with family life or nonwork relationships. 
The determinants of work–family conflict are 
many and varied, and several models have been 
offered relating the determinants to work–family 
conflict (e.g., J. E. Edwards & Rothbard, 2000; 
Greenhaus & Powell, 2006; Grzywacz & Carl-
son, 2007). Some of the issues are whether work 
interferes with family or vice versa; whether 

the goals of the family and the goals of the indi-
vidual at work are different; and the influence of 
gender (e.g., whether the man or woman stays 
home). The touchstone for assessment of the 
dependent variable is defining high scores as the 
perception (by the job holder) that work and 
family demands are in balance. That is, work 
demands do not degrade family goals, and fam-
ily demands do not degrade individual work 
goals. Consequently, assessment should take 
into account how well the two sets of goals are 
aligned, and they may not be weighted equally 
(e.g., for economic reasons). Regardless of the 
relative weights, Cleveland and Colella (2010) 
made a strong argument for why both sets of 
goals strongly influence work–family conflict 
assessments.

■■ Work-related stress. The study of work stress has 
generated a very large literature (Sonnentag &  
Frese, 2003), and work stress is frequently 
offered as an important criterion variable because 
of the high frequencies with which it is reported 
(Harnois & Gabriel, 2000; Levi & Lunde-Jensen, 
1996; National Institute for Occupational Safety 
and Health, 1999). Stress can be defined as a set 
of physiological, behavioral, or psychological 
responses to demands (work, family, or envi-
ronmental) that are perceived to be challenging 
or threatening (Neuman, 2004). Assessment of 
individual stress levels is a more complex enter-
prise than assessment of job satisfaction, mental 
or physical health, or work–family conflict. The 
measurement operations could be physiologi-
cal (e.g., cortisol levels in the blood), behavioral 
(e.g., absenteeism), psychological (depression), 
or perceptual (e.g., self-descriptions of stress 
levels), and the construct validity of any one of 
them is not assured given the complexities of 
modeling stress as a construct.

A somewhat overly simplistic model of stress 
as a criterion would be that the work–family situ-
ation incorporates potential stressors. Whether a 
potential stressor (e.g., a new project deadline) 
leads to a stress reaction is a function of how it is 
evaluated by the individual. For some, the new 
deadline might be threatening (e.g., it increases 
the probability of a debilitating failure or makes  
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it difficult to care for a sick child). For others, it is 
merely an interesting challenge that will be fun to 
tackle. If potential stressors are evaluated as 
threatening, stress levels go up unless the individ-
ual has the resources to cope with them (Hobfoll, 
1998). The Selye (1975) principle of optimum 
stress levels says that individuals need a certain 
amount of perceived stress to be optimally acti-
vated (Cooper, Dewe, & Driscoll, 2001). Similar 
models have been offered by Robert and Hockey 
(1997) and Warr (1987). However, if stress is too 
high, several counterproductive outcomes 
(labeled strains) can occur. These outcomes can 
be physical (fatigue, headaches), behavioral 
(reduced performance), or psychological (anxi-
ety, sleep impairment). Consequently, assessment 
must choose among alternative measurement 
operations, must deal with the appraisal compo-
nent (i.e., is a potential stressor actually a 
stressor?), and must make a case for the construct 
validity of the assessment of strains.

Individual Perspective:  
A Summary Comment
Job satisfaction, distributed and procedural justice, 
physical health, mental and psychological health, 
work–family conflict, stress, or simply evaluation of 
overall well-being have been discussed as dependent 
variables in the work setting that are important to 
individuals. That is, most people value being satisfied 
with their work, being physically and psychologically 
healthy, achieving a work life–non-work-life balance, 
and experiencing optimal stress levels. However, in 
the I/O psychology literature, these variables are usu-
ally not discussed as ends in themselves, but as inde-
pendent variables that have an effect on the 
organization’s bottom line (Cleveland & Colella, 
2010; Tetrick et al., 2010). Depending on which per-
spective is chosen, the purpose of assessment is dif-
ferent, and the choice of assessment methods may 
differ as well.

INDEPENDENT VARIABLE LANDSCAPE

Compared with the dependent variable domain, the 
independent variable domain is a lush and verdant 
landscape—and much more intensely researched 

and assessed. It has also been well discussed by  
others and is the subject of many recent handbooks 
(Farr & Tippins, 2010; Scott & Reynolds, 2010; 
Zedeck, 2010). What follows is a brief outline pri-
marily for the purpose of making certain distinc-
tions that are discussed less often. As might be 
expected, the outline follows Campbell et al. (1993), 
Campbell and Kuncel (2001), and Campbell (2012).

The Campbell et al. (1993) model of perfor-
mance posited two general kinds of performance 
determinants: direct and indirect. That is, individual 
differences in performance (either between or 
within) are a direct function of the current levels of 
performance-related knowledge and performance-
related skills. There are different kinds of knowledge 
(e.g., facts, procedures) and different kinds of skills 
(e.g., cognitive, physical, psychomotor, expressive). 
The critical factor is that they are the real-time 
knowledge and skills determinants of performance. 
The only other direct determinants are motivational 
and are represented by three choices: (a) where to 
direct effort, (b) at what levels, and (c) for how 
long. All other performance determinants must 
exercise their effects by changing one or more of the 
direct determinants. It follows that a diagnosis of  
the direct causes of low or high performance must 
assess knowledge, skill levels, and choice behaviors 
that are specific to the work role’s performance 
requirements in real time. For example, reading skill 
as a direct determinant refers to how well the indi-
vidual reads the material required by the job in the 
work setting. Reading skill (ability?) as measured by 
the SAT is an indirect determinant. A multitude of 
indirect determinants of knowledge, skills, and 
choice behaviors exists, and a brief outline follows.

Traits: Abilities
The individual differences tradition in psychology in 
general, and I/O psychology in particular, has 
devoted much attention to the assessment of indi-
vidual characteristics that are relatively stable over 
the adult working years. Assessments of such char-
acteristics are used to predict future performance for 
selection and promotion purposes, predict who will 
benefit from specific training or development expe-
riences, predict performance failures, provide the 
individual profiles needed to determine person–job 
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or person–organization fit, counsel individuals on 
career options, and serve as control variables in a 
wide variety of experiments on interventions (e.g., 
procedures for stress reduction). A brief outline of 
the major trait domains follows. An overarching  
distinction is made between abilities and skills 
(assessed with so-called maximum performance 
measures) and dispositions (assessed with typical 
performance measures).

Cognitive abilities. The value of using cognitive 
abilities to predict important dependent variables is 
well documented, and general cognitive ability (g) 
dominates (Ones, Dilchert, Viswesvaran, & Salgado, 
2010; F. Schmidt & Hunter, 1998). The existence of 
g in virtually any matrix of cognitive tests and the 
correlation of near unity between the general factors 
estimated from different test batteries (e.g., see  
W. Johnson, Nijenhuis, & Bouchard, 2008) has been 
well established. The nature of the latent subfac-
tors that make up the general factor is not a totally 
settled issue. The most comprehensive portrayal is 
still that of Carroll (1993), who acknowledged g as 
a single general factor that had eight (Carroll, 1993) 
or 10 (Carroll, 2003) subfactors. This portrayal is 
somewhat in opposition to that of Cattell (1971) 
and Horn (1989), who argued for the crystallized g 
and fluid g distinction with no general factor. Later 
investigations (W. Johnson & Bouchard, 2005) have 
tended not to support the crystallized g–fluid 
g structure. W. Johnson and Bouchard (2005) reana-
lyzed several data sets, using more sophisticated 
methods, and argued strongly that g has three sub-
factors: verbal, perceptual–spatial, and image rota-
tion. However, a quantitative factor did not appear 
as a fourth subfactor, which might be because of the 
restriction of quantitative ability to simple number 
facility in the test batteries.

The most finely differentiated picture of how g 
could be decomposed is the comprehensive model 
of human abilities proposed by Fleishman and Reilly 
(1992), which is incorporated into O*NET (Peter-
son et al., 1999). It includes 21 cognitive abilities. 
Although some evidence has been found for differ-
ential prediction of performance across different 
jobs using cognitive ability subfactors (Rosse, 
Campbell, & Peterson, 2001; Zeidner, Johnson, & 

Scholarios, 1997), the incremental gains are small 
compared with the variance accounted for by g. 
However, even small gains are significant in the con-
text of large-scale selection and classification in 
large organizations. It is also true that the advan-
tages of using specific subfactors rather than g for 
particular measurement purposes have not been 
evaluated against highly specific performance sub-
factors (e.g., operating specific kinds of equipment 
that may require highly specific abilities).

Psychomotor abilities. The Fleishman and Reilly 
(1992) taxonomy includes 10 specific psychomotor 
abilities grouped into three higher order subfac-
tors: (a) hand and finger dexterity and steadiness; 
(b) control, coordination, and speed of multilimb 
movements; and (c) complex reaction time and 
speed of movement involving hands, arms, legs, or 
all of these. Standardized performance-based tests 
are available for each of the 10 specific abilities, and 
they may (should?) be differentially important for 
predicting performance or specific job tasks, such as 
using a keyboard versus landing military jet aircraft 
at sea. No data are available for this domain, but it is 
interesting to speculate as to whether, for surgeons, 
open incision surgery requires somewhat different 
psychomotor abilities than robotic surgery.

Physical abilities. Although most occupations 
probably do not, several key occupations (e.g., fire-
fighter, police officer, certain military occupations) 
have specialized physical ability requirements. The 
assessment of physical ability is also critical when 
considering the suitability of people with disabilities 
for various jobs. The latent structure of physical 
abilities was first investigated comprehensively by 
Fleishman and his colleagues (Fleishman, 1964; 
Fleishman & Quaintance, 1984; J. Hogan, 1991; 
Myers, Gebhardt, Crump, & Fleishman, 1993), who 
eventually arrived at a six-factor latent structure 
(i.e., static strength, explosive strength, dynamic 
strength, stamina, trunk strength, and flexibility).

Because physical ability assessment has not 
received as much research attention as cognitive 
ability assessment, at least two critical issues should 
be considered. First, any of the six factors may be 
broken down into more specific subfactors (e.g., 
arm and shoulder strength vs. leg strength), and for 
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each specific factor, there are two or more specific 
assessment techniques (e.g., lifting a weight off the 
ground vs. pushing a weight along the ground). 
Consequently, both the specific subfactors and the 
assessment method are critical choices. Gebhardt 
and Baker (2010) provided a thorough discussion of 
these issues and the research pertaining to establish-
ing the physical requirements of work roles.

Sensory abilities. Certain occupations have spe-
cialized requirements for visual and auditory abili-
ties (e.g., airline pilot). The Fleishman and Reilly 
(1992) taxonomy of sensory abilities incorporated 
in O*NET includes nine factors (e.g., far vision, 
peripheral vision, sound localization, speed recog-
nition), each of which could be assessed by several 
different tests. For purposes of selection, certifica-
tion, or licensure, criterion-referenced measurement 
is particularly critical for sensory abilities. That is, 
certain minimum levels of such abilities could be 
required, and top-down scoring would not suffice.

Somewhat strangely, the Fleishman and Reilly 
(1992), and consequently the O*NET, taxonomy 
does not include taste or olfactory abilities. Given 
the importance of marketing food and drink in cur-
rent culture, this omission is potentially serious.

Speaking ability. O*NET includes only one such 
ability, speech clarity, but others may exist as well 
(e.g., speech modulation). Given the importance 
of oral communication in many occupations, this 
omission, too, would seem to be serious.

“Other” intelligences. The independent variable 
assessment landscape is also dotted with numer-
ous variables that might be best described as “not 
g” (Lievens & Chan, 2010). The basic theme is 
that important abilities exist that are independent 
of g and that play a role in success at work but are 
not part of mainstream research. The two most 
prominent abilities in this category are practi-
cal intelligence (Sternberg, Wagner, Williams, & 
Horvath, 1995), not to be confused with a higher 
order construct labeled successful intelligence (which 
includes creative, analytical, and practical intel-
ligence; Sternberg, 2003), and emotional intelli-
gence, measured either as cognitive ability (Salovey 
& Mayer, 1990) or as personality (Bar-On, 1997). 

The available evidence pertaining to these con-
structs has been reviewed at some length elsewhere 
(Gottfredson, 2003; Landy, 2005; Lievens & Chan, 
2010; Murphy, 2006). The overall conclusion must 
still be that construct validity is lacking for measures 
of these non-g intelligences and that they are in fact 
better represented by other already existing vari-
ables. For example, a recent study by Baum, Bird, 
and Singh (2011) evaluated a carefully constructed 
domain-specific situational judgment test of how 
best to develop businesses in the printing industry, 
which was then called a test of practical intelligence. 
With this juxtaposition, knowledge of virtually any 
specific domain of job-related knowledge could be 
labeled practical intelligence. What’s in a name?

Traits: Dispositions
Still within the context of stable, or at least quasi- 
stable, traits, the I/O psychology independent vari-
able landscape includes many constructs reflective of 
dispositional tendencies, that is, tendencies toward 
characteristic behavior in a given context. Personal-
ity, motives, goal orientation, values, interests, and atti-
tudes are the primary labels for the different domains.

Personality. The assessment of personality domi-
nates this landscape (Hough & Dilchert, 2010; see 
also Chapter 28, this volume) in terms of both the 
wide range of available assessment instruments 
(R. Hogan & Kaiser, 2010) and the sheer amount 
of research relating personality to a wide range of 
dependent variables (Hough & Ones, 2001; Ones, 
Dilchert, Viswesvaran, & Judge, 2007). The efficacy 
of personality assessment for purposes of predicting 
the I/O psychology dependent variables has had its 
ups and downs, moving from up (Ghiselli, 1966) 
to down (Guion & Gottier, 1965) to up (Barrick & 
Mount, 1991, 2005), to uncertainty (Morgeson  
et al., 2007), to reaffirmation (R. Hogan & Kaiser, 
2010; Hough & Dilchert, 2010; Ones et al., 2007). 
The ups and downs are generally reflective of how 
the assessment of personality is represented (e.g., 
narrow vs. broad traits), which dependent variables 
are of interest, how predictive validity is estimated, 
and the utility ascribed to particular magnitudes of 
estimated validity. The bottom line is that personal-
ity assessment is a very useful enterprise so long as 
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the inferences that are made are consistent with the 
evidence pertaining to the dependent variables that 
can be predicted by appropriate assessments.

The assessment of personality for predictive or 
diagnostic purposes is complex for at least the fol-
lowing reasons.

■■ The measurement operations (i.e., “items”) can 
come from different models of what constitutes 
personality description. The lexical approach is 
based on the words used in normal discourse to 
describe behavioral tendencies in others. The 
latent structure of such descriptors can then be 
investigated empirically. The five-factor model of 
Costa and McRae (1992) is the dominant solu-
tion. A second model would be to consult more 
basic theories of personality (e.g., Eysenck, 1967; 
Markon et al., 2005; Tellegen, 1982; Tellegen & 
Waller, 2000), write items reflective of the com-
ponents specified by the theory, and investigate 
their construct validity. The advocates of the 
theory-based approach have argued that it pro-
duces a latent structure that is tied more closely 
to biological substrates (DeYoung et al., 2010). 
Both approaches can produce hierarchical latent 
structures.

■■ Whether the descriptors (i.e., items or scales) 
are obtained by data mining normal discourse 
or by following the specifications of a theory, 
assessments of an individual can be obtained via 
self-report or observer report. Although the bulk 
of personality assessment in I/O psychology is 
self-report, observer reports may be more predic-
tive of various aspects of performance (e.g., Oh, 
Wang, & Mount, 2011). Are self-reports and 
observer reports different constructs? R. Hogan 
and Kaiser (2010) argued the affirmative and 
referred to self-descriptions as self-identity and to 
observer descriptions as reputations.

■■ The general agreement (DeYoung, Quilty, & 
Peterson, 2007) is that the lexically derived Big 
Five are themselves multidimensional and are 
composed of distinct facets. Going the other 
direction, combining two or three of the Big Five 
into higher order composite dimensions (e.g., 
integrity) has also been useful. DeYoung (2006) 
argued for two basic subfactors but rejects the 

existence of a general factor. Whether an assess-
ment should use composite dimensions, fac-
tors at the Big Five level of generality, or more 
specific facets depends on the measurement 
purpose.

■■ At the Big Five level of generality, there is con-
siderable agreement that the five-factor model is 
deficient and does not include additional impor-
tant constructs such as religiosity, traditionalism 
or authoritarianism, and locus of control (Hough & 
Dilchert, 2010).

Motives or needs. Alderfer (1969), Maslow 
(1943), McClelland (1985), Murray (1938), White 
(1959), and others have offered models of the latent 
structure of human motives, or needs. Explicitly, or 
by implication, motives are defined as inner states 
that determine the outcomes that people strive to 
achieve or strive to avoid. The strength of a motive 
determines the strength of the striving. Different 
motives are associated with different classes of 
outcomes (e.g., outcomes that satisfy achievement 
needs vs. outcomes that meet social needs).

Although the distinctions between the intensity 
of characteristic behavioral tendencies (personality) 
and the strength of striving for specific outcomes 
(motives) are not always perfectly clear, the assess-
ment methods have been different enough to war-
rant considering them separately. For example, 
within I/O psychology the projective techniques 
(ambiguous pictures) used by McClelland (1985) to 
assess need achievement and fear of failure and the 
sentence completion scales used by Miner (1977) to 
assess the motivation to manage are not personality 
scales in the sense of the NEO Personality Inven-
tory, California Psychological Inventory, or Multidi-
mensional Personality Questionnaire. Motive 
assessment has more specific referents (for more 
information on projective measures, see Volume 2, 
Chapter 10, this handbook).

Goal orientation. A very specific instantiation 
of motive assessment that has received increasing 
attention in I/O psychology is the assessment of  
goal orientation as it has developed from the  
work of Dweck and colleagues (Dweck, 1986; 
Elliott & Dweck, 1988). Initially, two orientations 
(motives) were posited in the context of training 
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and instruction. A performance orientation charac-
terizes individuals who strive for a desirable final 
outcome (e.g., final grade). Similar to McClelland 
(1985), the goal is to achieve the final outcomes that 
the culture defines as high achievement. By contrast, 
a mastery or learning orientation characterizes indi-
viduals who strive to learn new things regardless of 
the effort involved, the frequency of mistakes, or  
the nature of the final evaluation. It is learning for 
learning’s sake.

As noted by DeShon and Gillespie (2005), agree-
ment on the nature of goal orientation’s latent struc-
ture, and on whether it is a trait, quasi-trait, or state 
variable, is not uniform. Considerable research has 
focused on whether learning and performance orien-
tations are bipolar or independent and whether one 
or both of them are multidimensional (DeShon & 
Gillespie, 2005). The answers seem to be that they 
are not bipolar and that performance orientation  
can be decomposed into performance orientation–
positive—the striving toward final outcomes defined 
as achievement—and performance orientation– 
negative—the striving to avoid final outcomes 
defined as failure. One major implication is that  
performance-oriented people will avoid situations in 
which a positive outcome is not relatively certain 
and that learning-oriented individuals will relish the 
opportunity to try, regardless of the probability of a 
successful outcome. Assessment of goal orientations 
is still at a relatively primitive stage (Payne, Young-
court, & Beaubien, 2007) and has not addressed the 
issue of whether learning or performance orienta-
tions are domain specific. For example, could an 
individual have a high learning orientation in one 
domain (e.g., software development) but not in 
another (e.g., cost control)? Also, the question of 
whether goal orientation is trait or state has not 
been settled. However, even though assessment is 
primitive, research has suggested that goal orienta-
tion is an important determinant of performance 
and satisfaction in training and in the work role 
(Payne et al., 2007).

Interests. Interest assessment receives the most 
attention within the individual, not the organiza-
tional, perspective and is a major consideration in 
vocational guidance, career planning, and individual 

job choice. It has also played a role, albeit smaller, in 
personnel selection and classification on the basis of 
the notion that individuals will devote more atten-
tion and effort to things that interest them, other 
things being equal, including the mastery of relevant 
skills (Van Iddekinge, Putka, & Campbell, 2011).

Assessment of interests is dominated by two 
inventories, the Self-Directed Search (Holland, 
1994) and the Strong Interest Inventory (Harmon, 
Hansen, Borgen, & Hammer, 1994). The Self-
Directed Search portrays interest via the now- 
familiar RIASEC (realistic, investigative, artistic, 
social, enterprising, and conventional) hexagon, 
which says that the latent structure of interests is 
composed of six factors with a particular pattern of 
intercorrelations. The RIASEC profiles can be used 
to characterize both individuals and jobs or occupa-
tions. A profile for an occupation is supposedly 
indicative of the degree to which the occupation will 
satisfy each of the six interest areas. Holland (1997) 
viewed the Self-Directed Search as a measure of per-
sonality and essentially subsumed interests within 
the overall domain of personality. The Strong Inter-
est Inventory uses empirical weighting to differenti-
ate individuals in an occupation from people in 
general on preferences for specific activities, school 
subjects, and so forth. Such preferences are not 
viewed as synonymous with personality. The Strong 
Interest Inventory is also scored in terms of 20 basic 
interest dimensions that have relatively low correla-
tions with personality measures (Sullivan & Han-
sen, 2004). Whether interests account for 
incremental variance in the dependent variables, 
when compared with personality or cognitive abil-
ity, has only begun to be researched (see Van 
Iddekinge et al., 2011; for more information on the 
assessment of interests, see Volume 2, Chapter 19, 
this handbook).

Values. Although defining values presents the 
usual difficulties of choosing from among alterna-
tives, Chan (2010) presented a careful synthesis. 
Values seem most usefully defined as “the individu-
al’s stable beliefs that serve as general standards by 
which he or she evaluates specific things, including 
people, behaviors, activities, and issues” (Chan, 2010, 
p. 321). By this specification, which distinguishes 
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values from personality, motives, and interests, the 
assessment of values can play an important role in 
career planning, specific job choice, and decisions to 
stay from the individual’s perspective and in person-
nel selection, person–organization fit, organizational 
commitment, and turnover from the organization’s 
perspective.

The latent structure of values in the context of 
work has not been studied very intensively. As 
noted by Chan (2010), the taxonomy produced by 
Schwartz and Bilsky (1990) is perhaps the most 
useful. It has 10 values dimensions for describing 
individuals and seven dimensions describing cul-
ture, for comparative purposes. Another structure 
is provided by Cooke and Rousseau (1988). In gen-
eral, research on values and the development of 
methods for the assessment of values in the work 
context needs more attention in I/O psychology. 
Values as indicators of cultural distinctions across 
countries is another matter. Considerable research 
has been done using Hofstede’s dimensions, and a 
comprehensive meta-analysis of these dimensions 
has been provided by Taras, Kirkman, and Steel 
(2010).

The State Side
The independent variables noted so far have been des-
ignated as trait variables that are relatively stable over 
the individual’s work life, or at least the major portion 
of it. I/O psychology also deals with a complex struc-
ture of independent variables that are more statelike. 
That is, they are to some degree malleable, if not 
dynamic, as the result of situational effects, planned 
or unplanned. State variables are no less important 
than trait variables in explaining individual differ-
ences in the critical dependent variables, and the 
interaction between trait and state should be consid-
ered as well. The important state variables also tend to 
mirror the ability versus disposition distinction. That 
is, for some state variables, the assessment of maxi-
mum performance is the goal, whereas for others, the 
assessment of representative or typical dispositional 
states is the goal. More concretely, the distinction is 
between knowledge and skill versus attitudes and the 
cognitive regulation of choice behavior. However, for 
both abilities and dispositions, the distinctions 
between state and trait are developmentally complex. 

Ackerman (2000), Ackerman and Rolfhus (1999), 
Kanfer and Heggestad (1997), and Lubinski (2010) 
have provided a roadmap.

Knowledge and Skill
Specifications for knowledge and skill are elusive. 
What follows is an elaboration on Campbell and 
Kuncel (2001) and an attempt to distinguish among 
(a) declarative knowledge, (b) proceduralized 
knowledge, (c) skill, and (d) problem solving. It is 
meant to be consistent with Anderson (1987) and 
Simon (1992). The nature of competencies is a  
separate issue.

Declarative knowledge is knowledge of labels and 
facts pertaining to objects, events, processes, condi-
tions, relationships, rules, if–then relationships, and 
so forth. As in the Anderson (1987) framework, 
declarative knowledge is distinguished from proce-
duralized knowledge, which refers to knowing how 
something should be done (e.g., How should shin-
gles be put on a roof? How should a correlation 
matrix be factor analyzed? How should a golf club 
be swung?). In contrast to knowing how to do 
something, skill refers to actually being able to do it. 
Sometimes the distinction between proceduralized 
knowledge and skill is relatively small (e.g., know-
ing how to factor analyze a matrix vs. actually doing 
it), and sometimes it is huge (e.g., knowing how to 
swing a three-iron and actually being able to do it  
at some reasonable level of proficiency; note the 
qualifier—skills are not dichotomous variables). 
Consequently, a skill can be defined as the applica-
tion of declarative and proceduralized knowledge 
capabilities to solve structured problems and accom-
plish specified goals. That is, the problems or goal 
accomplishments at issue have known (i.e., correct) 
solutions and known ways of achieving them. The 
issue is not whether the problems or specified goals 
are easy or difficult, it is whether correct solutions 
can be specified.

The capabilities commonly labeled as problem 
solving, critical thinking, or creativity should be set 
apart from a discussion of knowledge and skill. 
Although these capabilities appear frequently in 
competency models and other forms of knowledge, 
skills, and abilities lists, they are seldom, if ever, 
given a concrete specification, seemingly because 
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everyone already knows what they are. Conse-
quently, whether problem solving, creativity, and 
critical thinking are intended as trait or state vari-
ables is not clear. That is, are they distinct from gen-
eral cognitive ability, and can they be enhanced via 
training and experience? Attempts to assess these 
capabilities must somehow deal with this lack of 
specification.

Following Simon (1992), problem solving could 
be defined as the application of knowledge and skill 
capabilities to the development of solutions for ill-
structured problems. Ill-structured problems are 
characterized as problems for which the methods 
and procedures required to solve them cannot be 
specified with certainty and for which no correct 
solution can be specified a priori. Generating solu-
tions for such problems is nonetheless fundamen-
tally and critically important (e.g., What should be 
the organization’s research and development strat-
egy? What is the optimal use of training resources? 
How can the coordination among teams be maxi-
mized?). Specified in this way, a problem-solving 
capability is important for virtually all occupations, 
which invites a discussion of how it can be devel-
oped and assessed. The literature on problem solv-
ing within cognitive psychology in general, and with 
regard to the study of expertise in particular, is rea-
sonably large (Ericsson, Charness, Feltovich, & 
Hoffman, 2006). To make a long story brief, the 
conclusions seem to be that (a) there is no general 
(i.e., domain-free) capability called problem solving 
that can be assessed independently of g; (b) problem-
solving expertise, as defined earlier, is domain spe-
cific; (c) expert problem solvers in a particular 
substantive or technical specialty simply know a lot, 
and what they know is organized in a framework 
that makes it both useful and accessible; and (d) 
experts use a variety of heuristics and cues correctly 
to identify and structure problems, determine what 
knowledge and skills should be applied to them, and 
judge which solutions are useful.

Currently, expert problem solving is viewed as a 
dual process (Evans, 2008). That is, solutions are 
either retrieved from memory very quickly, seem-
ingly with minimal effort and thought, or a much 
more labor-intensive process of problem exploration 
and definition occurs, thinking about and evaluating 

potential solutions and finally settling on a solution 
or course of action. The latter process is not a serial 
progression through a specific series of steps, but it 
is an organized effort to use the expert’s fund of 
knowledge, skills, and strategies in a useful way.

The dual-process models are not strictly analo-
gous to automatic versus controlled processing dis-
tinctions (Ackerman, 1987). The distinction is more 
between identifying a solution very quickly versus 
identifying one more deliberately. Different brain 
processes are involved, as evidenced by functional 
magnetic resonance imaging studies (Evans, 2008). 
Some investigators (e.g., Salas, Rosen, & DiazGrana-
dos, 2010) have been quick to label the fast process 
intuition and insert it into competency models, 
knowledge, skills, and abilities lists, and the like—
again with virtually no specifications for what intu-
ition is. It is another example of an important word 
from general discourse causing assessment problems 
for I/O psychology when attempting to incorporate 
it in research or practice.

Following Simon (1992), Kahneman and Klein 
(2009) demystified intuition by defining it as a pro-
cess that occurs when an ill-structured problem to 
be solved exists, and the problem situation provides 
cues that the expert can use to quickly access rele-
vant information stored in memory that provides a 
useful solution. Virtually by definition, intuitive 
expertise must be based on a large, optimally struc-
tured base of information and on identifying the 
most valid situational cues. There is no magic in 
intuition. With regard to solving ill-structured prob-
lems, the distinction between quickly accessing a 
useful solution (i.e., intuition) and being more 
deliberative is not a clear dichotomy. A final solu-
tion might be produced quickly but then subjected 
to varying degrees of deliberation.

Solving structured problems (i.e., exhibiting a 
skill as defined earlier) is a somewhat different phe-
nomenon. Certain (but certainly not all) skills can 
be practiced enough so that they do become auto-
matic (Ackerman, 1988) and can be used without 
effort or conscious awareness. However, many skills 
will always remain a controlled or deliberative pro-
cess (e.g., creating syntax). Experts do it more 
quickly and more accurately than other people, but 
not automatically.
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Creativity
What then are creativity and critical thinking? 
Answering such questions in detail is beyond the 
scope of this chapter, but the following discussion 
seems relevant vis-á-vis their assessment. Compre-
hensive reviews of creativity theory and research are 
provided by Dilchert (2008), Runco (2004), and 
Zhou and Shalley (2003).

Creativity has been assessed as both a cognitive 
and a dispositional trait, as in creative ability and 
creative personality. Both cognitive- and personality- 
based measures have been developed via both 
empirical keying (e.g., against creative vs. noncre-
ative criterion groups) and homogeneous, or  
construct-based, keying. Meta-analytic estimates of 
the relationships between cognitive abilities and cre-
ative ability and between established personality 
dimensions (e.g., the Big Five) and creative personal-
ity scales are provided by Dilchert (2008) as well as 
the correlations of creative abilities and creative per-
sonality dimensions with measures of performance.

Within a state, framework creativity can also be 
viewed as a facet of ill-structured problem-solving 
performance (e.g., George, 2007; Mumford, Baugh-
man, Supinski, Costanza, & Threlfall, 1996). Here, 
the difficulty is in distinguishing creative from  
noncreative solutions. The specifications for the dis-
tinction tend not to go beyond stipulating that cre-
ative solutions must be both unique, or novel, and 
useful (George, 2007; Unsworth, 2001). That is, 
uniqueness by itself may be of no use. In the context 
of problem-solving performance, is a unique (i.e., 
creative) solution just another name for a new solu-
tion, or is it a distinction between a good solution 
and a really good solution (i.e., the latter has more 
value than the former, given the goals being pur-
sued)? In general, creativity as a facet of a problem-
solving capability does not seem unique. Attempting 
to assess creative expertise as distinct from high-
level expertise may not be a path well chosen.

Critical Thinking
Similar specification problems characterize the 
assessment of critical thinking, which has assumed 
rock-star construct status in education, training, and 
competency modeling (e.g., Galagan, 2010; Paul & 
Elder, 2006; Secretary’s Commission on Achieving 

Necessary Skills, 1999; Stice, 1987). Many, many 
definitions of critical thinking have been offered in a 
wide variety of contexts ranging from the Socratic 
tradition, to the constructivist perspective in educa-
tion, to economic theory, to problem solving in the 
work role, to the value-added assessment of educa-
tion, and to the scientific method itself. In all of 
these, critical thinking is regarded, explicitly or 
implicitly, as a state variable. That is, it is something 
to be learned. Moreover, it could be regarded as a 
cognitive capability or as a motivational disposition 
(i.e., people differ in the degree to which they want 
to think critically). Perhaps the former is a prerequi-
site for the latter.

Setting aside those specifications that are so gen-
eral as to be indistinguishable from thinking, prob-
lem solving, or intelligence itself, the defining 
characteristic of critical thinking seems to be a dis-
position to question the validity of any assertion 
about facts, events, ongoing processes, forecasts of 
the future, and so forth and to ask why the assertion 
was made. The form of the questioning (i.e., critical 
thinking) relies on the canons of rationality, logic, 
and the scientific method and on domain-specific 
knowledge. That is, to think critically is to always 
question the truth value of a statement (a disposi-
tion) and to analyze (a cognitive capability) the 
basis on which the statement is made.

Such a specification invites a consideration of 
whether such a thing as a general critical thinking 
skill exists, or whether it must always be substan-
tially domain specific. That is, is it even possible to 
talk about critical thinking independently of content 
domain? This is the same issue discussed earlier in 
the context of problem-solving capabilities and 
creativity.

The assessment of critical thinking is most often 
via rater judgment and less often by standardized 
tests (Ennis, 1985; Ewell, 1991; Steedle, Kugelmass, 
& Nemeth, 2010). One area of research that has 
confronted both the general versus domain-specific 
issue and rated versus tested assessment is the devel-
opment of the value-added approach to the assess-
ment of educational outcomes (Liu, 2011). This 
effort has been in progress for some 30 or more 
years but has surged recently as a means for assess-
ing teacher effects (kindergarten–Grade 12) on  
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student achievement and the college–university 
effect on undergraduate learning (Klein, Freedman, 
Shavelson, & Bolus, 2008). The latter is perhaps 
more relevant and involves the assessment of gains 
on certain general skills—critical thinking being a 
major one—as a function of a college or university 
education. Three principal assessment systems are 
available (Banta, 2008): the Collegiate Assessment 
of Academic Proficiency from American College 
Testing, the Measure of Academic Proficiency and 
Progress from the Educational Testing Service, and 
the Collegiate Learning Assessment from the  
Council for Aid to Education. The first two have a 
multiple-choice format, but the third uses open-
ended (i.e., written) responses to three scenarios 
involving (a) taking and justifying a particular posi-
tion on an issue, (b) critiquing and evaluating a par-
ticular position on an issue, and (c) performing the 
tasks in an in-basket simulation. The responses are 
scored by expert raters to yield scores on problem 
solving, analytic reasoning, critical thinking, and 
writing skills. The stated expectation is that the col-
lege or university experience should increase such 
skills, and schools can be ranked in terms of the 
extent to which they do so (Klein et al., 2008). 
Research so far has suggested that scores on such 
measures do go up from freshman to senior status, 
but it has been difficult to extract more than one 
general factor, and the construct validity of the gen-
eral factor has not been clearly established.

The moral here is that for assessment purposes, 
problem solving, creativity, and critical thinking are 
complex and extremely difficult constructs to spec-
ify. They are particularly difficult to specify in a 
domain-free context. Moreover, is the domain-free 
context even the most relevant for assessment in I/O 
psychology? These issues should not be approached 
in a cavalier fashion, such as listing them in a com-
petency model without thorough specification.

Latent Structure of Knowledge and Skills 
(as Determinants of Performance)
For the assessment of individual differences in 
domain-specific knowledge and skills, a distinction 
can be made between the direct real-time knowledge 
and skills determinants of performance in a work 
role and the knowledge and skills requirements that 

are assessed before being hired. The former might be 
assessed for diagnostic or developmental purposes 
and the latter for predictive purposes. However, the 
latter may also serve as a prerequisite for the former 
and, as asserted in a previous section, the latter 
(indirect) can only influence performance by influ-
encing the former (direct).

In contrast to abilities, the substantive latent 
structure or structures of knowledge and skills have 
received scant attention. Part of the problem is sim-
ply the almost limitless number of possibilities and 
the difficulty of choosing the appropriate levels of 
generality or specificity. That is, many, many knowl-
edge and skills domains exist, and they may be 
sliced very coarsely or very finely.

Content-based knowledge taxonomies do exist. 
A relatively general one is included in O*NET and 
consists of 38 knowledge domains that are primarily 
focused on undergraduate curriculum areas (e.g., 
psychology, mathematics, philosophy, physics). As 
noted by Tippins and Hilton (2010), the knowledge 
requirements for many skilled trades, or technical 
specialties not requiring a college degree, do not 
seem to be represented. A taxonomy-like structure 
that does represent the non–bachelor’s degree spe-
cialties is the compilation of technical school curri-
cula known as the Catalog of Instructional Programs 
maintained by the U.S. Department of Education.

Knowledge taxonomies specific to particular 
classes of occupations have also been developed via 
comprehensive job analysis efforts over a period of 
years by the U.S. Office of Personnel Management 
(2007). To date, they cover these classes of 
occupations:

■■ professional and administrative,
■■ clerical,
■■ technical,
■■ executive or leadership,
■■ information technology, and
■■ science and engineering.

Collectively, they are a part of the Office of Per-
sonnel Management’s MOSAIC system and consti-
tute a much more complete taxonomy of job 
knowledge requirements than the O*NET.

Portraying the taxonomic structure for direct  
and indirect skills requirements is even more  
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problematic than it is for knowledge. O*NET pro-
vides a taxonomy of 35 skills that are defined as 
cross-occupational (i.e., not occupation specific) 
and that vary from the basic skills such as reading, 
writing, speaking, and mathematics, to interpersonal 
skills such as social perceptiveness, and to technical 
skills such as equipment selection and program-
ming. As noted by Tippins and Hilton (2010), the 
O*NET skills are very general in nature and gener-
ally lacking in specifications. Moreover, two of the 
35 O*NET skills are complex problem solving and 
critical thinking, the limitations of which were dis-
cussed earlier. Again, a wider set of more concretely 
specified skills are included in the Office of Person-
nel Management’s MOSAIC system but only for cer-
tain designated occupational groups.

Because the skills gap has been such a dominant 
topic in labor market analyses (e.g., Davenport, 
2006; Galagan, 2010; Liberman, 2011), one might 
expect the skills gap literature to provide an array of 
substantive skills that are particularly critical for 
assessment. It generally does not. Virtually all skills 
gap information is obtained via employer surveys in 
response to items such as “To what extent are you 
experiencing a shortage of individuals with appro-
priate technical skills?” However, the specific tech-
nical skills in question are seldom, if ever, specified. 
Skills such as leadership, management, customer 
service, sales, information technology, and project 
management are as specific as it seems to get.

The purposes for which knowledge and skill 
assessments might be done are, of course, varied. It 
could be for selection, promotion, establishing 
needs for training and development, or certification 
and licensure—all from the organizational perspec-
tive. From the individual perspective, it could be for 
purposes such as job search, career guidance, or 
self-managed training and education. For organiza-
tional purposes, the lack of a taxonomic structure 
may not be a serious impediment. Organizations can 
develop their own specific measures to meet their 
needs, such as specific certification or licensure 
examinations. However, for individual job search or 
career planning purposes, the lack of a concrete and 
substantive taxonomic structure for skills presents 
problems. Without one, how do individuals navi-
gate the skills domain when planning their own 

education and training or matching themselves with 
job opportunities?

State Dispositions
By definition, and in contrast to trait dispositions, 
state dispositions are a class of independent vari-
ables that determines volitional choice behavior  
in a work setting but that can be changed as a  
result of changes in the individual’s environment. 
Disposition-altering changes could be planned  
(e.g., training) or unplanned (e.g., peer feedback).  
A selected menu of such state dispositions follows.

Job Attitudes
There are many definitions of attitudes (Eagley & 
Chaiken, 1993), but one that seems inclusive 
 stipulates that attitudes have three components: 
First, attitudes are centered on an object (e.g., Dem-
ocrats, professional sports teams, the work you do); 
second, an attitude incorporates certain beliefs 
about the object (e.g., Democrats tax and spend, 
professional sports teams are interesting, the work 
you do is challenging); and third, on the basis of 
one’s beliefs, one has an evaluative–affective 
response to the object (e.g., Democrats are no good, 
professional sports teams are worth subsidizing, you 
love the challenges in your job). The evaluation–
affective reaction is what influences choice behavior 
(e.g., you vote Republican, you vote for tax subsi-
dies for a professional sports stadium, you will work 
hard on your job for as long as you can).

Job satisfaction. The job attitude that has domi-
nated both the I/O research literature and human 
resources practice is of course job satisfaction, which 
was discussed earlier in this chapter as a dependent 
variable. However, used as an independent variable 
the correlation between job satisfaction and both 
performance and retention has been estimated liter-
ally hundreds of times (Hulin & Judge, 2003) using 
the same assessment procedures discussed previ-
ously, and the same issues apply (e.g., Weiss, 2002). 
In addition to job satisfaction, several other work 
attitudes have received attention for both research 
and application purposes.

Commitment. As an attitude, commitment in a 
work setting can take on any one of several different 
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objects, and it is possible to assess commitment to 
the organization, the immediate work group, an 
occupation or profession, one’s family or significant 
other, and entities outside of the work situation 
such as an avocation or civic responsibility. Beliefs 
about any one of these attitude objects could lead to 
positive or negative affect that influences decisions 
to commit effort for short- or long-term durations. 
The assessment issues revolve around the differen-
tiation of attitude intensity across objects and the 
distinction between commitment to and satisfaction 
with. That is, measures of job satisfaction and orga-
nizational commitment both yield significant cor-
relations with turnover and performance (Hulin & 
Judge, 2003), but does one add incremental variance 
over the other (Crede, 2006)? Both the latent struc-
ture of commitment and its distinctiveness from 
other attitudes are not settled issues.

Job involvement. Job involvement is variously 
characterized as a cognitive belief about the impor-
tance of one’s work, the degree to which it satisfies 
individual needs of a certain kind (e.g., achieve-
ment, belongingness), or the degree to which an 
individual’s self-identity is synonymous with the 
work he or she does (Brown, 1996; Kanungo, 1982; 
Lodahl & Kejner, 1965). Consequently, it should be 
related to job satisfaction, self-assessments of long-
term performance, commitment to the occupation 
(but perhaps not the organization), and intentions 
to stay or leave.

Job engagement. Job engagement is currently a hot 
topic, as evidenced by at least two recent handbooks 
(Albrecht, 2010; Bakker & Leiter, 2010) and a major 
book (Macey, Schneider, Barbera, & Young, 2009). 
In their focal article in the journal Industrial and 
Organizational Psychology: Perspectives on Science 
and Practice, Macey and Schneider (2008) made a 
concerted attempt to define state engagement, which 
was characterized as an evaluative or affective state 
regarding one’s job that goes beyond simply being 
satisfied, committed, or involved and reflects the 
individual’s total passion and dedication for his or 
her work and a willingness to be totally immersed in 
it. The article elicited 13 quite varied responses that 
illustrated the major assessment issues with which 
such constructs must deal, in both research and 

practice. For example, what is the latent structure of 
this construct? Is engagement a dispositional trait, 
and affective state, or a facet of performance itself? 
Do measures of engagement account for unique vari-
ance over and above satisfaction and commitment? 
Although managements tend to view engagement as 
an important construct (Masson, Royal, Agnew, & 
Fine, 2008; Vosburgh, 2008), its assessment must 
deal with the preceding issues. Christian, Garza, 
and Slaughter (2011) reported a meta-analysis that 
engages some of the issues. Although the number 
of studies is not great, and there is variation in the 
measures of engagement, the evidence is supportive 
of unique variance and some incremental predictive 
validity that could be attributed to engagement (for 
further discussion of job satisfaction and related job 
attitudes, see Chapter 37, this volume).

Motivational States
Again, in contrast to trait dispositions, such as the 
need for achievement, a class of more dynamic moti-
vational states has become increasingly important, at 
least in the research literature, as determinants of 
choice behavior at work. Consider the following 
sections.

Self-efficacy and expectancy. The Bandurian 
notion of self-efficacy is the dominant construct 
here and is defined as an individual’s self-judgment 
about his or her relative capability for effective task 
performance or goal accomplishment (Bandura, 
1982). Self-efficacy judgments are specific to par-
ticular domains (e.g., statistical analysis, golf) and 
can change with experience or learning. Self-efficacy 
is similar to, but not the same as, Vroom’s (1964) 
definition of expectancy as it functions in his valence–
instrumentality–expectancy model of motivated 
choice behavior. Expectancy is an individual’s per-
sonal probability estimate that a particular level of 
effort will result in achieving a specific performance 
goal. It is very much intended as a within-person 
explanation for why individuals make the choices 
they do across time, even though it is most frequently 
used, mistakenly, as a between-persons assessment.

Instrumentality (risk) and valence (outcome 
value). From subjective expected utility to 
valence–instrumentality–expectancy theory (Vroom, 
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1964) to prospect theory (Kahneman & Tversky, 
1979), the concepts of risk assessment and outcome 
value estimation are viewed as state determinants of 
choice behavior. Individuals want to minimize risk 
and maximize outcome value and will govern their 
actions accordingly. However, as noted in prospect 
theory, preference for risk levels and outcome values 
are discounted as a function of time. That is, indi-
viduals will take on greater risk but value specific 
outcomes less the farther they are in the future. See 
Steel and Konig (2006) for an integrated summary 
of how such state dispositions influence choice 
behavior. Such considerations have not yet played a 
very large role in diagnostic assessment of the choice 
to perform, but perhaps they should.

Core self-evaluation. Judge, Locke, Durham, and 
Kluger (1998) have done considerable work on a set 
of dispositions they referred to as core self-evaluations. 
The set consists of general self-efficacy (i.e., a self-
assessment of competence virtually regardless of the 
domain), self-esteem, locus of control, and neuroti-
cism. It is somewhat problematic as to whether these 
facets can be considered trait or state, but they have 
shown significant predictive validities ( Judge, Van 
Vianen, & DePater, 2004). Their distinction as sepa-
rate facets is also not a settled issue and may depend 
on the specific measure involved (Ferris et al., 2011; 
Judge & Bono, 2001).

Mood and emotion. The dispositional effects of 
mood and emotion on work behavior have received 
increasing attention (Mitchell & Daniels, 2003;  
A. M. Schmidt, Dolis, & Tolli, 2009; Weiss & Rupp, 
2011). Specifications for these constructs are not 
perfectly clear (Mitchell & Daniels, 2003), but in 
general, mood is defined as an affective state that is 
quite general, and emotion is usually specified as 
having a specific referent. That is, one’s mood is gen-
erally bad or good, but the individual is emotional 
(positively or negatively) about specific things. 
Why assess such dispositional states? The dominant 
answer is that as state determinants of choice behav-
ior, they help to explain the within-person variabil-
ity in performance over relatively short periods of 
time (e.g., Beal et al., 2005). Also, as advocated by 
Weiss and Rupp (2011), the whole person cannot be 
assessed without a consideration of these states.

Things that are known to be unknown. A list of 
state determinants is probably not complete with-
out noting that individuals are not aware of all of 
the determinants of their choice behavior (e.g., 
Bargh & Chartrand, 1999). That is, people make 
many choices, even at work, for which they cannot 
explain the antecedents. Apparently, the reasons for 
action are not in conscious awareness. Can they be 
recovered via some form of assessment? That has 
yet to be determined, but one avenue of investiga-
tion concerns priming effects (Gollwitzer, Sheeran, 
Trotschel, & Webb, 2011).

Competencies (and Competency 
Modeling)
So far, this chapter has avoided the question of 
whether competencies and competency modeling 
are, or are not, a distinct sector of the I/O psychol-
ogy assessment landscape. That is, is competency 
modeling just knowledge, skills, abilities, and other 
characteristics (KSAOs) and job analysis by another 
name, or should it be set apart? Previous attempts to 
settle this question have been inconclusive (e.g., 
Sackett & Laczo, 2003; Schippman, 2010; 
Schippman et al., 2000). In a further attempt at clar-
ity, Campion et al. (2011) outlined best practices in 
competency modeling and noted its most distinctive 
features, in the context of the following definition of 
competencies. That is, competencies are defined as 
individual KSAOs, or collections of KSAOs, that are 
needed for effective performance of the job in ques-
tion. By this definition, competencies are determi-
nants of performance, not performance itself. 
Unfortunately, Campion et al.’s most detailed exam-
ple of a competency (p. 240) is of project manage-
ment, the specifications for which seem to be a clear 
characterization of performance itself, such that the 
example is not consistent with the definition. The 
competency modeling literature has variously 
referred to knowledge, skills, abilities, personal 
qualities, performance capabilities, and many other 
things (e.g., attitudes, personality, motives) as com-
petencies (Parry, 1996). In the aggregate, very little 
of the I/O psychology landscape is left out, and 
Clouseau’s dictum potentially complicates assess-
ment—that is, if competencies are everything, then 
they risk being nothing.
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Campion et al. (2011) attempted to keep that 
from happening by abstracting best practices and 
identifying what makes competency modeling 
unique. Perhaps their most salient points are the 
following:

■■ Ideally, competency models attempt to develop 
specifications for the levels of a competency that 
distinguish high performers from average or low 
performers. That is, to paraphrase, how do the 
performance capabilities of expert performers dif-
fer substantively from the performance capabili-
ties of nonexpert performers, and what level of 
knowledge, skills, and dispositional characteristics 
are required to exhibit expert performance levels? 
This is very different from conventional job analy-
sis, which tries to identify the components (e.g., 
tasks, work activities) of performance and predict 
which KSAOs will be correlated (or linked) with 
them. However, competency modeling is similar 
to cognitive job analysis (Schraagen, Chipman, &  
Shalin, 2000), which asks how experts, when 
compared with novices, perform their jobs and 
what resources (e.g., knowledge, skills, strategies) 
do they use to perform at that level? Cognitive job 
analysts and competency modelers should interact 
more. They have things in common.

■■ High-level subject matter experts (e.g., execu-
tives) are used to first specify the substantive goals 
of the enterprise and then identify (to the best 
of their ability) both the performance and KSAO 
competencies at each organizational level that 
will best facilitate goal accomplishment. This is in 
contrast to conventional job analysis, which asks 
incumbents or analysts to rate the importance of 
KSAOs for performance in a target job, without 
reference to the enterprise’s goals. Supposedly, 
the incumbent or analyst subject matter experts 
(SMEs) have these in mind when making linkage 
judgments, but perhaps not.

■■ If competencies are specified as in the first bullet, 
the various components of the human resources 
system can more directly address enterprise 
objectives by focusing selection, training, and 
development on obtaining the most critical com-
petencies. In some respects, competency model-
ing is analogous to a needs analysis.

Even from this brief examination, it is apparent 
that competency modeling carries a heavy assess-
ment burden. This burden is complicated by a resis-
tance to taxonomic thinking and a desire to specify 
competencies in organizational language. These 
choices may aid in selling competency modeling to 
higher management, but they complicate specifica-
tion for assessment. For example, how can previous 
theory and research in leadership be used to define 
and specify performance levels for leading with 
courage? Such a competency has a nice ring to it, 
but what does it mean? Tett, Guterman, Bleier, and 
Murphy (2000) attempted to address some of these 
issues by beginning with the research literature and 
conducting a systematic content analysis of pub-
lished management competencies intended to reflect 
performance capabilities. On the basis of SME judg-
ments, they identified 53 competencies grouped into 
10 categories and attempted a definition of each of 
them. Although this effort represents a significant 
step in the right direction, a few of the competencies 
still seem more like personality characteristics than 
performance capabilities (e.g., orderliness, toler-
ance). However, their juxtaposition of the SME-
developed taxonomy derived from the literature 
against the competency lists from several private 
firms is interesting.

THE CONTEXT

So far, this chapter, in the interests of demonstrating 
the complexity of assessment in I/O psychology, has 
tried to outline the basic elements in the dependent 
and independent variable landscape that invite mea-
surement. Because the concern is assessment, the 
complexities of research and practice focused on 
estimating the interrelationships among, or 
between, independent and dependent variables, 
 differential prediction across criteria and interactive 
effects are not addressed. These are questions that, 
although very critical, do not themselves change the 
measurement requirements for the variables 
involved.

However, I/O psychology does make a big deal of 
the influence of the context, or situation, on the 
interrelationships among variables. Such contextual 
variables are often referred to as moderators. Also, 
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the context can take on the status of an independent 
variable. For example, the organizational climate or 
culture might be hypothesized to influence individ-
ual choice behavior. Consequently, it is sometimes 
important to assess the context itself. For example, 
Scott and Pearlman (2010) strongly made the case 
that assessment for organizational change must 
always deal with assessment of the context.

The literature on the assessment of the context is 
in fact very large. For example, in the course of 
developing the specifications for the O*NET data-
base two taxonomies were created, one for the work 
(job) context (Strong, Jeanneret, McPhail, Blakley, 
& D’Egidio, 1999) and one for the organizational 
context (Arad, Hanson, & Schneider, 1999). They 
are both multilevel hierarchical taxonomies. The 
work context is portrayed as having 39 first-order 
factors and 10 second-order factors, such as how 
people in work roles communicate, the position’s 
environmental conditions, the criticality of the work 
role, and the pace of the work. The organizational 
context is reflected by 41 first-order dimensions and 
seven second-order factors such as organizational 
structure, organizational culture, and goals.

Not surprisingly, because they were based on 
extensive literature searches, the O*NET’s work and 
organizational context taxonomies subsume much 
of the literature on organizational culture and cli-
mate (e.g., James & Jones, 1974; Ostroff, Kinicki, & 
Tamkins, 2003), organization development ( J. R. 
Austin & Bartunek, 2003), and work design ( J. R. 
Edwards, Scully, & Bartek, 1999; Morgeson & Cam-
pion, 2003). Within O*NET, the context is assessed 
via job incumbent ratings. Although a detailed 
examination of the context literature cannot be pre-
sented here, the major features of the context that 
dominate the need for assessment, and the issues 
that assessment of the context creates, seem in the 
author’s opinion to be as follows.

1. the features of the work context that are identi-
fied as rewarding or need fulfilling, such as the 
20 potential reinforcers assessed by the instru-
mentation of the Minnesota theory of work 
and adjustment or the five job characteristics 
specified by Hackman and Oldham’s (1976) Job 
Diagnostic survey;

2. the full range of performance feedback provided 
by the job and organizational context;

3. the nature and quality of the components of the 
organization’s human resources system such as 
selection procedures, compensation practices, 
and training opportunities;

4. the nature of the organization’s operating goals, 
such as those resulting from an application of 
Pritchard’s productivity measurement system 
(Pritchard, Holling, Lammers, & Clark, 2002);

5. leadership emphasis, in terms of whether it is 
directive versus participative, formalized versus 
informal, or centralized versus decentralized;

6. the complexity and variety of the technologies 
used by the organization;

7. the relative criticality or importance of specific 
jobs, positions, or roles;

8. the level of conflict among work roles or units;
9. the relative pace of work in terms of the charac-

teristic levels of effort, intensity, and influences 
of deadlines;

10. the physical nature of the environment (e.g., 
temperature, illumination, toxicity); and

11. the organizational climate and culture.

Number 11 perhaps deserves special mention. 
The assessment of organizational climate and cul-
ture are important topics in I/O psychology and 
have a long history ( James & Jones; 1974; Lewin, 
1951; Litwin & Stringer, 1968; Trice & Beyer, 
1993). However, developing clear specifications for 
what constitute organizational culture and climate 
has proven elusive (Denison, 1996; Ostroff et al., 
2003; Verbeke, Volgering, & Hessels, 1998). Ver-
beke et al. (1998) surveyed the published literature 
and identified 32 distinct definitions of climate and 
54 definitions of culture. However, a not-uncommon 
distinction is as follows.

Organizational culture refers to the informal 
rules, expectations, and norms that govern behavior, 
in addition to written policies, that are both rela-
tively stable and widely perceived. Organizational 
climate generally refers to individual perceptions of 
the impact of the work environment on individual 
well-being (e.g., see James & Jones, 1974). By con-
vention, psychological climate refers to each individ-
ual’s judgment, whereas organizational climate refers 
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to the aggregate (e.g., mean) judgment across 
individuals.

Besides the definitional problems, the assessment 
of culture and climate must deal with at least the fol-
lowing issues as well. First, to what unit are culture 
or climate referenced? Is it work group, department, 
division, or organizational climate or culture? Sec-
ond, are individuals asked to provide their own indi-
vidual judgments about the nature of the climate or 
culture or to predict the judgments of other organi-
zational members? With either method, the con-
struct of culture and climate requires some degree of 
consensus or agreement among individuals, but how 
much? Finally, is there a genuine latent structure of 
distinctive subfactors for culture and climate, or 
should both climate and culture be tied to any num-
ber of specific referents that would not necessarily 
constitute a taxonomy of latent dimensions? James 
and Jones (1974) argued for the former, and 
 Schneider (1990) argued for the latter. Standardized 
survey questionnaires do exist for culture (e.g., 
Cooke & Rousseau, 1988) and for climate (Ostroff, 
1993), and they tend to yield stable factor struc-
tures. Some evidence also exists for a general climate 
factor that seems to represent the overall psycholog-
ical safety and meaningfulness of the work environ-
ment (Brown & Leigh, 1996). The bottom line is 
that any attempt to assess organizational culture and 
climate, either as moderator variables or as indepen-
dent variables in their own right, must address these 
issues. As always, settling specification and assess-
ment issues must come before considering what 
mediates the relationship between culture or climate 
and something else, or the boxes, arrows, and path 
coefficients have little meaning.

Psychometric Landscape
Many features of the psychometric landscape, as 
they pertain to measurement and assessment in I/O 
psychology, are well known and have not been dis-
cussed, yet again, in this chapter. For several assess-
ment purposes, psychologists are governed by the 
Standards for Educational and Psychological Testing 
(American Educational Research Association 
[AERA], American Psychological Association 
[APA], and National Council on Measurement  
in Education [NCME], 1999) and the Society of 

Industrial and Organizational Psychology’s (2003) 
Principles, and all professionals are familiar with 
them. Also, all appropriate professionals should be 
familiar with the development of measurement the-
ory beyond the confines of Spearman’s (1904) clas-
sic model of true and error scores, which becomes  
a special case of the generalizability model (e.g., 
Putka & Sackett, 2010), and with the basics of  
item response theory (IRT) as well (Embretson & 
Reise, 2000).

The most important principle from the psycho-
metric landscape is that all assessment, whether for 
research, practice, or high-stakes decision making, 
must have evidence-based validity for the purpose 
or purposes for which it is to be used. This principle 
is as true for asserting that self-efficacy is being mea-
sured in a research study or for stating that critical 
thinking is a required competency in a competency 
model as it is for using a personality measure in 
high-stakes personnel selection. A large literature  
is also available on what kinds of evidence support 
the various purposes for which assessment is done 
(e.g., see AERA et al., 1999; Farr & Tippins, 2010; 
McPhail, 2007; Scott & Reynolds, 2010). This litera-
ture should be part of all I/O psychologists’ expert 
knowledge base and is discussed in Chapter 4 of this 
volume. However, for a somewhat contrarian view, 
see Borsboom, Mellenbergh, and van Heerden 
(2003) and Borsboom (2006).

There are also some less talked-about issues that 
readers should think about. The first challenges the 
very existence of applied psychology. It comes pri-
marily from the work of Michell (1999, 2000, 2008) 
and others (e.g., Kline, 1997) who asserted that psy-
chometrics (i.e., measurement in psychology) is a 
pathological science. For them, measurement in 
psychology is pathological for two reasons. First, 
virtually all constructs studied or used in psychol-
ogy are not quantitative but are simply assumed to 
be so without further justification. In this context, 
being quantitative essentially means that the scores 
representing individual differences on a variable 
constitute at least an interval scale. Second, the lack 
of justification for the assumption of such scale 
properties is kept hidden (i.e., never mentioned). 
Consequently, what can be inferred about individual 
differences on nonquantitative variables, and what 
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do the relationships (e.g., correlations) among such 
variables actually mean? For example, if psycholo-
gists assess training effects by administering an 
achievement test before and after training and report 
that training produced a gain of 0.5 standard devia-
tions (i.e., d = 0.50), what does that mean in terms 
of what or how much was learned? If neither job 
satisfaction nor job performance are assessed on a 
scale with at least interval properties, what does an 
intercorrelation of .35 mean?

This issue is an old one and goes back to the 
bifurcation between Stevens (1946), who asserted 
that measurement is the assignment of numbers to 
individuals according to rules, and Luce and Tukey 
(1964), who counterargued for a conjoint measure-
ment model that requires interval scales with addi-
tive properties. The current version of the argument 
is discussed in a series of articles by Michell (2000, 
2008), Borsboom and Mellenbergh (2004), and 
Embretson (2006).

Everyone would probably admit that psycholo-
gists seldom deal with interval property measure-
ment, and the response to the accusation of 
pathology could be one of four kinds. First, it might 
be argued that ordinal scales are okay for many 
important assessment purposes (e.g., top–down 
selection). Second, the purpose of assessment may 
not be to scale individuals but to provide develop-
mental feedback. Third, many of the variables psy-
chologists study are quantitative, because when the 
same variable is measured with different instru-
ments, the results are the same. The assumption has 
just not been explicitly tested. Fourth, one could 
argue that psychologists do, on occasion, assess  
people quantitatively, as in criterion-referenced 
measurement (Cizek, 2001) or when using IRT 
models (Embretson, 2006). Borsboom and Mellen-
bergh (2004) argued that the Rasch model (i.e., a 
one-parameter IRT model) is an essentially stochas-
tic equivalent to the deterministic conjoint measure-
ment model, because it simultaneously scales both 
items and individuals on the same scale (i.e., theta).

The preceding issue is related to the recent dis-
cussion of dominance versus ideal-point scaling for 
attitude and personality assessment (Drasgow, Cher-
nyshenko, & Stark, 2010). In psychology, these two 
scaling procedures are credited to Likert (1932) and 

Thurstone (1928), respectively. Thurstone scaling 
does provide information about the relative size  
of the intervals between scores on the attitude– 
personality continuum. Drasgow et al. (2010) argued 
persuasively that embedding ideal-point scaling in an 
IRT model overcomes some of the previous difficul-
ties in Thurstone’s scaling and results in a more 
quantitatively scaled variable. This application has 
also been used for performance assessment (Borman 
et al., 2001) via computer-adaptive rating scales.

Another measurement-related criticism of assess-
ment in I/O psychology is that the field has seemed 
to show little interest in test taking as a cognitive 
process. That is, I/O psychologists do not ask ques-
tions about how a test taker decides on a particular 
response and cannot give a cognitive account of the 
processes involved (e.g., Mislevy, 2008). The impli-
cation is that two individuals may arrive at the same 
response in different ways (Mislevy & Verhelst, 
1990), which in turn implies that their scores do not 
mean the same thing. This criticism is most often 
made in the context of ability or achievement test-
ing, but it could also be directed at attitude measure-
ment, linking judgments in job analysis, assessor 
ratings in assessment centers, and performance rat-
ings in general.

A final issue, and perhaps the most important 
one, concerns how the structure of the various 
domains of dependent, independent, and situational 
variables should be modeled. A very thorough and 
sophisticated treatment of latent and observed struc-
tures was provided by Borsboom et al. (2003). They 
discussed three distinct ways to model the covari-
ance structure of a set of observed scores as a func-
tion of latent variables. In the first model, latent 
variables are constructs that cause responses to 
operational measures but are not equivalent to 
them. For example, general mental ability is a latent 
variable that most surely has neurological sub-
strates, as yet unknown, that were formed by hered-
ity, experience, and their interaction. The existence 
of the latent variable is inferred from the covariances 
of the measures constructed to measure it. The 
observed covariances using a variety of such mea-
sures always yield a general factor. Corrected for 
attenuation, the intercorrelations of scores on the 
general factor when obtained from independent sets 
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of tests approach unity. This example is the clearest 
of a real latent variable. Also, it does not preclude 
the existence of subfactors (e.g., verbal, quantita-
tive) that yield highly predictable covariances 
among observed scores. The latent structure of other 
trait domains is not quite as clear, at least not yet, 
but the evidence is sufficient to suggest that such a 
latent structure exists for some of them, such as  
personality and interests. In fact, much of the work 
on the latent structure of personality is an attempt  
to map the biological substrates of the factors  
(DeYoung, 2006).

A second model, at the other extreme, is to assert 
that observed factor scores are nothing more than 
the sum of the individual scores (i.e., items, tests, 
ratings) that compose them. Borsboom et al.’s 
(2003) example is from sociology. Suppose, for an 
individual, socioeconomic status is taken as the sum 
of income level, education level, and home value. 
There is no latent variable labeled socioeconomic sta-
tus that determines income, education, and home 
value. It can only be defined in terms of the three 
operational measures. That is not to say that the 
sum score labeled socioeconomic status is not valu-
able; however, it does represent a different model 
that cannot be used in the same way as a substantive 
latent trait model. Consequently, every time socio-
economic status is used as a label for a sum score, 
the specific measures being aggregated must be 
spelled out. If there are correlations among the spe-
cific measures, they must be explained by common 
determinants from other domains (e.g., general 
mental ability and conscientiousness).

The third model represents the attack of the 
postmodernists on the generally realist approach to 
research and practice that characterizes applied psy-
chology (Boisot & McKelvey, 2010; P. Johnson & 
Cassell, 2001). That is, observed covariance struc-
tures are social constructions that result from how 
researchers or practitioners construct the way they 
observe organizational behavior. The postmodern-
ists have asserted that assessment in research and 
practice cannot be independent of this personal psy-
chology. Agreement on such social constructions 
results from the socialization and training processes 
in I/O psychology. There really is no such thing as 
an independent latent variable (construct) that 

determines the covariance structure of observed 
measures.

Models 2 and 3 are more similar to each other 
than they are to the first model, and for I/O psychol-
ogy the basic issue is when should Model 1 versus 
Model 2 be invoked. Depending on the choice, the 
structural equations are different, and the analysis 
procedures are different (MacKenzie, Podsakoff, & 
Jarvis, 2005; Podsakoff, MacKenzie, Podsakoff, & 
Lee, 2003). Some additional implications of model 
choice are at least those described next.

If it is appropriate to model the trait determi-
nants of performance (e.g., cognitive ability, person-
ality, motives) as a function of latent variables, then 
it is appropriate, and necessary, to base assessment 
on the specifications for the latent variables. Con-
stantly inventing new variables without reference to 
a known or specified latent structure is dysfunc-
tional for research and practice.

In contrast to trait assessment, imposing a latent 
variable model on state assessment is more problem-
atic. For example, are there skill and knowledge 
domains that can be specified well enough that test-
ing and assessment can estimate a domain score that 
has surplus meaning beyond the sum of a particular 
set of item scores? This is one thing that made 
development of knowledge and skill taxonomies for 
O*NET difficult. However, IRT models provide a 
way of testing whether latent models are reasonable. 
A similar question could be asked about attitude or 
climate assessment. For example, are there general 
(latent?) dimensions of organizational climate, or 
should climate always be referenced to specific orga-
nizational activities or procedures? Also, what does 
a path analysis actually estimate if a latent variable 
model is not appropriate?

These considerations raise another obvious ques-
tion. That is, what is the latent structure of perfor-
mance itself, or is there one, and what is the impact 
of this issue on assessment? In this regard, some 
things are certain, some things are reasonably cer-
tain, and some are currently indeterminate. For  
certain, no single latent variable can be labeled as 
overall, or general, performance. Overall performance 
is simply a sum score of whatever measures are at 
hand. If overall performance is generated by a single 
rating scale labeled overall performance, then the 
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rater must compute the sum score in his or her 
head, by whatever personal calculus he or she 
chooses to use, which may or may not be in con-
scious awareness. What about the general factor that 
emerges from the covariance matrix of virtually any 
set of observed performance scores after controlling 
for method variance (e.g., Viswesvaran, Schmidt, & 
Ones, 2005)? Such a factor could arise because trait 
determinants such as general mental ability and con-
scientiousness contribute to individual differences 
in virtually all performance measures. Conse-
quently, if one believes the general factor is a latent 
variable, then it is reasonable to assert that a set of 
performance measures simply constitutes another 
measure of general mental ability. General mental 
ability is the latent variable. No one has yet given a 
substantive specification of the general factor in per-
formance content terms. It is always specified as a 
sum score of specific dimensions.

After reviewing all extant research on perfor-
mance as a construct, Campbell (2012) has 
argued for an eight-factor structure (discussed 
earlier in this chapter) that is invariant across 
work roles, organizational levels, and type of 
organizations. The status of each of the factors as 
a latent variable is a mixed bag. Certainly, the 
technical performance factor does not represent a 
latent variable. There is always a technical factor, 
but it must always be specified as a sum score of 
assessed performance levels on the specific tech-
nical responsibilities of the work role, and it 
might need to be summed over days, weeks, or 
years. In contrast, a case can be made, with vary-
ing degrees of empirical justification, for the 
latent variable status of the two subfactors of 
communication, for the Initiative–Effort factor, 
and for the subfactors of Counterproductive Work 
Behavior. Campbell (2012) also argued that the 
subfactors of leadership and management (shown 
in Exhibits 22.1 and 22.2) have appeared again 
and again in leadership research using a variety of 
measures, and it is reasonable to assert that they 
represent latent variables of performance. A 
recent integrative review and meta-analysis of 
research on trait and behavioral leadership  models 
(DeRue, Nahrgang, Wellman, & Humphrey, 
2011) is consistent with this view.

High-Stakes Assessment
As is the case for many other subfields, I/O psychology 
must deal with the assessment complexities of high-
stakes testing. Selection for a job, for promotion, and 
for entry into educational or training programs are 
indeed high-stakes decisions. They make up a large 
and critical segment of the research and practice  
landscape in I/O psychology, and they significantly 
influence the lives of tens of millions of people. The 
complexities are intensified enormously by advances in 
digital technology and by the ethical, legal, and politi-
cal environments that influence such decision making.

Each of these testing environment complexities 
(i.e., technological, ethical, legal, and political) has 
generated its own literature (cf. Farr & Tippins, 
2010; Outtz, 2010). The issues include how to deal 
with unproctored Internet testing; what feedback to 
provide to test takers; determining the presence or 
absence of test bias; the currency of federal guide-
lines; the ethical responsibilities of I/O psychologists; 
and the efficacy of using changes in standardized test 
scores to evaluate the value added by teachers, 
school systems, and universities. Again, these high-
stakes issues are simply part of the I/O psychology 
assessment landscape, and the field must deal with 
them as thoroughly and as directly as it can.

SOME FINAL (AT LAST) REMARKS

The basic theme of this chapter is the assertion that 
assessment in I/O psychology is very, very complex. 
Complexity refers to the sheer number of variables 
across the dependent, independent, and situational 
variable spectrums; the multidimensional nature of 
both the latent and the observed structures for each 
variable; the difficulties involved in developing the 
substantive specifications for each dimension and their 
covariance structures; the multiplicity of assessment 
purposes; the multiplicity of assessment methods; and 
the intense interaction between science and practice. 
The scientist–practitioner model still dominates, and 
that opens the door to the marketplace, high-stakes 
decision making, the individual versus organizational 
perspectives, and the attendant value judgments that 
elicit professional guidelines, governmental rule mak-
ing, and litigation precedents, all of which have 
important and complex implications for assessment.
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The future will become even more complex. The 
world of work itself becomes ever more complicated 
as technology, globalization, population growth, cli-
mate science, and competing political ideologies 
contrive to shape it. These forces will shape psycho-
logical assessment as well. For example, Embretson 
(2004) forecast measurement technologies for the 
21st century that could barely be imagined a decade 
ago, and the assessment methods of neuroscience 
are now being adapted to focus on the neural ante-
cedents of work performance (Parasuraman, 2011). 
Will future graduate training in I/O psychology 
include becoming familiar with neuroimaging 
methods (e.g., functional magnetic resonance imag-
ing, event-related potential, and magnetoencepha-
lography)? The short answer is yes. Identity crises 
(Ryan & Ford, 2010) aside, it is an interesting and 
intense time in I/O psychology. It will become even 
more so in the future, and I/O psychologists have 
much to contribute to the future of both science 
and practice.

To deal with this complexity more effectively, this 
chapter made the following basic points. First, given a 
particular assessment domain of interest, it is impera-
tive to specify its constructs as completely and as 
carefully as possible and model its covariance struc-
ture as precisely as possible. If a new construct is pro-
posed, the ways in which it fits into existing 
structures, or does not fit, should be specified. It is 
not in the best interests of research and practice to 
invent new labels for existing variables and imply that 
something new and different is being assessed or to 
propose new variables and let them float above the 
marketplace without specification and an evidence 
base. This is not an argument for never investigating 
anything new. It is an argument for careful specifica-
tion and research-based assessment.
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work AnAlySIS for ASSESSmEnT
Juan I. Sanchez and Edward L. Levine

The purpose of this chapter is to review extant 
research and practices concerning the role that job 
analysis plays in the assessment process. Job analysis 
is defined via a combination of two definitions 
adapted from Brannick, Levine, and Morgeson 
(2007) and Sanchez and Levine (2012). Job analysis 
is made up of a set of systematic methods aimed at 
explaining what people do at work and the context 
in which they do it, understanding the essential 
nature and meaning of their role in an organization, 
and elucidating the human attributes needed to 
carry out their role. Although the target of the analy-
sis is often a set of positions that together are labeled 
a job, job analysis need not be confined by job 
boundaries but may instead focus on segments of 
the job, teams, and the broader role enacted by peo-
ple in organizations. To signify this broader focus, 
the more encompassing term work analysis has 
been proposed in lieu of job analysis (Sanchez, 1994; 
Sanchez & Levine, 1999, 2001). Work analysis has 
been the term of choice in recent reviews of the lit-
erature (Morgeson & Dierdorff, 2011; Sanchez & 
Levine, 2012). Both terms—job analysis and work 
analysis—are used interchangeably in this chapter.

Essentially, job analysis has been used since its 
inception to ensure that individual assessments tar-
get those behaviors and attributes required for per-
formance of a job or group of jobs, as opposed to 
arbitrary or irrelevant behaviors and attributes 
(Münsterberg, 1913; Stern, 1911). For instance, the 
preferred method for ensuring the job relatedness of 
licensure and credentialing assessments for a given 
occupation is to include a job analysis as part of the 

assessment development (Raymond, 2001; Smith & 
Hambleton, 1990). The effectiveness of virtually all 
human resource management practices, including 
selection, training performance management, career 
planning, team performance enhancement, worker 
mobility, and deployment of staff, depends on valid 
assessments (Brannick et al., 2007). It has also been 
a foundational assumption throughout the history of 
the field of industrial and organizational psychology 
that job analysis serves an irrefutable role in ensur-
ing the development of valid assessments. This 
review of practices and research highlights how job 
analysis fulfills this role.

As such, the various decisions or inferences that 
are supported by job analysis—from the determina-
tion of important job behaviors and associated per-
sonal attributes to the formulation of an assessment 
plan—are reviewed. Highlighting the purposeful 
role of job analysis helps overcome the conceptual-
ization of job analysis as merely a methodology, 
which has emphasized procedural choices such as 
the choice of sources and methods through which 
job information should be gathered (Pearlman & 
Sanchez, 2010; Sackett & Laczo, 2003; Sanchez & 
Levine, 1999, 2001). This notion detracts from 
attention more appropriately directed toward the 
rules through which job-analytic information is 
used to draw assessment-related inferences. This 
focus aligns job analysis with the dominant concep-
tualization of construct validity as being concerned 
with inferences and their consequences. In contrast 
to the notion of job analysis as primarily a series  
of methodological choices, it is proposed that job 
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analysis should play an integral part in the substan-
tive decisions that inform the assessment process, 
such as the derivation of human attributes to be tar-
geted in the assessment and the establishment of an 
assessment plan that reflects the relative importance 
of the various aspects of the job. This emphasis on 
how job-analytic data should be used to support 
valid decision making is predicated on the assump-
tion that the frequently observed emphasis on the 
quality of job-analytic data is misplaced, because 
excellent data may lead to faulty decisions when 
data are accompanied by vague or nonexistent  
decision-making rules. In short, the rules governing 
the making of inferences derived from job-analytic 
information are the focus of this chapter, because 
such inferences constitute the most critical contri-
bution of job analysis to the assessment process.

Conducting job-related assessments makes busi-
ness sense because it ensures that employees possess 
the requirements to perform their job successfully, 
but there is also a legal mandate to stick to job-
related information in workplace assessments in the 
United States. Indeed, the Civil Rights Act of 1964 
and subsequent court rulings dealing with equal 
employment opportunity as defined in that law 
emphasized the importance of demonstrating the 
“job-relatedness” and “business necessity” of assess-
ment conducted for employment purposes. Accord-
ing to the Equal Employment Opportunity 
Commission’s Uniform Guidelines on Employee Selec-
tion Procedures (Equal Employment Opportunity 
Commission, Civil Service Commission, U.S. 
Department of Labor, & U.S. Department of Justice, 
1978), content-valid work assessments conducted 
for employment purposes need to be linked to 
important and critical job behaviors, which are iden-
tified through job analysis. When prima facie evi-
dence is adduced of adverse impact on members of a 
social group whose employment rights are protected 
by law, the burden of proof rests with the employer 
to show that the requirements evaluated in the 
assessment are indeed job related or respond to a 
business necessity. Failure to provide adequate 
proof indicates that the assessments in question are 
unlawfully discriminatory. Another statutory 
requirement for job analysis is present in the Ameri-
cans with Disabilities Act of 1990. This law requires 

employers to make reasonable accommodations that 
would allow qualified disabled workers to perform 
the essential functions of the job, thereby creating 
the need to determine essential job behaviors 
through job analysis (Brannick, Brannick, & Levine, 
1992; Mitchell, Alliger, & Morfopoulos, 1997).

Although employers may fulfill these job- 
relatedness provisions by documenting the empirical 
association between an assessment and a criterion 
such as job performance, such criterion-related vali-
dation studies are technically unfeasible when sample 
sizes are small and statistical power is insufficient, 
which make job analysis–based determinations of 
content validity an important alternative and one of 
the only viable ones. For instance, the assessment 
process to become a firefighter in the city of Dallas, 
Texas, required climbing a fence 6 feet in height in a 
prescribed amount of time. Because a higher percent-
age of women were unable to scale the fence than 
men within the prescribed time limit, suggesting 
adverse impact of the assessment on women, the city 
was asked to demonstrate that climbing this type of 
fence was job-related. The city presented job analysis 
evidence indicating that the average fence in the 
jurisdiction was 6 feet in height and that climbing 
fences was frequently required of firefighters.

Unfortunately, conducting a job analysis is some-
times seen in the United States as an activity whose 
sole purpose is to manage the risk of a potential 
legal challenge, particularly in these litigious times. 
Ensuring the job relatedness of assessments by link-
ing them to job-analytic information, however, is 
not, and originally was not, intended to be primarily 
a litigation tool but rather a way to staff organiza-
tions effectively in a manner that reflects the actual 
requirements of jobs.

The role of job analysis in the assessment process 
can be viewed as a series of inferences or decisions 
that link various types of job-analytic information. 
Typically, the first step involves gathering informa-
tion on job responsibilities or job tasks. Then, data 
concerning the context, including the sociophysical 
environment in which work is carried out, need to 
be compiled to gain a better understanding of the 
working conditions under which job responsibilities 
are discharged. Finally, the attributes or characteris-
tics of the people doing the work are derived from a 
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combined analysis of the first two domains of job-
analytic information, specifically job responsibilities 
and work context.

The following pages of this chapter are divided in 
two major sections. The first major section is devoted 
to a review of how job analysis informs the assessment 
process, which is embedded within the inferences or 
“inferential leaps” facilitated by job-analytic informa-
tion (Gatewood, Feild, & Barrick, 2008): identifying 
job responsibilities, measuring the work context in 
which responsibilities are carried out, and deriving 
the human attributes needed for successful job perfor-
mance by linking them to previously gathered infor-
mation on job responsibilities and work context. 
These linkages are critical for assessment purposes, 
because they provide the underlying rationale that 
justifies why certain attributes are needed to perform 
certain activities under certain conditions. The role 
that job analysis plays in determining assessment 
specifications and plans is reviewed; this is a job- 
analytic application that has largely been neglected in 
prior reviews of the job analysis literature.

Although this chapter underscores the functional 
role of job analysis in the assessment process, there 
is no doubt that the practice of job analysis requires 
a series of important methodological choices that 
can have both theoretical and practical implications. 
Thus, the second major section of this chapter 
focuses on the methodological aspects of job analy-
sis. Its two subsections are centered on the sources 
and the methods of data collection, respectively.

ROLE OF JOB ANALYSIS IN THE 
ASSESSMENT PROCESS

This section reviews the job-analytic steps leading to 
the ultimate goal of developing assessment plans, 
beginning with the identification of job behaviors 
and their interplay with the work context in which 
these behaviors are carried out. Then, the process of 
drawing inferences concerning worker attributes on 
the basis of the aforementioned Job Behavior × 
Work Context interactions is discussed.

Identification of Job Behaviors
One of the first job-analytic approaches that  
focused on job tasks as the primary unit of analysis, 

functional job analysis was used as a basis for the 
now-defunct Dictionary of Occupational Titles (Fine 
& Cronshaw, 1999). Functional job analysis uses 
the basic structure of the English sentence to stan-
dardize the language of task descriptions. Thus, the 
basic structure of a task statement in functional job 
analysis includes the action verb, the object of the 
action, the source of information or instruction, and 
the results. However, the popularity of tasks as the 
unit of job analysis is also due to the task inventory 
approach, which was refined by Christal and his 
associates at the Air Force Human Resource Labora-
tory (Christal & Weissmuller, 1988).

Gael (1983) defined a task as “a unit of work 
 performed by an individual that has a definite begin-
ning and end and that results in a product or ser-
vice” (p. 9). Task statements in the task inventory 
approach are usually worded using the elements of 
the English sentence as in Fine and Cronshaw’s 
(1999) functional job analysis. The task inventory is 
formatted into a questionnaire (paper or computer-
based) and distributed to a large sample of individu-
als, most often job incumbents and, in some cases, 
their direct supervisors, all of whom are asked to 
rate each task on certain scales (e.g., Sanchez & 
Levine, 1989). The scales might ask, for example, 
how often each task is performed and how critical  
it is. Of course, task inventories must follow the 
requirements for developing a valid survey measure 
(e.g., Miller, McIntire, & Lovler, 2011).

A task inventory provides a time-consuming 
but undoubtedly copious way to obtain informa-
tion about a variety of work-related activities from 
numerous individuals in numerous work settings 
(Gael, 1983). The breadth of coverage provided 
by a task inventory is well suited to licensure and 
credentialing examinations, which test an individ-
ual’s readiness for a wide variety of activities 
(Kane, 1982). Another benefit is that responses to 
a task inventory can be subject to statistical analy-
ses to organize tasks into broader job compo-
nents. Data from task inventories also provide 
empirical grounds for the development of assess-
ment plans (Kane, 1997; Raymond, 1996), which 
can be decisive against legal challenges to the job 
relatedness of an assessment (Thompson & 
Thompson, 1982).
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Customizing task statements to a particular job, 
however, results in an “apples and oranges” kind of 
issue when comparing jobs because a different set 
of task statements is used for every job. A more 
generic alternative that provides a common metric 
of work activities that cut across all occupations 
(Cunningham 1996) is provided by the 42 general-
ized work activities included in O*NET, the occupa-
tional network developed by the U.S. Department of 
Labor to replace the Dictionary of Occupational Titles 
(Peterson, Mumford, Borman, Jeanneret, & Fleish-
man, 1999). These 42 generalized work activities 
represent the synthesis of several classifications or 
taxonomies of work activity data (Cunningham & 
Ballentine, 1982; McCormick, Jeanneret, & 
Mecham, 1972). These generalized work activities, 
however, may understandably have less face validity 
than ad hoc task statements written specifically for 
the job in question and are often less acceptable to 
end users.

As mentioned, once tasks are spelled out in a 
task inventory, they are typically rated on impor-
tance, frequency, time spent, difficulty of learning, 
and other dimensions (Christal & Weissmuller, 
1988; Sanchez & Fraser, 1992; Sanchez & Levine, 
1989). However, the time-consuming and tedious 
process of rating a large number of tasks on multiple 
scales can adversely affect response rates and the 
validity of responses, so the question of how many 
tasks a task inventory should have is a pertinent 
one. The answer depends on the type of job under 
consideration, assuming that the inventory has been 
prepared to cover only one job. A simple job may be 
described with a dozen tasks, whereas more com-
plex jobs may require hundreds of them. Because 
today’s job boundaries evolve rapidly (Sanchez, 
1994, 2000; Sanchez & Levine, 1999; Schneider & 
Konz, 1989; Siddique, 2004; Singh, 2008), it may be 
preferable to keep tasks at a relatively broad level of 
detail (Cunningham, 1996). However, although 
completing a long task inventory can lead to 
response distortion, task statements should not be 
so broad or ambiguous that they do not facilitate 
valid inferences regarding job requirements. For 
instance, the statement “handles customer com-
plaints” fails to specify the degree of involvement of 
a customer service representative in this task 

because one is left wondering whether the agent 
simply records the complaint or tries to solve it.

Long inventories can induce respondent fatigue 
and lead to careless task ratings (Wilson, Harvey, & 
Macy, 1990). The degree to which this issue consti-
tutes a threat to the validity of the data is sometimes 
assessed through the computation of veracity and 
carelessness indices. These indices include repeated 
items, items representing work activities that are 
known to be performed by all incumbents, and 
bogus items that are not part of the job at all (Pine, 
1995). Green and Stutzman (1986) and Green and 
Veres (1990), however, found that different indices 
of carelessness do not always converge with each 
other. In addition, Dierdorff and Rubin (2007) 
found that these indices might not always capture 
carelessness but rather differences in incumbents’ 
perceptions of their role. Therefore, one should be 
cautious about discarding respondents whose 
answers suggest carelessness according to these 
indices, which might unnecessarily reduce reliability 
and sample size. A possibly more direct approach to 
assess the validity of work activity data involves ask-
ing subject matter experts (SMEs) to estimate how 
well the inventory covers the scope of activities that 
make up the job. However, Wilson (1997) found 
that both incumbents and supervisors provided 
exceedingly confident judgments of inventory com-
pleteness, even when two thirds of the tasks had 
been removed. Perhaps the best way to combat care-
lessness is to motivate respondents to complete the 
inventory judiciously by impressing on them that 
their responses will lead to better selection of their 
coworkers. In addition, a meeting should be held 
with a panel of SMEs to review the preliminary task 
inventory before it is distributed for rating purposes. 
This panel should be asked to add tasks that are 
omitted in the inventory, eliminate obsolete or inac-
curate tasks, and edit tasks as needed. The final goal 
is to reach an agreement among the experts regard-
ing the final version of the inventory.

Given the aforementioned concerns about task 
inventory length, researchers have been motivated 
to study the overlap among different task scales. 
Prior research suggested that scales of criticality, 
overall importance, complexity or difficulty, and  
difficulty of learning load on the same factor, thus 
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providing relatively similar information on the rela-
tive importance of job behaviors (Friedman, 1990, 
1991; Hubbard et al., 2000; Manson, Levine, & 
Brannick, 2000; Sanchez & Fraser, 1992; Sanchez & 
Levine, 1989). Task scales have largely used a rela-
tive format, which asks SMEs to compare tasks. 
McCormick (1960) first advocated this kind of rela-
tive format because he found that SMEs had difficul-
ties using absolute scales that required them to 
allocate an exact portion of time spent on each work 
activity. However, Harvey (1991) argued against rel-
ative scales, which require ipsative judgments that 
preclude comparisons among jobs. Manson et al. 
(2000), nevertheless, conducted conventional con-
struct validity tests of convergent and discriminant 
validity and concluded that relative and absolute 
scales provided virtually interchangeable informa-
tion about job tasks.

Reliability of task inventory data is a necessary 
but not sufficient condition for validity. Studies of 
the reliability of task inventories have suggested that 
there is more agreement on data concerning molecu-
lar or specific job tasks than on data concerning 
broad job activities (Dierdorff & Wilson, 2003). In a 
similar fashion, Dierdorff and Morgeson (2009) 
noted higher interrater reliability estimates of tasks 
than of generalized work activities (i.e., .80 vs. .65). 
On the contrary, Voskuijl and van Sliedregt’s (2002) 
meta-analysis yielded the opposite results, specifi-
cally that task ratings were less reliable than broader 
job behaviors (.62 vs. .29). Research comparing the 
reliability of decomposed (or task-based) and holis-
tic (job-based) ratings may help clarify these con-
flicting findings, because it suggests that the higher 
interrater reliability of task ratings (Butler &  
Harvey, 1988; Gibson, Harvey, & Quintela, 2004; 
Harvey, Wilson, & Blunt, 1994) holds unless large 
numbers of probably tedious ratings of narrow  
job tasks are required (Cornelius & Lyness, 1980; 
Sanchez & Levine, 1994).

The reliability of task inventory data has been 
studied using both intrarater and interrater designs 
(Gael, 1983, p. 23). However, Dierdorff and Wil-
son’s (2003) results challenged the assumption that 
the reliability of work activity ratings can be equiva-
lently gauged through either interrater or intrarater 
designs. This finding is not altogether surprising, 

because Sanchez and Levine (2000) noted that inter-
rater reliability estimates do not distinguish between 
variance accounted for by random sources and legit-
imate variance accounted for by the unique manner 
in which each incumbent approaches his or her job. 
Indeed, prior research has suggested that interrater 
differences may reflect not just perceptual differ-
ences but rather actual variations in the manner in 
which incumbents approach their job (Arvey, Davis, 
McGowen, & Dipboye, 1982; Arvey, Passino, & 
Lounsbury, 1977; Borman, Dorsey, & Ackerman, 
1992; Dierdorff, Rubin, & Bachrach, 2012; Ford, 
Smith, Sego, & Quinones, 1993; Hazel, Madden, & 
Christal, 1964; Landy & Vasey, 1991; H. H. Meyer, 
1959; Prien, Prien, & Wooten, 2003; Sanchez, 
Prager, Wilson, & Viswesvaran, 1998; Schmitt & 
Cohen, 1989; Silverman, Wexley, & Johnson, 1984; 
Tross & Maurer, 2000).

The notion of interrater disagreement as simply 
error is predicated on the hardly tenable assumption 
that jobs are stable across incumbents and over time 
(Cronshaw, 1998; Sanchez & Levine, 2009). An 
emerging stream of research has endorsed a more 
agentic view of the incumbent (Befort & Hattrup, 
2003; Biddle, 1986; Dierdorff, Rubin, & Morgeson, 
2009; Grant, 2007; Morrison, 1994; Roberts, Dut-
ton, Spreitzer, Heaphy, & Quinn, 2005), who is seen 
as performing the job in accordance with his or her 
desired role identity, past experience, motivation, 
and goals. This agentic view is likely strengthened in 
today’s organizations, in which electronic equip-
ment has replaced humans in many standardized 
activities and in which empowering employees to 
perform tasks according to their own discretion is 
emphasized (Sanchez, 1994; Siddique, 2004; Singh, 
2008). Wrzesniewski and Dutton (2001) named  
this process job crafting, which they defined as 
“the physical and cognitive changes individuals 
make in the task or relational boundaries of their 
work” (p. 179).

From an assessment point of view, understand-
ing that interrater disagreement is a function not 
only of error but also of job individuation in the 
form of job crafting is important, because it 
enhances job analysts’ ability to explain to end users 
the legitimate reasons behind observed disagree-
ment among incumbents of the same job title, which 
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is known to hinder the face validity of the job analy-
sis data (Jones et al., 2001; Sanchez & Levine, 
2000). Specifically, such job individuation appears 
to be most widespread in data-oriented, complex 
jobs (Sanchez, Zamora, & Viswesvaran, 1997), jobs 
low in interdependence and routinization (Dierdorff 
& Morgeson, 2007), jobs in which equipment oper-
ation and direct contact are not involved, and jobs 
involving managerial activities (Lievens, Sanchez, 
Bartram, & Brown, 2010), probably because all of 
these factors provide plenty of opportunity for indi-
viduation in role enactment. From a practical per-
spective, when a less-than-desired level of interrater 
reliability is observed in the job analysis data, the 
analyst should consider the basis for disagreements. 
They may signal the need for training or prescrip-
tions for changes in how incumbents should con-
duct their tasks (Sanchez et al., 1998).

Interaction Between Job Responsibilities 
and Work Context Demands
The very same responsibilities may call for different 
human attributes under different sets of working 
conditions. In other words, job responsibilities do 
not always call for the same human attributes to the 
same degree but sometimes interact with the context 
or situation in a manner that distracts, constrains, 
releases, or facilitates the expression of certain traits 
(Tett & Burnett, 2003). This way of thinking is con-
sistent with interactional approaches (Mischel & 
Shoda, 1995, 1998), which explain within-person 
behavioral variability as a function of situation–
response contingencies. This approach adds a third 
dimension to the two-way job Task × Worker attri-
bute matrix that has dominated the making of infer-
ences concerning attribute requirements in 
assessment applications of job analysis (Drauden & 
Peterson, 1974). Specifically, it suggests that job 
task–attribute relationships are moderated by con-
textual variables.

The concept of situational strength, which char-
acterizes the extent to which situations restrict the 
expression of individual differences, is very relevant 
to the manner in which work context moderates  
job task–worker attribute relationships, especially  
in nonability domains such as personality  
(R. D. Meyer, Dalal, & Hermida, 2010; Mullins & 

Cummings, 1999; Weiss & Adler, 1984). R. D. 
Meyer, Dalal, and Bonaccio (2009) developed an 
O*NET-based measure of situational strength. Their 
meta-analysis of validity coefficients of personality 
measures supported the interactional hypothesis, 
because it yielded higher validity coefficients for 
occupations that had weaker situational strength 
scores.

The professional performance situation model is 
a general framework for conducting job analyses 
that incorporates some of the thinking inherent in 
interactional approaches. The professional perfor-
mance situation model has been used primarily in 
the health professions (LaDuca, 1980, 1994; 
LaDuca, Engle, & Risley, 1978; LaDuca, Taylor, & 
Hill, 1984). It attempts to provide a comprehensive 
analysis of an occupation, including the major 
responsibilities, human attributes, and context in 
which practice occurs. The practice context includes 
social and technological factors, including the infor-
mation required to perform job responsibilities. The 
professional performance situation model requires 
first the identification of the major responsibilities of 
the work role. Once these responsibilities are 
defined, the categories or conditions of performance 
within each responsibility are specified. For exam-
ple, the same physician responsibility might be car-
ried out quite differently depending on work 
context facets such as care setting (e.g., hospital vs. 
physician’s office), organ system involved in the 
medical condition (e.g., endocrine, skeletal), and 
other possible contextual factors such as patient age, 
gender, and comorbidity and severity of the medical 
condition. The characteristic of the professional per-
formance situation model that fits the interactional 
approach is that it aims to identify differences in the 
human attributes required to carry out a certain 
responsibility under various situations or conditions 
(LaDuca et al., 1984). Instead of relying on isolated 
tasks, the model specifies the entire scope of issues 
that an incumbent may need to solve as well as the 
situational factors that qualify which solutions are 
best for those issues. Another practical advantage is 
that the various cells of the model provide ad hoc 
information to develop assessments and perfor-
mance exams that capture performance require-
ments across a variety of settings and conditions. 
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Clearly, this approach offers guides for the develop-
ment of assessments that may be useful in the con-
text of staffing and training.

The push for organizations to align their prac-
tices with their strategic goals has propelled the 
development of strategic competency modeling 
(Lucia & Lepsinger, 1999; Schippmann, 1999). 
Although the difference between job analysis and 
strategic competency modeling is still blurry 
(Schippmann et al., 2000), Sanchez and Levine 
(2009) argued that the primary purpose of compe-
tency modeling is to instill a shared understanding 
of the importance of certain strategic goals among 
employees so that they are motivated to perform 
their work assignment along strategic lines.

In spite of the rather vague early definition of 
competency as “any individual characteristic that can 
be measured or counted reliably and that can be 
shown to differentiate significantly between superior 
and average performers” (Spencer, McLelland, & 
Spencer, 1994, p. 4), several authors have argued for 
the view of competencies as broadly defined ele-
ments of the job performance space (Bartram, 2005; 
Lievens et al., 2010; Tett, Guterman, Bleier, &  
Murphy, 2000). Bartram’s (2005) definition of com-
petencies as “sets of behaviors that are instrumental 
in the delivery of desired results or outcomes”  
(p. 1187) represents this line of thinking. Lievens 
et al. (2010) also took the position that competen-
cies are best classified as part of the performance 
space in their investigation of the sources of consen-
sus in competency ratings.

Sanchez and Levine (2009) noted that most lists 
of competencies resemble broadly defined behav-
ioral themes that represent what Becker, Huselid, 
and Ulrich (2001) termed strategic performance driv-
ers. This view of competencies as behavioral themes 
that are instrumental in strategy implementation is 
consistent with the notion that competency model-
ing serves a very different purpose than job analysis 
(Sanchez & Levine, 2009). That is, borrowing the 
notion of volume from signal detection theory (Tett 
& Burnett, 2003), strategic competency modeling 
can be seen as an attempt to influence the work con-
text, whose situational strength it tries to alter by 
raising the volume of specific channels or behavioral 
themes aligned with the organization’s strategy. 

These loud signals should increase situational 
strength because they promote a shared understand-
ing of the behavioral themes that are expected and 
rewarded (Bowen & Ostroff, 2004; Werbel &  
DeMarie, 2005). In this respect, Sanchez and Levine 
argued that strategic competency modeling is closest 
to a mechanism of social influence (Bowen & 
Ostroff, 2004; Chatman & Cha, 2003; O’Reily & 
Chatman, 1996; Werbel & DeMarie, 2005) than to 
traditional job analysis.

Sanchez and Levine (2009) suggested that strate-
gic competency modeling research should focus on 
the extent to which competency models influence 
the workforce to promote day-to-day behavior along 
strategic lines, including the development of compe-
tency language that is accepted by end users, and 
the dissemination of behavioral examples that illus-
trate how employees can demonstrate strategic com-
petencies in their jobs. Indeed, strategic aims and 
strategic forces within the organization are an 
underresearched facet of the work context that may 
indeed modify the type and the degree of human 
attributes required by the same job from organiza-
tion to organization.

Drawing Inferences Concerning  
Worker Attributes
The job element method of job analysis first popu-
larized the term knowledge, skills, abilities, and other 
characteristics (KSAOs), which refers to the human 
attributes necessary to perform a job (Primoff, 
1975). Knowledge refers to an organized body of 
information, typically of a factual or procedural 
nature, applied directly to job performance. For 
instance, computer programmers need knowledge of 
specific languages. A skill refers to the competence 
to perform a learned, psychomotor act. An example 
is operating a forklift. An ability is a capacity to 
acquire the competence to perform an observable 
behavior or a behavior that results in an observable 
product. Firefighters, for example, are required to 
possess the physical ability to climb a ladder while 
carrying heavy objects. Other characteristics refer to 
personality factors, attitudes, and values needed to 
perform the job, such as being patient with an irate 
customer for a customer-contact job. KSAOs are 
rated on scales representing constructs such as how 
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important the element is in distinguishing the supe-
rior from the average employee, how much trouble 
is likely if the element is ignored when choosing 
among applicants, and to what extent the organiza-
tion can fill its openings if the element is demanded. 
Structured questionnaires are available to help iden-
tify some KSAOs, such as personality (Raymark, 
Schmit, & Guion, 1997) and ability (Fleishman & 
Reilly, 1992) requirements.

From an assessment point of view, it is fair to say 
that abilities and other characteristics are the foun-
dations on which knowledge and skills are devel-
oped. That is, knowledge and skills can be acquired 
through formal instruction and practice, whereas 
abilities and other characteristics are hard to modify 
through experience or time. Because abilities and 
other characteristics are not easy to acquire, work 
assessments need to ensure that job candidates pos-
sess the requisite ones for job training success. Stan-
dards such as the Uniform Guidelines (Equal 
Employment Opportunity Commission et al., 1978) 
warn against relying on easy-to-learn knowledge 
and skills when designing selection procedures, 
which should emphasize more difficult-to-learn 
abilities and other characteristics instead.

The derivation of KSAOs required for job perfor-
mance is typically the last step in the process of 
assessment-oriented job analysis. To be job related, 
these human attributes are necessarily inferred by 
linking them to previously uncovered information 
regarding job behaviors (Hughes & Prien, 1989; 
Landy, 1988). Thus, SMEs identify the KSAOs 
required to perform each task. SME judgments can 
be dichotomous (yes–no) or can consist of ratings 
on a continuum that gauges their degree of rele-
vance to each task. Although a two-way Task × 
KSAO matrix can be constructed to elicit these link-
ages, the number of judgments becomes overwhelm-
ing as the number of tasks and KSAOs increases. 
Landy (1988) suggested classifying tasks and KSAOs 
into broader categories to make this process 
manageable.

Developing KSAOs suitable to a job analysis 
questionnaire is not straightforward because  
KSAOs can be difficult to understand. The attribute-
like nature of KSAOs is such that both question-
naire content and the choice of rating scales require 

careful consideration. Caution should be exercised 
to define KSAOs that are not too broad or otherwise 
ambiguous. For instance, knowledge of labor law in a 
job analysis of a human resource specialist may 
insufficiently convey the scope of knowledge 
required (does it include the most recent case law?) 
and the level required (consumer vs. interpreter of 
labor law?). KSAO statements should be carefully 
vetted for shared understanding of their meaning 
within a job. A helpful standard is to ensure that all 
KSAO specify three basic elements: (a) what type of 
KSAO it is (K, S, A, O), (b) in what context it is 
needed, and (c) at what level or degree of precision 
it is needed (Goldstein, Zedeck, & Schneider, 
1993). SMEs charged with formulating KSAOs may 
ask themselves the following questions:

1. What are the attributes that distinguish the good 
from the bad performers?

2. What attributes explain why one worker is 
clearly superior to the other workers?

3. What are the underlying attributes that 
determined past examples of good and bad 
performance?

The scales used to evaluate KSAOs’ importance 
and role in the assessment process should be simi-
larly vetted. For example, the choice of scales 
should keep in mind that SMEs are often not neutral 
judges of the level and the extent to which certain 
KSAOs are required for their job. For instance, Ray-
mond (2001) reported that the KSAO of advanced 
statistics, whose definition included examples, was 
rated moderately important or essential by 26% of 
those respondents who indicated that they never 
performed statistical tasks on the task inventory. 
Morgeson, Delaney-Klinger, Mayfield, Ferrara, and 
Campion (2004) tested the effects of impression 
management and self-presentation biases that 
Morgeson and Campion (1997) had previously pro-
posed. Morgeson et al. concluded that ability state-
ments were particularly prone to self-presentation 
biases because ability statements that were identical 
to task statements but were preceded by the phrase 
ability to drew higher ratings than their correspond-
ing task statements.

Even though the use of rating scales with  
concrete behavioral anchors representing different 
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levels in the ability continuum has been advocated 
by Fleishman and his colleagues (Fleishman, 
Costanza, & Marshall-Mies, 1999; Fleishman & 
Reilly 1992) as a means of reducing subjectivity in 
ability ratings, Hubbard et al. (2000) noted that the 
behavioral anchors used in ability scales are prob-
lematic in that the level of the ability is potentially 
confounded with the degree of familiarity with the 
occupation to which the behavioral anchor pertains. 
That is the case with the anchor reading professional 
surgery articles, which may indeed be a relatively 
simple task for surgeons, and thus it should have 
never been placed at the top of the ability scale. 
Research in the performance appraisal domain 
(Tziner, Joanis, & Murphy, 2000) has also sug-
gested that behavioral anchors sometimes interfere 
with rather than enhance ease of scale usage.

As mentioned, an implicit principle of the pro-
cess through which KSAOs are inferred is that 
worker attributes should be rationally derived 
through job-related linkages with presumably more 
tangible features of the job such as job responsibili-
ties and working conditions. The presence of job-
unrelated sources of variance in worker attribute 
ratings is, therefore, considered undesirable. In this 
respect, Van Iddekinge, Putka, Raymark, and Eidson 
(2005) found considerable idiosyncratic variance in 
KSAO ratings. However, this finding is not alto-
gether surprising because attribute inferences often 
capture unobservable constructs of a complex psy-
chological nature, which require a large inferential 
leap that probably makes them particularly vulnera-
ble to subjective influences. This conclusion is also 
supported by a study of O*NET ratings of personal-
ity requirements from 47,137 incumbents in more 
than 300 occupations sampled by the U.S. Depart-
ment of Labor (Dierdorff & Morgeson, 2009), in 
which variance owing to raters was larger in person-
ality traits (as much as 35%) than in job responsibil-
ity ratings (16%).

A more cumbersome procedure that resembles 
the one used in synthetic validity has also been used 
to identify appropriate KSAO measures (Arvey, 
Salas, & Gailluca, 1992; Goiffin & Woycheshin, 
2006; McCormick et al., 1972; Sanchez & Fraser, 
1994). Job component validation, which can be seen 
as a case of synthetic validity, involves statistically 

capturing the relationship between worker attributes 
and scores on job components, which typically rep-
resent job functions. The mechanical estimation of 
the worker attribute requirements of new jobs is 
made possible by applying the prediction equations 
that were calculated using prior data to the new job 
component data. For instance, LaPolice, Carter, and 
Johnson (2008) used O*NET data to estimate adult 
literacy requirements across occupations. Similarly, 
Jeanneret and Strong (2003) predicted general apti-
tude test scores using O*NET data. However, the 
measurement and statistical equivalence between 
scores determined through job component valida-
tion and those obtained through direct means 
should not be taken for granted (Harvey, 2011).

Developing Assessment Specifications  
and Plans
Once a job analysis has been completed, the results 
are used to develop a document referred to as assess-
ment specifications or an assessment plan. The pur-
pose of an assessment plan is to articulate the 
important standards that the assessment should 
meet, including a list of the job behaviors and 
KSAOs to be assessed. Most assessment plans also 
specify the type of measurement and the number of 
items allocated to each section. Assessment plans 
might also convey the difficulty and reading level of 
different sections of the assessment, the measure-
ment method to be used for each section, and other 
features of the stimuli to be used in the assessment 
(Millman & Greene, 1989; Russell & Peterson, 
1997). They may also specify the manner or order in 
which the section assessments may be administered 
and the way in which scores may be generated and 
combined.

Assessment plans serve multiple purposes. First, 
they provide direction to assessment developers, 
thereby ensuring continuity in assessment content 
and difficulty over time. Assessment plans also pro-
vide a framework for creating scale scores, equating 
test forms, and conducting other statistical analyses. 
In addition, they serve as evidence supporting the 
validity of inferences based on assessment scores. A 
test plan should also benefit from some degree of 
empirical support. For instance, a test plan should 
have higher interitem correlations within sections 
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than between sections and an acceptable pattern of 
convergent and discriminant validities among the 
scores representing the different sections. According 
to Raymond (2001), many shortcomings of online 
and computer-generated assessments can be attrib-
uted to the lack of specificity in their test plans.

A study by Nelson (1994) indicated that two 
states developed assessment plans whose content 
overlapped by only about 50%, in spite of the fact 
that both plans were developed on the basis of a job 
analysis of the same occupation, whose performance 
was unlikely to differ across state lines. In another 
study, Levine, Ash, and Bennett (1980) evaluated 
the outcomes of four very different methods of job 
analysis. In spite of considerable differences in cost, 
methodology, and other features, the test plans ulti-
mately produced were remarkably similar. Levine 
et al. concluded that test plans seem to be heavily 
influenced by the insights and creativity of the per-
son in charge of “leaping” from the job analysis data 
to the exams. The studies by Nelson and by Levine 
et al. illustrate that the linkages between the assess-
ment plan and the tasks identified as being important 
through a job analysis can be sometimes tenuous. 
However, Manson (2004) found support for the 
practice of collecting at least moderately specific 
information such as the 10 most important tasks and 
10 most important KSAOs, which indeed had an 
impact on the quality of the selection plans prepared 
on the basis of such job-analytic information.

The aforementioned studies reveal that even 
though job analysis is a critical part of the assess-
ment development process, very little guidance is 
available concerning the rules for translating job 
analysis data into assessment plans (Kane, 1982, 
1997; Raymond, 2001). Given that job analysis often 
serves as the primary evidence supporting the job 
relatedness of assessment results, guidelines and 
rules of evidence for the employment of job-analytic 
data in developing assessments plans are sorely 
needed. In the absence of such a body of rules, orga-
nizations lack the means to evaluate the extent to 
which their investment in job analysis has paid off 
by supporting truly job-related decisions. Ensuring 
the psychometric quality of job-analytic data 
appears insufficient because very similar informa-
tion on job tasks and worker attributes may lead to 

very different selection plans when procedures for 
linking job-analytic information to assessment plans 
are left unspecified.

In contrast, rules that lay out the rationale for 
developing job-related assessment procedures, such 
as those formulated by Fine and Cronshaw (1999, 
pp. 133–136) regarding the use of task statements to 
develop employment interview questions and those 
proposed to link job tasks and KSAOs (Drauden & 
Peterson, 1974; Goldstein et al., 1993; Landy, 1988), 
may help to not only defend against legal challenges 
to what would otherwise be deemed arbitrary assess-
ments but also heighten the probability that the 
assessment plan and measures derived from the 
analysis will be valid predictors of criteria.

Assessment plans can be based on job tasks or on 
KSAOs (Raymond, 2001). The first type is typically 
referred to as a process-oriented assessment plan 
because it is built around the various processes or 
job tasks involved in the job. An assessment plan 
organized around KSAOs is known as a content-
oriented plan because it lists the various fields of 
knowledge and other human attributes to be covered 
in the assessment. To comply with job-relatedness 
provisions, the KSAOs included in content-oriented 
assessment plans are typically linked to job tasks fol-
lowing the procedures described in the section 
Drawing Inferences Concerning Worker Attributes 
earlier in this chapter (e.g., Landy, 1988).

Once the basic structure of an assessment plan 
has been articulated, the next step is to assign rela-
tive weights to each of its components (either job 
tasks or KSAOs). This assignment can be done 
through clinical judgment, that is, having SMEs 
judge the relative importance of each task or KSAO. 
However, relative weights can easily be computed by 
using the ratings gathered for each component, in 
which the relative importance of a given component 
is equal to the average rating for such a component 
divided by the sum of the ratings across all compo-
nents. Because prior research has suggested that 
scales of criticality, importance, complexity, and dif-
ficulty are moderately intercorrelated to the point of 
loading on the same underlying factor (Friedman, 
1990, 1991; Hubbard et al., 2000; Manson et al., 
2000; Sanchez & Fraser, 1992), any combination  
of these scales thereof should provide relatively 
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interchangeable relative weights. Policy-capturing 
research, however, has suggested that most SMEs 
rely on a combination of criticality (defined as con-
sequences of error) and difficulty of learning when 
judging overall task importance (Sanchez & Levine, 
1989). However, researchers may use time-oriented 
scales such as time spent or frequency, which also 
tend to load on the same underlying factor, when 
they deem it necessary and legally sustainable to 
structure the relative weights according to time- 
oriented criteria. In addition, both criticality and 
time-oriented measures may be combined to form a 
composite index that captures both dimensions 
(Kane, Kingsbury, Colton, & Estes, 1989).

METHODOLOGICAL ASPECTS OF JOB 
ANALYSIS FOR ASSESSMENT PURPOSES

Assessments have profound consequences for the 
individuals who are being assessed. In the industrial 
and organizational psychology arena, such conse-
quences often include drastic changes in employ-
ment conditions and compensation levels. It is 
therefore not surprising that the methodological 
choices underlying the assessment process are, more 
often than not, painstakingly scrutinized. This sec-
tion reviews probably the two most critical method-
ological choices: who provides the job-analytic 
information and how the information is gathered.

Sources of Job-Analytic Information
Job incumbency has been the necessary and often 
sufficient criterion to select SMEs in traditional job 
analysis. However, the dynamic nature of today’s 
work assignments calls for the inclusion of other 
sources of job analysis information (Bernardin, 
1992). Different sources of information may be best 
qualified to provide information about distinct 
aspects of a job, in a manner akin to a 360-degree 
approach to job analysis. This approach can be cum-
bersome, because the recipients of each major job 
function should be first identified and then used as 
sources of information on solely those functions. 
For example, professional mystery shoppers may be 
best positioned to provide information on the cus-
tomer service demands of jobs. Similarly, the diffi-
culty of learning various tasks may be best judged by 

education specialists, and personality requirements 
such as tolerance for stress may be best assessed by 
those possessing a psychological background. How-
ever, alternate sources of work information should 
supplement rather than replace job incumbents, 
who have firsthand information about the job that is 
unavailable to others.

For example, Jones et al. (2001) found that job 
analysts made better predictions of worker attribute 
trainability than incumbents and students when 
trainability ratings were compared with actual 
changes in pre- and posttest learning measures. Sim-
ilarly, Van Iddekinge, Raymark, and Edison (2011) 
correlated ratings of the extent to which KSAOs 
were needed at entry with ratings of perceived 
KSAO trainability made by a panel of psychologists. 
Their findings indicated that ratings of the more 
abstract ability and other characteristic attributes 
were less valid than those of more concrete knowl-
edge and skill attributes. Taken together, these stud-
ies suggested that ratings of presumably more 
malleable knowledge and skills require different 
expertise than those of more stable abilities and 
other characteristics, as suggested by others (Har-
vey, 1991; Morgeson & Campion, 1997). Research 
has also shown that analysts produce more reliable 
job task-attribute linkage ratings than incumbents 
(Baranowski & Anderson, 2005).

Unlike items in other O*NET domains that are 
rated by incumbents, abilities and skills are rated by 
job analysts. This choice was justified by Peterson 
et al. (1999) using practical and theoretical argu-
ments, such as the fact that sampling incumbents is 
expensive and that occupational analysts are better 
equipped to understand ability and skill require-
ments than are incumbents. O*NET researchers 
have found that incumbents provide higher ratings 
than analysts and that analysts’ ratings are slightly 
more reliable than incumbents’ ratings (Tsacoumis 
& Van Iddekinge, 2006). However, the O*NET rat-
ing materials handed out to analysts are screened to 
eliminate items that are thought to be irrelevant, 
such as knowledge, skills, education and training, 
and work styles, and these rating materials are also 
shortened in other ways. Even though these stream-
lined materials may simplify the information and 
thus increase rating reliability, such psychometric 
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gains may come at the expense of potentially rele-
vant job information. In addition, skill and ability 
ratings in O*NET are formulated by occupational 
analysts without firsthand information acquired 
through incumbent interviews or incumbent obser-
vation. As suggested by Voskuijl and Sliedregt’s 
(2002) meta-analysis, occupational analysts may pro-
duce more reliable ratings if such ratings are based 
on actual contact with job incumbents than if they 
are based on solely paper-based job descriptions as is 
the case with O*NET ability ratings. Other research 
has also suggested that increasing the amount of job 
information enhances the psychometric properties of 
job-analytic ratings (Harvey & Lozada-Larsen, 1988; 
Lievens, Sanchez, & De Corte, 2004).

Rater training has also been used to increase the 
validity of job-analytic ratings. Frame of reference 
has been the most widely used rater training format. 
This format attempts to standardize the raters’ frame 
of reference. Lievens and Sanchez (2007) found that 
rater training increased interrater agreement and 
discriminant validity of competency ratings. Agui-
nis, Mazurkiewicz, and Heggestad (2009) found that 
frame-of-reference training reduced the correlation 
between SMEs’ self-reported personality and job-
analytic ratings of personality requirements and also 
lowered job-analytic ratings. Sanchez and Levine 
(1994) found that rater training aimed at reducing 
the potentially biasing influences of Tversky and 
Kahneman’s (1974) representativeness and availabil-
ity heuristics increased interrater agreement but 
only when the number of tasks rated was moder-
ately small. Whether rater training interventions 
reduce idiosyncratic variance at the expense of 
important information regarding the manner in 
which incumbents experience job demands warrants 
further investigation.

Traditional data collection methods encourage 
the selection of SMEs with prior job experience. 
However, when jobs are new or are changing, 
incumbents lack direct job experience. The type of 
SMEs who may be best qualified to participate in the 
kind of future-oriented job analysis outlined by 
Schneider and Konz (1989) needs further research. 
For example, one can argue that prior job experi-
ence does not necessarily instill in incumbents a 
sense of how the job will change over time and that  

familiarity with emerging technologies may be  
helpful to formulate such judgments. Nevertheless, 
the validity of future-oriented ratings should be 
evaluated in longitudinal designs rather than taken 
for granted.

A related issue is the sample size required for 
reliable and valid job-analytic data. Not surprisingly, 
today’s highly distributed and decentralized organi-
zations resist convening large samples of SMEs to 
provide task or KSAO ratings. Sampling large num-
bers of SMEs is indeed time consuming and costly. 
Therefore, researchers have attempted to replace 
large samples with smaller SME panels. In two stud-
ies, Tannenbaum and Wesley (1993) compared rat-
ings obtained from large samples of educators with 
those provided by a seven-SME panel. Even though 
the correlation between mean KSAO ratings pro-
vided by each source was high, intraclass correla-
tions, which are sensitive to mean differences in 
ratings between two groups, were lower than .70. 
These results suggest that even though both groups 
produced similar rank orderings of KSAOs, they 
held somewhat different views regarding the abso-
lute importance of each KSAO.

In a way, deciding on an adequate sample for job 
analysis should follow the same criteria as it would 
for any other survey. The ultimate goal is to draw a 
representative sample of the population of interest. 
Therefore, the sample may need to be expanded to 
include individuals whose work experiences are rep-
resentative of the various components and condi-
tions of the content measured in the questionnaire. 
Potential populations of interest may include practi-
tioners, educators, managers, and experts in the 
field. Similarly, samples should be representative of 
the relevant population in terms of practice setting 
and demographic factors such as, at the very least, 
ethnic background, educational level, and gender. 
Diversity is particularly important because job 
incumbents’ demographic characteristics may influ-
ence the type of issues and clients encountered 
while performing the job. In the field of credential-
ing, in which sample representativeness is critical, 
sample sizes commonly range from several hundred 
to several thousand individuals. Large samples 
improve the precision of statistical estimates by 
reducing sampling error, enhancing the generalizability  
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of results, and more generally lending credibility to 
the assessment results (Kane, Miller, Trine, Becker, & 
Carson, 1995). Obtaining a representative sample, 
however, is often fraught with practical obstacles. 
For example, many incumbents may be located in 
private practices or may not hold the correct job 
classification, which can increase the difficulty of 
constructing a comprehensive sampling frame. Simi-
larly, obtaining adequate response rates can be chal-
lenging when lengthy questionnaires are used. Lack 
of motivation to participate in the analysis and pro-
tection of what may be viewed as proprietary infor-
mation present additional hindrances. The use of 
total survey strategies for encouraging high response 
rates, including follow-ups and incentives, is 
recommended.

Methods of Collecting Information
Methods of data collection in job analysis include 
job observation, interviews, surveys, and examina-
tion of work records and documents, including prior 
job descriptions and occupational titles provided by 
O*NET and its predecessor, the Dictionary of Occu-
pational Titles. It is also striking that in this digital 
era, traditional job analysis has not taken advantage 
of potentially rich sources of data such as the elec-
tronic performance monitoring systems that track 
mobile maintenance units, truck engines, and call 
center activity (e.g., number of calls handled and 
time spent on each call). However, the potential for 
invasion of privacy advises cautious usage of these 
technologies. For instance, Raymond (2001) noted 
how sensitive information from medical and insur-
ance records can be valuable in analyzing health 
care occupations. In any case, there are legal reasons 
to document job analysis interviews, job observa-
tions, and other data collection activities in detail, 
such that an independent verification of what was 
done is feasible as required by the Uniform Guide-
lines (Equal Employment Opportunity Commission 
et al., 1978). Obviously, the source of information 
influences the method of data collection and even 
the resulting sample size.

Clearly, the type of job under analysis as well as 
the background of the job incumbents should be 
taken into account when selecting a method of data 
collection. For instance, a questionnaire may not be 

the best approach when analyzing jobs of a primar-
ily physical nature, whose incumbents are not 
accustomed to surveys and paper forms. Similarly, 
job observation may not be the best methodology 
when analyzing the job of financial analyst, whose 
information-processing-oriented tasks are hardly 
observable.

Job analysis interviews should also be conducted 
in a manner that minimizes the likelihood of 
impression management and self-presentation biases 
summarized by Morgeson and Campion (1997). 
These interview practices begin with having inter-
viewers introduce themselves in a nonintimidating 
manner, specify the unit that they represent, clarify 
the purposes of the interview while providing exam-
ples of applications of the information to be gath-
ered (and possibly listing some of the purposes for 
which the information will not be used). Interview-
ers should note that they will interrupt when the 
activities being described seem unclear or out of 
sequence and also that the information will be sub-
ject to verification by other sources. To facilitate the 
job incumbent’s recall of job tasks, the job analysis 
interviewer may proceed to ask job incumbents to 
describe a typical day at work, from beginning to 
end. Interviewers should consider interrupting job 
incumbents when the verb, object, or purpose of the 
tasks being described appear unclear, paying special 
attention to tasks that are described with ambiguous 
verbs implying a high degree of complexity such as 
coordinate, direct, manage, and administer. It is often 
easy to find a simpler verb that conveys the nature 
of the task in a more realistic manner.

A critical methodological issue in job analysis is 
the choice of a unit of analysis. Describing jobs at 
the task level is a common practice, probably 
because professional regulations such as the Uniform 
Guidelines (Equal Employment Opportunity Com-
mission et al., 1978) call for the identification of 
important job behaviors. The need to develop a 
common metric that applies to every job, however, 
runs counter to the sole use of job tasks, which are 
too job specific and do not allow cross-job compari-
sons. To circumvent this problem, McCormick 
(1976) suggested describing jobs using generic 
worker-oriented items, which are very similar to  
the generalized work activities used in O*NET.  
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The rapid pace of today’s businesses makes job 
descriptions obsolete very quickly, and therefore, 
broader units of analysis may be preferred. However, 
broad units may not always provide sufficient infor-
mation to inform valid assessments while ensuring 
their defense against legal challenges.

SUMMARY AND CONCLUSIONS

In summary, job analysis has a long history of provid-
ing the information on job requirements that sets the 
foundation for work-related assessments. Job analysis 
has the potential to help organizations assemble a 
workforce that is most capable of achieving their 
business goals while complying with the job- 
relatedness provisions that emanate from laws and 
professional standards in the United States and other 
countries. In spite of ongoing business trends such as 
globalization and information technology that make 
work, work roles, and jobs much more flexible than 
they once were, job analysis still plays a critical role 
in ensuring that assessments respond to business 
necessities. Indeed, this review of research and prac-
tices concerning the manner in which job analysis 
informs assessment-related inferences suggests that 
job analysis can turn what would otherwise be guess-
work into a directed, rational evaluation of require-
ments derived from the job behaviors and the context 
in which jobs are performed. Although the profession 
of industrial and organizational psychology has 
learned much about how to conduct job analysis and 
how to use it for developing valid assessments, much 
still remains to be researched on topics such as effec-
tive, evidence-based rules for translating job analysis 
findings into valid assessments.
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ThInkInG AT work: 
InTEllIGEnCE, CrITICAl ThInkInG, 
joB knowlEdGE, And rEASonInG

Nathan R. Kuncel and Adam S. Beatty

Measures of cognitive abilities have been an endur-
ing mainstay for making hiring and trainability deci-
sions in organizational and academic settings. The 
extensive literature on human cognitive abilities 
makes organizing a chapter a challenge. Because of 
the numerous high-quality chapters on human abili-
ties in industrial and organizational psychology 
(e.g., Drasgow, 2002), this chapter includes a brief 
overview of well-established core findings followed 
by a more in-depth examination of newer questions 
and research directions for the future. A broad over-
view of the nature and structure, basic psychometric 
properties, and predictive power of scores obtained 
from ability measures and the linearity of relation-
ships is presented. Finally, a discussion and critique 
of four different concepts in abilities—critical think-
ing, reasoning, working memory, and neuropsycho-
logical assessments—are presented.

PURPOSE OF ASSESSMENT

Cognitive ability measures are used for three major 
purposes in industrial and organizational psychol-
ogy: selection, classification, and development or 
counseling purposes. For personnel selection, the 
measures are used to differentiate among those who 
are more able to do the job or more able to learn the 
tasks of the job. The main purpose of selection is to 
increase the performance of the selected group rela-
tive to the applicant group. Put another way, the 
goal is to hire the best-performing people. Classifica-
tion involves attempting to address one or more 
organizational goals by assigning individuals from a 

group of recent hires to different jobs. One major 
goal is to increase the overall performance across the 
different jobs with attention to the relative impor-
tance of the jobs (send exceptional people to critical 
jobs). Other goals can be addressed with classifica-
tion, including scarcity of acceptable performers for 
some jobs, applicant job preferences (with the goal 
of increasing worker satisfaction), and future staff-
ing needs. The final purpose is to provide workers 
with feedback about their current capacities and to 
make recommendations for future training or devel-
opment. These goals have influenced the types of 
measures that have been developed. Before discuss-
ing general models of intelligence and prominent 
measures used in the work setting, some key defini-
tions are needed.

DEFINITIONS: ABILITY, APTITUDE, 
AND ACHIEVEMENT

A great deal of mischief can occur when there is no 
agreement about the definitions of ability, aptitude, 
and achievement. Ability is often used but with two 
very different implicit definitions. One definition is 
that general cognitive ability is an individual differ-
ence that merely reflects differences in current 
behavioral repertoire. Humphreys (1984) was in line 
with this definition, stating in his chapter on general 
cognitive ability that intelligence is “the entire reper-
toire of acquired skills, knowledge, learning sets, and 
generalization tendencies considered intellectual in 
nature that [is] available at any one period of time” 
(p. 243). This definition is silent about the source of 
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that behavior repertoire in terms of whether different 
levels of ability are developed or innate. A person’s 
ability level therefore merely describes what the per-
son can do. To the extent that a group has similar 
experiences and education, the tests scores will also 
reflect innate ability (but also environmental factors 
that affected development). An alternative definition 
of ability focuses on ability being innate capacity. 
Although innate capacity is scientifically interesting, 
all measures are measures of phenotype and are the 
result, to varying degrees, of innate ability, develop-
ment, and environmental factors. Therefore, this 
chapter uses the definition of ability measures as 
being focused on current capabilities.

Achievement tests might be seen as ability tests 
used for the purpose of measuring recent change 
resulting from maturation, educational interven-
tions, or training interventions. Aptitude measures 
are ability measures that are associated with gains 
on achievement measures, or at least with the pre-
diction of future behavior. In practice, in industrial 
and organizational psychology, there is often little 
difference among ability, achievement, and aptitude 
measures. In many cases, most abilities simultane-
ously reflect some achievement over a given period 
of time (sometimes decades), and abilities, particu-
larly broad ones, are associated with subsequent 
gains in knowledge or skill acquisition. Two orga-
nizing frameworks for thinking about these distinc-
tions are worth reviewing.

Carroll (1993) presented a specific empirical def-
inition for aptitude and achievement tests. Assume 
subjects are tested on two measures at Time 1. The 
first measure is an aptitude test and the second is an 
achievement test, the content of which will be the 
subject of subsequent training. After training, sub-
jects are retested at Time 2 on both the aptitude test 
and the achievement test. In the purest case of an 
aptitude and an achievement test, Carroll (1993,  
p. 16) observed the following:

1. no reliable variance on the achievement measure 
at Time 1, that is, the subjects do not have any 
prior knowledge of the content to be learned;

2. reliable variance on the aptitude measure at 
Time 1, that is, one can measure real differences 
between subjects in aptitude;

3. no correlation between aptitude and achievement 
at Time 1, which is a result of all subjects having 
no knowledge of the content measured by the 
achievement measure;

4. no meaningful change in the aptitude measure at 
Time 2, that is, the training has no influence on 
the aptitude;

5. meaningful change in achievement scores from 
Time 1 to Time 2 and reliable variance in the 
achievement measures at Time 2, meaning sub-
jects improve owing to training and improve on 
the achievement measures; however, because 
of Condition 1 there should be no correlation 
between Time 1 and Time 2 achievement  
measures; and

6. a significant correlation between aptitude at 
Time 1 and achievement at Time 2, that is, the 
aptitude measure predicts gains in achievement.

Although in practice relatively few situations fit 
this pure definition, they do occur (Carroll, 1974; 
Stanton, Koerth, & Seashore, 1930), primarily in the 
settings of foreign language acquisition and musical 
training. People know nearly nothing about the for-
eign language at Time 1, they learn during training, 
and other human abilities predict gains in foreign 
language knowledge and skill while remaining 
largely unaffected by the training. This framework is 
useful when considering the importance of content 
in personnel selection, discussed later.

A second complementary framework for consid-
ering the nature of ability measures was discussed 
by Lubinski and Dawes (1992). They argued for a 
widely held perspective that the authors consider to 
be the generally misleading distinction among abil-
ity, achievement, and aptitude measures and sug-
gested considering measures using the following 
four characteristics (Cleary, Humphreys, Kendrick, & 
Wesman, 1975): (a) breadth of material sampled, 
(b) curriculum represented, (c) recency of learning 
sampled, and (d) purpose of the assessment.

In many cases, cognitive ability assessments in 
industrial and organizational psychology tend to 
have broad breadth and to sample historical curri-
cula dating from primary and secondary school (e.g., 
math and language abilities developed in high school 
and earlier). This is especially the case for many 
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multiscale batteries. Measures of very specific job 
knowledge are narrower, have a focused curriculum, 
and reflect more recent learning. In many cases, the 
purpose of assessment is to make selection or train-
ability judgments, although some cognitive assess-
ments are used for developmental purposes. It is 
worth noting that measures that fit Carroll’s (1993) 
pure case of achievement would, almost by defini-
tion, be of narrow breadth, match the specific curric-
ulum that is presented, and at Time 2 are measures 
of very recent learning. Their purpose, presumably, 
would be to quantify gains after training, education, 
or informal learning experiences. The combination 
of these frameworks could be used for hypothesis 
generation to further the understanding of how cog-
nitive abilities function and develop in work settings.

FACTOR STRUCTURE

Modern factor models of human abilities arrive at a 
hierarchical solution with a general factor on top 
with one or more layers of increasing numerous and 
specific factors below. Until recently, the dominant 
theory was the three-stratum model proposed by 
Carroll (1993) that was, in part, based on the theory 
of fluid and crystalized intelligence (originally pro-
posed by Cattell, 1941, 1971). On the basis of an 
exhaustive review and reanalysis of more than 450 
datasets of human abilities, Carroll concluded that 
abilities could be reasonably organized into a second 
stratum consisting of fluid, crystallized, general 
knowledge, visual–spatial ability, short-term mem-
ory, long-term memory, cognitive processing speed, 
and decision speed. Below these were typically two 
or more primary mental abilities, and above the sec-
ond stratum was general mental ability (GMA).

Theories anchored in the theory of fluid and 
crystallized intelligence have generally fit both  
factor-analytic data as well as most research within a 
broader nomological network (see Chapter 4, this 
volume, for an elaboration of a nomological net-
work). Fluid intelligence was argued to be invested 
by individual into acquiring crystallized intelligence. 
Crystallized intelligence includes traditional school 
learning but also applies to job knowledge (voca-
tional knowledge) as well as knowledge and skill 
acquired for hobbies or other outside interests  

(avocational knowledge). Anyone who has met 
someone with an overwhelmingly intense interest in 
model railroading, baking sourdough bread, or Star 
Wars lore has experienced a person with focused 
crystallized intelligence or avocational knowledge.

The concept of investment theory has been an 
enduring theoretical concept in human abilities 
because of field, longitudinal, and laboratory 
research that has demonstrated the importance of 
fluid intelligence in acquiring knowledge and skill 
over time (Ackerman, 1987; Kuncel & Hezlett, 
2007a, 2007b). Additionally, research on the influ-
ence of aging on human cognitive abilities has found 
larger declines for abilities conceptually linked to 
fluid intelligence and smaller or zero decline for abil-
ities conceptually linked to crystallized intelligence.

Johnson and Bouchard (2005) have proposed a 
conceptual and empirical challenge to the three-
stratum theory they named VPR, made up of verbal, 
perceptual, and image rotation abilities. It too is 
organized hierarchically, with VPR falling under the 
highest stratum, GMA or g. At the second stratum 
are narrower measures falling under VPR, and below 
these are individual tests. However, any given mea-
sure may be a mixture of second-stratum abilities 
that would be identified by cross-loadings in a factor 
analysis. Johnson and Bouchard’s proposal is partic-
ularly compelling for three reasons that should be 
adopted by other scholars. First, they examined siz-
able datasets with a diverse set of ability measures. 
Second, their study pitted different models against 
each other. Rather than simply putting forth a model 
or comparing the preferred model with a straw man 
model that decades of research would reject outright 
(e.g., one factor with no subfactors), they compared 
the relative fit of different competing models. Third, 
they reviewed evidence from the broader literature 
and fit their model into the nomological network. 
Specifically, the g–VPR distinctions fit heritability 
and genetic evidence ( Johnson et al., 2007) and neuro-
scientific evidence for separate brain modules for 
processing language and perceptual information.

NOTABLE MEASURES

Development of measures for work-related purposes 
have typically been oriented to knowledge, skill, and 
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ability requirements of jobs rather than being based 
on specific theories of intelligence. Because of the 
interest in what people can do as well as in their 
ability to acquire job knowledge and skill on the job, 
one can argued that test development of cognitive 
ability measures in work settings has followed the 
theory of crystallized and fluid intelligence.

Several measures have been heavily used in prac-
tice and for research. These measures are all group-
administered tests that are needed to efficiently 
evaluate large numbers of people. The General Apti-
tude Test Battery (McCloy, Russell, & Wise, 1996) 
from the U.S. Department of Labor was first pub-
lished in 1947. This form has been used for hun-
dreds of studies (e.g., Bemis, 1968) and had nine 
aptitudes: general learning ability, verbal aptitude, 
numerical aptitude, spatial aptitude, form percep-
tion, clerical perception, motor coordination, finger 
dexterity, and manual dexterity.

Similarly, the Armed Services Vocational Apti-
tude Battery (Defense Manpower Data Center, 2006) 
shares a similar structure, consisting of a combina-
tion of verbal measures (word knowledge, paragraph 
comprehension), quantitative measures (mathemat-
ics knowledge, arithmetic reasoning), and several 
measures designed to evaluate more specific 
domains (general science, electronics information, 
auto and shop information, mechanical comprehen-
sion, and object assembly).

Both of these examples are consistent with over-
all themes in cognitive assessments noted by Hunt 
(2011), who suggested that batteries of tests often 
contain scales on language use, visual–spatial rea-
soning, mathematical reasoning, and deductive and 
inductive reasoning. In occupational settings, a 
theme of scales developed to contain more job- 
specific abilities can be added. The importance of 
these occupationally specific scales and even content 
as a whole has been a topic of ongoing interest and 
debate in work settings.

CONTENT- AND DOMAIN-SPECIFIC 
KNOWLEDGE

In work settings, a long history of research has 
examined the importance of two related topics: dif-
ferential weighting schemes or the degree to which 

specific ability variance can increment GMA in pre-
dicting training and work performance. A persistent 
finding has been that in multitest batteries, differen-
tial weighting of tests has little practical importance 
in predicting either job performance or training out-
comes. This pattern of findings has been interpreted 
as demonstrating the general unimportance of test 
content for applied use (e.g., Murphy, Dzieweczynski, 
& Yang, 2009).

The applied exceptions to this pattern are rare 
and, generally, narrowly focused. A body of research 
in work settings has suggested modest predictive 
gains for spatial abilities and mechanical abilities 
(e.g., Muchinsky, 1993) for jobs requiring such abil-
ities. Zeidner and Johnson (1994) found that spe-
cific abilities substantially improved classification 
efficiency. However, increments are typically very 
modest and would, in practice, have little effect on 
the people hired in a top–down selection. Outside of 
work settings, specific knowledge is an especially 
good predictor of subsequent performance in train-
ing or educational programs. For predicting success 
in foreign language training, language aptitude 
increments general cognitive ability (Silva & White, 
1993). Kuncel, Hezlett, and Ones (2001) examined 
the predictive power of GRE Subject exams and 
found that they were consistently superior predic-
tors across several measures of performance. The 
most noteworthy prediction was for the criterion of 
degree attainment for which prior grades and GRE 
General exams were very modest predictors. In con-
trast, the GRE Subject exams were, comparatively, 
excellent predictors of finishing graduate school. 
These results may reflect indirect interest measure-
ment through an assessment of subject area knowl-
edge as well as being evidence of effective prior 
learning.

The general finding that content and weighting 
(e.g., Schmidt, 2002) are not terribly important is 
valuable in providing practical guidance for existing 
measures and batteries. However, a few aspects of 
these studies are worth noting. First, the field has 
examined multitest batteries that contain specific 
ability measures that were selected to be broadly rel-
evant to a range of jobs. That is, the comparisons are 
not based on randomly selected sets of abilities from 
the vast array that have been identified. Instead, the 
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contest is between a set of good candidates. Second, 
and most important, this body of research has tacitly 
assumed that the applicant group has no subpopula-
tions within it. That is, the assumption is that there 
are no groups who effectively lack the ability to per-
form effectively on one measure while performing 
effectively on the other.

We propose that the presence of the following 
ability and situational characteristics would tend to 
increase the incremental predictive power of an abil-
ity measure over general mental ability for predict-
ing work performance or training success:

1. The ability measure captures critical job knowl-
edge and skill. Performance on the job or in 
training is particularly reliant on the content 
domain sampled by the ability measure.

2. Exposure and opportunity to learn from formal 
instruction are not equal across all job appli-
cants. As exposure heterogeneity increases, 
incremental predictive validity should increase. 
That is, not everyone has been taught the knowl-
edge or skill captured by the measure.

3. Opportunities to learn the requisite knowledge 
or skill are rare in typical environments. Facility 
in interpreting literary texts could be acquired 
from many sources including school, book 
groups, or free public lectures. Nuclear subma-
rine technician skills could not be acquired in 
this way.

4. Consistent with Characteristics 2 and 3, after hir-
ing, employees are not trained to a performance 
criterion on the job-relevant knowledge and skill 
(e.g., military occupations).

5. Compensatory knowledge cannot be applied to 
permit performance. That is, there is only one 
way to do the job correctly, and other knowledge 
will not get one around this fact.

6. The ability measure is associated with a large 
interest component in the subject matter that 
would tend to yield better volitional choices.

7. The ability measure captures knowledge that is 
necessary to permit additional learning after hir-
ing. For example, if learning advanced statistical 
techniques is needed after hiring, those without 
a good working knowledge of algebra will be in 
trouble on Day 1.

We hypothesize that such situations are rare but 
worth investigating. This framework may be of 
importance for understanding prediction bias as 
outlined in Kuncel and Klieger (2012). It seems 
likely that such situations will typically involve job-
specific knowledge. As previously noted, multitest 
batteries for personnel selection are logically 
focused on a subset of human abilities that are of 
particular interest in work settings. Existing batter-
ies also sample domains that are a part of the educa-
tional background of most, if not all, job applicants.

In addition, societies have generally shielded 
themselves from the worst-case scenarios through 
licensing and credentialing. For example, would it 
make any sense to hire doctors or nurses based on a 
GMA test without first ensuring that they are 
licensed? Licensure acts as a check on shared learn-
ing experiences. Grossbach and Kuncel (2009) 
reported an uncorrected correlation of .46 between 
SAT scores and subsequent performance on the 
National Council Licensure Examination required 
for licensure as a registered nurse. It contains highly 
job-specific items similar to this one:

Which medications are associated with a 
higher risk of bleeding? Note that more 
than one may apply.

A. Lovenox
B. Enalapril
C. Warfarin
D. Aspirin
E. Lansoprazole

Within a sample of nursing students, one would 
expect to find that ability tests and job knowledge 
tests will produce similar rank ordering of nurses 
and result in relatively little difference in the subse-
quent performance of a selected group. However, all 
of the nurses have been trained at accredited pro-
grams, have covered highly uniform curricula, and 
have been required to pass a standardized licensing 
examination. If one takes the “content does not mat-
ter” argument seriously, then SAT scores could rea-
sonably be substituted for a knowledge measure 
without attention to licensure. For example, many 
people earn respectable SAT scores but have little 
medical knowledge. In the absence of licensure, 
inattention to content might result in hiring a  
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number of clever nurses, accountants, and industrial 
and organizational psychologists. The consequences 
could be dire.

A simulation of a related scenario is presented 
next, based on real data from a study in the litera-
ture. These data illustrate the case that content is 
important when groups differ in access to the neces-
sary knowledge and skill. Grigerenko et al. (2004) 
examined the abilities of high-school-age children in 
two remote Alaskan areas. The first group, called the 
semiurban group, lived in a small town under condi-
tions more similar to the majority of the United 
States. The second group, called the rural group, 
lived much more traditionally, continuing to hunt 
and collect food from the land. Both groups 
attended school. The study collected traditional cog-
nitive ability measures on both groups as well as a 
measure of land, sea, and river knowledge that 
reflected very specific abilities for hunting and gath-
ering. This measure included questions about where 
to fish, what to gather, and how to find game. 
Finally, adults were independently asked to rate the 
young adults on hunting performance. The semiur-
ban students, on average, scored higher on the tradi-
tional ability measures and much lower and more 
variably on the land, sea, and river knowledge mea-
sure. Both measures remained correlated, but 
weakly, reflecting a lack of investment in acquiring 
this skill for most of the individuals studied. In con-
trast, among the rural students, knowledge scores 
were much higher and were more strongly corre-
lated with traditional cognitive ability measures, 
reflecting the dual investment in both schooling and 
traditional skills.

To test the notion that content does not matter 
among correlated tests, we used the means, vari-
ances, and correlations to simulate equal-sized 
applicant groups for the job of hunter, which is a job 
of importance if one wishes to eat well in the rural 
setting. Applicants were selected using either the 
GMA test or the knowledge measure. Across 1,000 
replications, if the top half (signed rank = .50) were 
selected using the GMA test, the average perfor-
mance declined in the selected group (Z = −.08). In 
contrast, use of the knowledge measure resulted in 
improved average performance (Z = .08). Scatter-
plots for some of the simulated data display the 

shifts in the groups depending on which predictor is 
used (see Figure 24.1).

Clearly, content does matter. Previous research 
did not consider scenarios in which there are, effec-
tively, different populations. The work by Murphy 
et al. (2009) assumed no subpopulations with 
unequal means, variances, and correlations. Their 
assumption is often true with the types of measures 
typically used in hiring situations. However, it 
should not be taken to be a universal truth as illus-
trated and discussed here. Similar effects as in the 
extreme hunting example may be observed for other 
knowledge domains that are not part of typical for-
mal education. Murphy et al. (2009) considered the 
case of when selection measures tap knowledge and 
skill that result from shared educational back-
grounds. The contradictory results seen here reflect 
an unusual but psychologically important scenario.

CRITERION-RELATED EVIDENCE  
OF VALIDITY

The relationship between measures of cognitive abil-
ity and subsequent outcomes has been a topic of 
intense study for more than 100 years. A substantial 
body of evidence has accumulated for the relation-
ship between cognitive ability and work perfor-
mance, formal training outcomes, and academic 
achievement at all levels.

Work Performance
Cognitive ability measures are consistently some of 
the strongest predictors of subsequent work perfor-
mance (Kuncel & Hezlett, 2010; Schmidt & Hunter, 
1998). Three major explanations have been offered 
for this finding. The first is that as measures of cur-
rent capabilities, all else equal, those higher in gen-
eral cognitive ability simply know more and are able 
to do more, leading to better performance. The sec-
ond explanation is that GMA is associated with the 
capacity to learn effectively; therefore, those higher 
in GMA will be superior at acquiring job-specific 
knowledge, leading to superior performance. 
Finally, the third explanation notes that GMA is 
associated with the ability to rapidly and accurately 
process information and that this ability leads to 
superior performance. Given the intertwined nature 
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of human abilities, it should come as no surprise 
that evidence exists to support all of these explana-
tions. Figure 24.2 summarizes results from multiple 
meta-analytic sources on the predictive power of 
general cognitive ability for work outcomes.

The pattern of relationships is not constrained to 
the United States and appears to hold across nations 
as well (e.g., Salgado et al., 2003). Research has indi-
cated that the correlation between GMA measures 
extends beyond task performance to other aspects of 
performance, including objective leadership behavior 

( Judge, Colbert, & Ilies, 2004) and evaluations of 
creativity (Kuncel et al., 2004). Although by no 
means the only determinant of work performance, 
cognitive ability has remained an important predictor 
across decades of research. The predictive power of 
cognitive ability for work performance is strongest 
for the highest complexity jobs and lower for less 
complex jobs (Ones, Viswesvaran, & Dilchert, 2005; 
Salgado et al., 2003). Many other measures improve 
prediction of job performance when added to cogni-
tive ability (Schmidt & Hunter, 1998).

FIGURE 24.1. Simulated evaluation ratings for trained and untrained groups based 
on data from Grigorenko et al. (2004) examining abilities of high-school-age children 
in two remote Alaskan areas. GMA = general mental ability.
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Often, the issue of other predictors is raised with 
the question, “What is the most important human 
characteristic?” The best answer is, “It depends.” 
Results from the large selection and classification 
project of the U.S. Army nicely illustrates this fact in 
Figure 24.3. McHenry, Hough, Toquam, Hanson, 
and Ashworth (1990) compiled data across a large 
sample with multiple measures of different aspects 
of job performance. For some aspects of perfor-
mance, the single best predictor was cognitive abil-
ity, whereas for others it was vocational interests or 
personality. A complete understanding of job perfor-
mance requires understanding the interplay among 
multiple individual differences (and situational fac-
tors as well).

Academic Performance
Grades are well predicted by ability test scores at all 
levels. Research in primary and secondary schools 
has long established correlations between .40 and .50 
(Matarazzo, 1972; Neisser et al., 1996), and these 
estimates are based on thousands of data points. Gen-
eral cognitive ability is also associated with graduat-
ing from high school as well. At the college level, test 
scores are similarly correlated with college grades. 
One study with more than 155,000 subjects yielded 
an operational validity of .47 for college grades (.53 
for the full test-taking population assuming there was 
no self-selection into colleges and universities; Sack-
ett, Kuncel, Arneson, Cooper, & Waters, 2009).  
In college, although test scores are not as strong a 

predictor as high school grades, they provide sub-
stantial incremental predictive power over high 
school grades alone (e.g., Berry & Sackett, 2009).

The association between cognitive ability and 
retention, graduation from college, or both depends 
on the research question asked. One line of research 
has concluded that a positive but trivially large rela-
tionship exits, particularly after controlling for other 
variables (Bowen, Chingos, & McPherson, 2009). A 
second line has indicated an important relationship 
between the two (Mattern & Patterson, 2009), in 
which 95.5% of high-scoring students return for the 
second year, whereas only 63.8% of low-scoring stu-
dents return. This difference in findings is explain-
able by the nature of the analysis. Bowen et al. 
(2009) examined graduation at colleges and univer-
sities, and Mattern and Patterson (2009) examined 
retention across schools. Rephrased, the data sug-
gested that high-scoring students tend to go to insti-
tutions from which more students graduate, but 
within any given institution, the relationship is very 
small. Whether this pattern can be attributed to 
individual, peer group, or school effects remains to 
be definitively determined.

The relationship between ability tests and perfor-
mance in graduate and professional schools was 
reviewed by Kuncel and Hezlett (2007a, 2007b)  
in a study with more than 600,000 students and 
thousands of individual studies across all major 
graduate admissions tests (GRE, Pharmacy College 
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FIGURE 24.3. U.S. Army data performance predic-
tion, Project A. Data from McHenry et al. (1990).

FIGURE 24.2. Meta-analytic estimates of the relation-
ship between general cognitive ability and work and 
training performance.



Thinking at Work

425

Admission Test, Graduate Management Admission 
Test, Miller Analogies Test, Law School Admission 
Test, Medical College Admission Test). This review 
included results for eight measures of academic per-
formance including grades, faculty evaluation of 
performance, research productivity, and licensing 
examinations. For all ability measures and all per-
formance measures, correlations were positive and 
often substantial. More motivationally determined 
indicators of performance such as degree attainment 
were less well predicted, whereas faculty judgments 
of student performance, grades, and comprehensive 
and licensing examinations were well predicted. 
Unlike the collegiate setting, graduate school out-
comes were typically better predicted by ability test 
scores than by college GPAs. Results from the GRE 
Subject tests indicated that they were the single best 
predictor for all outcomes (for those fields that have 
available and use the GRE Subject tests). Figure 24.4 
displays results across multiple studies for both col-
lege and graduate school performance measures.

Training Performance
Given the relationships between ability measures 
and learning in kindergarten through 12th grade, 

college, and graduate school, and the extensive 
empirical literature demonstrating the relationship 
between cognitive ability and complex skill acquisi-
tion in laboratory settings (e.g., Ackerman, 1987), it 
is unsurprising that performance in formal training 
programs is predicted by cognitive ability measures. 
Among several characteristics related to training 
success, cognitive ability is consistently a strong pre-
dictor (Campbell & Kuncel, 2001). Colquitt, 
LePine, and Noe (2000) presented a model that 
combines self-efficacy, cognitive ability, personality, 
and job and situation factors in explaining training 
and subsequent outcomes. Cognitive ability was 
associated with pretraining self-efficacy, acquisition 
of knowledge and skill, and posttraining 
self-efficacy.

LINEARITY

Although positive correlations are consistently 
observed between measures of ability and subse-
quent performance, the shape of the relationship 
has remained an ongoing topic of speculation. 
Three general relationships have been proposed. 
The first is a simple linear relationship in which 

FIGURE 24.4. Meta-analytic estimates of the correlation between cogni-
tive ability measures and academic performance. GRE-T = GRE General 
test; GRE-S = GRE Subject test; PCAT = Pharmacy College Admission 
Test; GMAT = Graduate Management Admission Test; MAT = Miller 
Analogies Test; LSAT = Law School Admission Test; MCAT = Medical 
College Admission Test.
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increases in cognitive ability are associated with 
consistent gains in performance. More is better. 
The second is a plateau or asymptotic relationship 
in which the importance of ability holds, but only 
up to a certain point, also called minimum compe-
tence relationship. After some minimum level, the 
relationship flattens partially or completely. The 
final relationship is one in which ability beyond a 
certain point is said to actually become a liability. 
This is a “too much of a good thing” relationship. 
Conventional wisdom has generally endorsed the 
“good enough” asymptotic relationship. Ironically, 
the relationship does appear to be nonlinear but in 
the opposite direction. If anything, the strength of 
the relationship increases as cognitive ability 
increases. Research by Arneson, Sackett, and 
Beatty (2011) across large sample educational and 
work data sets found no evidence for a plateau 
and, if anything, an acceleration in the lines 
between ability and subsequent performance. The 
acceleration of the lines at the higher end of the 
ability continuum may be due to the findings that 
ability is more strongly correlated with perfor-
mance in higher complexity work (Ones et al., 
2005; Salgado et al., 2003) and academic settings 
(Shen et al., 2012).

This new evidence is consistent with previous 
research in both work and academic settings. 
Coward and Sackett (1990) examined a series of 
174 samples containing more than 36,000 work-
ers to test for nonlinear relationships between an 
ability test (General Aptitude Test Battery) and 
subsequent evaluations of job performance. The 
results indicated roughly chance-level incidents 
of significant nonlinear relationships. Although 
the data were constrained to less than 2.5 stan-
dard deviations and power to detect nonlinear 
relationships was not high, even with the samples 
used by Coward and Sackett (1990), the evidence 
argues strongly against any sizable nonlinear 
effects.

More recently, an extreme test of the hypothesis 
presented by Lubinski (2009) on the performance 
of people who test in the top 1% of cognitive abil-
ity arrived at the striking finding that those in the 
top quarter of the top 1% had substantially better 
work and educational outcomes (patents, publica-
tions, earning a doctorate, income) than those  
who were in the bottom quarter of the top 1% (see 
Figure 24.5). Even within a very narrow and 
extreme band of ability performance and success, 
differences were observed.

FIGURE 24.5. Odds ratios comparing accomplishments of the top and bottom quartile within the top 1% 
in cognitive ability 25+ years after identified at age 13. Data from Lubinski (2009). STEM = science, technol-
ogy, engineering, and mathematics.
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MEASURING CRITICAL THINKING

Critical thinking (CT) or problem solving has 
gained popularity as a concept in both educational 
and work settings. Many instruments in organiza-
tional and educational settings are said to measure 
critical thinking, and it has been proposed as an 
important skill for the workforce and, therefore, is 
an important training need in preparing future 
workers (Koenig, 2011). Here it is argued that as 
typically conceptualized, the research database sup-
ports a domain-specific skill conceptualization of 
critical thinking rather than the domain-general 
concept often discussed. A domain-general concep-
tualization argues that critical thinking is a skill that 
is applicable across settings and topics (thinking 
critically in general). In contrast, a domain-specific 
conceptualization posits that critical thinking is 
learned and applied to specific topics and content 
domains (thinking critically about educational pol-
icy vs. mechanical engineering). This distinction has 
large implications for the education and selection of 
the workforce. If critical thinking is a domain-gen-
eral ability, then broad assessments of this ability 
will be useful for measuring the effectiveness of edu-
cational programs and personnel selection purposes. 
If what is called critical thinking is a catch-all for a 
large collection of specific knowledge and skill, 
some of which are job or field specific, then it can-
not be assumed that education will lead to improve-
ment across the board. Similarly, those skills that 
are of particular importance will need to be identi-
fied, measured, and trained. As a result, educational 
and personnel selection choices will need to be 
made.

A range of definitions have been proposed 
(Bangert-Drowns & Bankert, 1990; Ennis, 1989; 
Facione, 1990a, 1990b; Halpern, 1998) that range 
from very broad to more focused.

Cognitive skills or strategies that increase 
the probability of a desirable outcome—in 
the long run, critical thinkers will have 
more desirable outcomes than “noncritical” 
thinkers. . . . Critical thinking is purpose-
ful, reasoned, and goal-directed. It is the 
kind of thinking involved in solving prob-
lems, formulating inferences, calculating  

likelihoods, and making decisions. (Halpern,  
1998, pp. 450–451)

Critical thinking, the ability and willing-
ness to test the validity of propositions. 
(Bangert-Drowns & Bankert, 1990, p. 3)

Critical thinking is reflective and reason-
able thinking that is focused on deciding 
what to believe or do. (Ennis, 1985, p. 45)

We understand critical thinking to be 
purposeful, self-regulatory judgment 
which results in interpretation, analy-
sis, evaluation, and inference as well 
as explanation of the evidential, con-
ceptual, methodological, criteriologi-
cal, or contextual considerations upon 
which that judgment is based. (Facione, 
1990b, p. 1)

Although these definitions differ in a number of 
ways, they generally focus on evaluating information 
and making decisions. Some are very broad (e.g., 
Halpern, 1998) to the point of arguably including all 
of problem solving, judgment, and cognition. Others 
are more specific (Bangert-Drowns & Bankert, 1990) 
and focus on a particular class of tasks.

Often a distinction is made in the CT literature 
between specific skills and what might be called dis-
positions or attitudes. Ultimately, this distinction is 
one of “can do” versus “will do.” The former is the 
ability to correctly execute a CT skill, however 
defined. The latter is the interest and willingness to 
execute the skill. This review focuses primarily on 
the skill side.

The concepts of intelligence and expertise pre-
date the study of critical thinking, and a critical sci-
entific question is the extent to which CT is actually 
distinguishable from them. Definitions of both intel-
ligence and expert performance overlap consider-
ably with those for critical thinking. Simply on the 
basis of definitions, the overlap appears to be con-
siderable. The definitions suggest that even if the 
concepts are independent, one may contribute to or 
be the developmental outcome of another. For 
example, intelligence might facilitate the develop-
ment of expertise. Alternatively, CT might require 
some degree of intelligence.
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Several operationalizations of CT exist that per-
mit examination of key questions regarding the 
nature of CT. Measures of critical thinking include 
the Watson–Glaser Critical Thinking Appraisal, 
Cornell Critical Thinking Test, California Critical 
Thinking Skills Test, and the California Critical 
Thinking Disposition Inventory. A fairly sizable 
number of studies have examined relationships 
between each of these measures and both individual 
correlates and outcomes, with the majority of stud-
ies using the Watson–Glaser Critical Thinking 
Appraisal, California Critical Thinking Skills Test, 
and California Critical Thinking Disposition Inven-
tory. Kuncel (2011) reviewed and synthesized this 
literature, which is reviewed next.

In Kuncel (2011), critical thinking measures 
generally exhibited moderate correlations with each 
other (the observed average correlation was .41) and 
slightly larger average correlations with traditional 
measures of cognitive ability (.48). Superstitious 
thinking and beliefs (often an important element in 
critical thinking definitions) were modestly corre-
lated with both critical thinking scales (−.19) and 
traditional cognitive ability measures (−.13). This 
weak relationship is revisited in the Reasoning sec-
tion discussing the newer construct, rationality. 
Finally, the relationship between critical thinking 
skills and the personality trait openness to experi-
ence was examined and had an average correlation 
of .24, very similar to the correlation observed 
between openness and general cognitive ability.

External correlates were also subjected to a meta-
analysis for nursing performance. Critical thinking 
skill measures correlated with earned grades in 
school (.27), supervisory rating of job performance 
(.32), and nursing clinical decision making (.22). 
Overall, the results were similar but slightly weaker 
than what is observed for traditional cognitive abil-
ity measures. Moreover, the correlation between 
critical thinking skill measures and cognitive ability 
suggests that they would add little if any incremen-
tal validity.

Overall, the results of the meta-analysis sug-
gested that existing critical thinking measures are 
not substantially different than general cognitive 
ability measures. However, before fully condemning 
the critical thinking measurement literature, a few 

caveats need to be mentioned. First, it is possible 
that critical thinking has been poorly measured by 
some scholars. However, a survey of the primary 
studies revealed little evidence that one measure is 
particularly more effective than others. Strong pre-
dictive evidence would need to be presented.

One area of promise is outside of the skill 
domain, identifying the disposition of skepticism 
and desire to consider, critique, and challenge state-
ments. Although this disposition may be a combina-
tion of existing personality traits (it displays 
correlations with openness, e.g.), it may have impor-
tant properties.

Second, the superiority of general cognitive abil-
ity measures over critical thinking measures is due, 
at least in part, to higher reliabilities. Many of the 
critical thinking measures are less reliable than, say, 
the SAT. If lengthened to increase their reliability, 
their predictive power would likely increase, 
although not enough to surpass general cognitive 
ability.

Finally, there is reason to believe that critical 
thinking is arguably an overarching term applied to 
a class of specific pieces of knowledge. Ennis (1985) 
proposed a list of specific critical thinking skills. 
This approach is the one that is likely to be the most 
productive for educating, selecting, and training the 
workforce.

This position is based on the literature finding 
that specific critical thinking type skills can be 
trained and can be made to generalize to a degree 
across settings but that critical thinking skills for 
one job or field are not necessarily those for other. 
Consider first the classic study presented in Nisbett, 
Fong, Lehman, and Cheng (1987), in which they 
presented research examining what they labeled sta-
tistical and methodological reasoning in graduate 
students in law, medicine, psychology, and chemis-
try. In both cross-sectional and longitudinal 
research, psychology students have been found to 
gain the most in these skills during graduate school, 
whereas chemistry graduate students have had little 
to zero gain.

Is it really possible that doctoral-level chemists 
do not learn how to reason? After all, on average, 
students applying for doctoral work in chemistry 
score appreciably higher than psychology doctoral 
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students on tests of quantitative reasoning. Careful 
examination of the Nisbett et al. (1987) study 
reveals a possible answer. The study tested students 
on statistical and methodological reasoning, namely, 
“methodological reasoning dealing with different 
types of confounded variable problems, for example, 
self-selection problems (26), sample bias problems” 
(Nisbett et al., 1987, p. 630). What is a self-selection 
effect in chemistry? These critical thinking skills are 
not of importance to the profession of chemistry 
(except perhaps analytical chemistry), and one 
might argue that students’ time is better spent 
becoming expert chemists, not worrying about the 
problems of psychological research. Rather, the laws 
of thermodynamics are necessary for thinking at all 
effectively about an enormous range of problems 
from applied work in industry to theoretical prob-
lems. In contrast, psychology students do not learn 
these critical thinking skills, and one could reason-
ably conclude that psychology graduate students do 
not gain in their skill applying these natural laws to 
a range of problems during graduate training.

Note that this does not mean that the skills 
examined by Nisbett et al. (1987) are unimportant. 
They are very important for thinking critically about 
research or situations that involve self-selection 
effects or sampling bias. It might also be desirable 
for citizens and consumers of the news media for 
chemists to be more skilled at these questions. This 
point, though, relates to trade-offs between very spe-
cific skills rather than a discussion of the improving 
critical thinking for chemists.

REASONING

A growing body of research has examined what has 
been termed rationality, and it has been argued that 
reasoning is wholly or nearly independent from gen-
eral cognitive ability. Reasoning research is largely 
anchored in a mixture of cognitive bias tasks (e.g., 
base rates) or other cognitive functioning tasks 
(argument evaluation, Wason Card Task, Iowa 
Gambling Task) used primary for research on peo-
ple with psychopathology, brain lesions, or other 
impairments. Some of the research has yielded posi-
tive correlations with cognitive ability. For example, 
utility-maximizing response in probabilistic choice 

task was positively associated with cognitive ability 
(West & Stanovich, 2003). Similarly, those with 
higher cognitive ability made better use of correct 
Bayesian reasoning and performed better on deduc-
tive and inductive reasoning tasks (Stanovich & 
West, 1998). They also performed better, as a group, 
on the selection task, statistical reasoning assess-
ments, and argument quality assessments (Stanovich 
& West, 1998). However, other studies have argued 
that some rationality tasks are effectively indepen-
dent from general mental ability, and a theory has 
been proposed to account for differences in cogni-
tive ability correlations with various reasoning tasks 
(Stanovich & West, 2008). These conclusions are 
interesting but may be premature for the following 
reasons.

Most of the tasks examined are single items at a 
single point in time collected in a laboratory setting 
in which student motivation is likely to be less than 
optimal, and using subjects who are restricted in 
range of cognitive ability. Moreover, many studies 
have used self-reported SAT scores, which are less 
reliable measures of cognitive ability than their 
actual scores (Kuncel, Crede, & Thomas, 2005). 
Simply put, the reliability of the measures and the 
ability to both detect effect and obtain accurate 
effect sizes are questionable. Studies that have 
treated a set of heuristic and biases tasks as a scale 
have revealed larger correlations with cognitive abil-
ities (e.g., West & Stanovich, 2003). Despite these 
stronger correlations, which are consistent with 
increased reliability, this composite still demon-
strated low reliability as indexed by internal consis-
tency (α = .53). Other studies using similar but 
psychometrically improved tasks have yielded 
observed correlations between a reasoning task and 
a g of .45 (Kaufman, DeYoung, Reis, & Gray, 2011). 
The magnitude of this effect is consistent with cor-
relations observed for other more specific ability or 
knowledge measures.

Uncertain reliability also directly interferes with 
drawing clear conclusions. For example, research 
has observed modest correlations between a  
decision-making rationality task (Iowa Gambling 
Task) and traditional measures of cognitive ability 
(Toplak, Sorge, Benoit, West, & Stanovich, 2010). 
Toplak et al. (2010) concluded that the average 
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observed correlation is small enough to “highlight 
the separability between decision-making on the 
[Iowa Gambling Task] and cognitive abilities”  
(p. 562). However, no mention is made in the study 
of the Iowa Gambling Task’s reliability. Without this 
information, it is not possible to draw firm conclu-
sions about construct overlap. The observed effect 
could result in the opposite conclusion if the Iowa 
Gambling Task is of low reliability.

Missing from this literature on reasoning is a 
demonstration that the tasks under study are of any 
importance for the functioning of people in their 
regular lives. Such evidence is abundant for general 
cognitive ability but is not discussed for rationality 
tasks. If independence is clearly demonstrated for 
some of the tasks, it will be critical to prove that 
they are important as well. Independent and irrele-
vant is of limited psychological interest. The con-
cern about importance is intimately linked to an 
ongoing concern about relevance of cognitive biases 
(e.g., Funder, 1987). Although errors may occur 
under some circumstances, the errors made by peo-
ple may reflect compromises that are, on average, 
adaptive rather than maladaptive.

WORKING MEMORY CAPACITY

Working memory is a focal component of many 
information processing models of the mind. Perhaps 
the most well-known and influential model of work-
ing memory is Baddeley’s model (Baddeley, 1986, 
2000; Baddeley & Hitch, 1974). The general propo-
sition is that instead of viewing memory as simple 
storage, it can be seen as a functional system that 
manipulates and maintains information. Baddeley 
and Hitch (1974) originally proposed a process with 
three components: the visuospatial sketchpad, the 
phonological loop, and the central executive. The 
visuospatial sketchpad and the phonological loop 
were theorized to deal with verbal–acoustic and 
visual–spatial information, respectively, and assist in 
the temporary storage and rehearsal of this informa-
tion. The central executive process has a limited 
capacity and regulates the processing and integra-
tion of information from the other components. 
Although Baddeley (2000) has refined his model 
(adding an episodic buffer) over the years, and  

others have added to it (e.g., Oberauer, Süss, 
Schulze, Wilhelm, & Wittmann, 2000; Oberauer, 
Süss, Wilhelm, & Wittmann, 2003), the core con-
cept is that of an active processor of incoming 
information.

Working memory capacity (WMC) is an individ-
ual difference variable derived from the broader the-
ory of working memory. Modern theorists appear to 
view WMC in terms of working memory’s central 
executive function and posit that it reflects atten-
tional control in the face of distraction (e.g., Engle, 
2002; Kane, Bleckley, Conway, & Engle, 2001), 
although Oberauer (2005) has suggested that this 
may be too broad. Over the past 2 decades, a debate 
has occurred on the fundamental nature of WMC, 
with some researchers claiming that WMC was 
essentially isomorphic (or the explanatory factor) to 
g, or fluid intelligence, because of the routinely high 
correlations found between the two in latent vari-
able modeling (e.g., Colom, Rebollo, Palacios, Juan-
Espinosa, & Kyllonen, 2004; Kyllonen & Christal, 
1990). Although some WMC researchers became 
skeptical of this conclusion (e.g., Conway, Kane, & 
Engle, 2003), the issue was brought to a head when 
Ackerman et al. (2005) presented the results of a 
meta-analysis that suggested that WMC and general 
mental ability were correlated much more modestly 
(average ρ = .479) than unity. Although responses 
by Oberauer, Schulze, Wilhelm, and Süss (2005) 
and Kane, Hambrick, and Conway (2005) disagreed 
with the size of the correlations and the tasks Acker-
man et al. used to determine WMC, there seems to 
be general agreement that the two constructs are not 
identical.

Complex span tasks are the most common opera-
tionalization of WMC in behavioral psychology 
(Conway et al., 2005). In comparison to more sim-
ple span tasks that are designed to solely tap short-
term recall, complex span tasks combine the 
presentation of stimuli with another cognitively 
demanding task that serves as a distraction. For 
instance, a reading span task might ask test takers to 
read a series of sentences out loud while remember-
ing the last word from each of the sentences, then 
ask them to repeat these words in order (e.g., Dane-
man & Carpenter, 1980). There are many variations 
on this theme (e.g., verifying the veracity of the  
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sentences, using mathematical operations instead of 
sentence reading), but the tasks appear to be fairly 
reliable measures with respect to both internal con-
sistency (Engle, Tuholski, Laughlin, & Conway, 
1999; Kane et al., 2004) and test–retest reliability 
over at least a number of weeks (Conway et al., 
2005). For a comprehensive introduction to  
complex span tasks and other WMC tasks, see  
Conway et al. (2005).

Although simple short-term memory tasks (e.g., 
digit span, digit symbol substitution) have been 
applied to work settings (Verive & McDaniel, 1996), 
it appears much less common with WMC tasks. As a 
result, little is known about the relationship 
between WMC and traditional work criteria. That 
being said, WMC seems potentially fruitful for the 
field of personnel selection.

First, it seems plausible that WMC could predict 
job performance with validity similar to that of typi-
cally used reasoning tests with the potential for less 
adverse impact. Building on theory from Jensen 
(1971), Verive and McDaniel (1996) presented the 
results of a meta-analysis for short-term memory 
tasks, showing that these simple tests had relatively 
high corrected validities for job performance and 
training (.41 and .49, respectively), with less than 
half the typical adverse impact found for general 
mental ability (d = 0.42). Given that most opera-
tionalizations of WMC combine short-term memory 
components and higher level executive functions, 
there is potential for measures of WMC to be in the 
middle ground of these two results. The potential 
for adverse impact reduction would likely be deter-
mined by how g loaded the specific WMC test used 
was. Regardless, because there is general agreement 
that the two constructs are not isomorphic, there 
should be some difference in relationships with 
work criteria when using WMC.

Second, preliminary data have suggested that 
WMC may be particularly important for tasks 
requiring multitasking, adaptive performance, or 
both (e.g., Pulakos, Arad, Donovan, & Plamondon, 
2000). For instance, multiple studies (Bühner, 
König, Pick, & Krumm, 2006; Hambrick, Oswald, 
Darowski, Rench, & Brou, 2010; Hambrick et al., 
2011; König, Bühner, & Mürling, 2005) have all 
reported that WMC was more related to performance 

on computer-based multitasking performance than 
was fluid intelligence and reasoning. Additionally, 
Oberlander, Oswald, Hambrick, and Jones (2007) 
found that WMC as measured by complex span 
tasks was negatively related to errors of commission 
(i.e., performing an incorrect action) when perform-
ing a multitasking simulation. Given that an element 
of multitasking is inherent in most operationaliza-
tions of WMC, these results are perhaps to be 
expected. To the extent that it is easier or more cost-
effective to administer a test of WMC rather than the 
multitasking simulations themselves, they could be 
particularly useful in personnel selection settings in 
which a job analysis has indicated a high degree of 
multitasking along with other relevant constructs, 
such as polychronicity (e.g., Bluedorn, Kalliath, Str-
ube, & Martin, 1999; König & Waller, 2010).

NEUROPSYCHOLOGICAL ASSESSMENTS

Previous research on neuropsychological assess-
ments in work settings has most often focused on 
their association with return to work after brain 
trauma or in cases of other impairments (cognitive, 
psychopathology). However, a large class of care-
fully designed measures remain that assess a wide 
range of abilities. Many of these measures have been 
designed to directly assess very specific brain 
functions.

Although research on the predictive power of 
these measures is very limited, the results are 
intriguing and warrant additional attention. In a 
series of studies by Higgins, Peterson, Pihl, and Lee 
(2007), they examined the predictive power of dor-
solateral prefrontal cognitive ability in combination 
with a more traditional measure of GMA and per-
sonality measures for both academic and work per-
formance across several samples. In a work sample 
with a job of moderate complexity, the simple 
observed correlations for dorsolateral prefrontal 
cognitive ability were .42 to .57 with supervisory 
ratings. In a second sample for a lower complexity 
job, the relationships were more far more modest  
(r = −.12). Dorsolateral prefrontal cognitive ability 
yielded incremental predictive power above and 
beyond GMA and personality in the academic sam-
ples in which simple correlations were .37 and .33 
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(a GMA measure was not included in the work sam-
ples). Similar results in an academic setting were 
reported in Peterson, Pihl, Higgins, Seguin, and 
Tremblay (2003). These studies, although based on 
relatively small sample sizes around 100, have sug-
gested a direction of potential interest to industrial 
and organizational psychology. The academic per-
formance results are most compelling for prediction 
of training outcomes, whereas the work results, 
combined with the multitasking research reviewed 
in this chapter, have suggested promise for high-
complexity jobs.

CONCLUSION

Decades of research on human cognitive abilities has 
established several consistent findings. Cognitive 
abilities appear to fit into a hierarchic structure with 
an overarching general factor. Cognitive abilities are 
also consistently good predictors of academic per-
formance, job training, and job performance, yet 
prediction of these same outcomes can be further 
improved by measuring aspects of temperament and 
interest. These results provide a strong foundation 
for the field. Future research in work settings should 
consider developmental, neuropsychological, and 
information processing approaches. Even if these 
approaches do not immediately yield improved pre-
diction, they hold promise for improving industrial 
and organizational psychologists’ understanding of 
learning and work and may provide new founda-
tions for the future.
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BIoGrAPhICAl InformATIon
Neal Schmitt and Juliya Golubovich

In industrial and organizational psychology, it is 
taken as a truism that one’s past behavior is the best 
predictor of one’s future behavior. This notion has a 
long history in the research on individual differ-
ences (Allport, 1937; Galton, 1902). What is treated 
as biographical data or, alternatively, “biodata,” has 
changed since it was first introduced as a method of 
measurement. Originally, it represented relatively 
objective items that addressed one’s background 
(e.g., education level, gender, ethnicity, address, 
previous jobs, number of siblings). Responses to 
these items were differentially weighted and scored 
relative to their relationship with some outside crite-
rion an investigator was interested in predicting 
(England, 1971). Biodata have evolved to include 
items addressing one’s hobbies, interests, recre-
ational preferences, educational and job preferences, 
experiences, and self-appraisals (Hough & Paullin, 
1994). Examples of four items used to measure 
social responsibility among college students are 
reproduced in Exhibit 25.1. The first two of these 
items are relatively objective, whereas the second 
and third are similar to the latter type of item just 
described and are similar to items that might appear 
in a personality test, as is often the case in more 
recently used measures of biodata. When biodata are 
discussed in this chapter, the broader, more inclu-
sive definition of that term is used unless specifically 
stated otherwise. Although this approach to mea-
surement has been used most frequently in work 
and educational contexts, examples of its use in 
other contexts is provided as well (e.g., social, clini-
cal, and developmental psychology).

As evidence of this notion that biographical dif-
ferences capture enduring differences between peo-
ple, Ghiselli (1966) and Henry (1966) found that 
biodata were one of the best predictors of a variety 
of work performance outcomes. England (1971) 
provided what is probably the best description of the 
manner in which early researchers used biodata (or 
weighted application blanks, as England called them). 
In early applications, researchers took the items on a 
typical application blank, occasionally adding items 
of particular interest, and developed a set of weights 
for each response that usually reflected the items’ 
presumed relationship to some organizationally rel-
evant outcome (e.g., turnover). The details of these 
weighting schemes are described later, but their 
most important characteristic was that the weights 
were empirically determined at the level of a 
response alternative.

Although this empirical approach produced a 
high level of criterion-related validity, such validity 
was often specific to the occupation or organization 
in which the instrument was developed. Biodata 
items chosen and scored empirically tended to lack 
generalizability across time and situations. Mitchell 
and Klimoski (1982) provided contradictory evi-
dence, however, in that empirically derived scales 
provided slightly better cross-validated validities 
than rationally derived scales. Also, evidence has 
shown that empirically derived scales may prove 
valid across various situations if developed to tap 
“attributes of interpersonal behavior that . . . possess 
an integral relationship to all forms of social interac-
tion” (Gough, 1968, as cited by McIntyre, Mauger, 
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Margalit, & Figueiredo, 1989, p. 385). This was the 
case with the Socialization Scale of the California 
Psychological Inventory, which, in addition to some 
traditional biodata items, includes a large number of 
more personality-like items (it is, in fact, considered 
a personality scale). Not surprisingly, it has demon-
strated (a) good generalizability to various groups 
(it was originally developed using delinquent ado-
lescents; Kadden, Litt, Donovan, & Cooney, 1996) 
and (b) cross-cultural validity (Schalling, 1978, as 
cited by Standage, Smith, & Norman, 1988). Simi-
larly, in other instances in which scored biodata 
were found to generalize, the items were often  

written to minimize situational peculiarities (e.g., 
Rothstein, Schmidt, Erwin, Owens, & Sparks, 
1990). However, even in the presence of comparable 
or superior validity, it has often been difficult to 
ascertain the constructs measured by these instru-
ments and provide a theoretical or intuitive reason 
for the validity of empirically derived scales.

The highly empirical approach represented by 
the work of England (1971) continued until Owens 
(1976; Owens & Schoenfeldt, 1979) and Mumford 
(Mumford, Costanza, Connelly, & Johnson, 1996; 
Mumford & Stokes, 1992) espoused and demon-
strated a more rational (theoretical) and much 
expanded approach to the use of biodata. Owens 
and Schoenfeldt (1979) felt that the differences 
among people result partly from developmental pat-
terns arising from major life-history experiences. 
They clustered undergraduate students on the basis 
of their profile of responses to a large battery of bio-
data items. The Owens and Schoenfeldt biodata 
items captured important behaviors and experiences 
related to student development. Using scores 
derived from principal-components analyses of 
responses to the biodata items, they clustered 2,000 
freshmen into 23 male and 15 female subgroups. To 
evaluate this subgroup approach, Owens and 
Schoenfeldt assessed the degree to which subgroup 
membership was associated with external perfor-
mance criteria. Subgroup status was related to a 
variety of educational outcomes including over- and 
underachievement, college GPA, academic proba-
tions and dismissals, and a number of course with-
drawals in a series of master’s theses and 
dissertations. Mumford, Connelly, and Clifton 
(1990) reported that in addition to performance, 
subgroups identified in this manner also predicted 
motivational criteria such as person–job fit and situ-
ational choice.

This largely post hoc attempt to derive meaning 
from a large body of biodata responses has been fol-
lowed by multiple recent attempts to build specific 
constructs into the measures during the item- 
writing or item-generation process (Mumford, 1999). 
For example, Karas and West (1999) developed bio-
data items for applicants to Australian Public Service 
jobs to measure six constructs: goal orientation, 
teamwork, customer service, resourcefulness,  

Exhibit 25.1
Four Items Written to Represent Social 

Responsibility in College Students

In the past year, how many hours of volunteer work did 
you perform?
 a. 0
 b. Between 1 and 10
 c. Between 11 and 30
 d. Between 31 and 75
 e. More than 75
During the past year, how many times have you given 
money, food, or clothes to a charity or poor person in 
need?
 a. 0
 b. 1
 c. 2
 d. 3
 e. More than 3 times
How likely are you to pick up litter that you come across 
and carry it until you find a trash receptacle?
 a. Extremely likely
 b. Very likely
 c. Somewhat likely
 d. Not very likely
 e. Unlikely or not at all
How important has it been in the past year for you to be 
involved in community or volunteer work?
 a. Extremely important
 b. Very important
 c. Important
 d. Not very important
 e. Not at all important

Note. All of these items were scored on a continuum; 
that is, more hours or more times are considered to be 
better.
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learning ability, and leadership. These constructs 
explained the applicants’ responses, but empirically 
derived scoring keys did better than rational scoring 
in terms of predicting job performance ratings. 
Schmitt, Jennings, and Toney (1999) provided con-
firmation of the existence of three of six a priori 
constructs in a biodata battery designed to measure 
applicants’ potential for a law enforcement position. 
Schoenfeldt (1999) reported more positive results 
with respect to utility of rational scales. Three of five 
performance criteria on rationally derived scales for 
salesperson jobs showed validities in the .30s, 
whereas empirical scales failed to cross-validate. In 
yet another example, Schmitt et al. (2009) reported 
good internal consistency reliability and discrimi-
nant validity for a set of 11 rationally derived bio-
data scales used to measure college student success. 
Mumford et al. (1996) described a series of studies 
directed at the measurement of a variety of con-
structs relevant to several different jobs or organiza-
tions and provided evidence pertaining to the 
internal consistency and validity of the measures.

The history of the use of biodata has progressed 
through four stages: First, a simple recognition that 
information in an application blank could be used to 
predict subsequent job behavior; second, a system-
atic weighting of application blank items and 
responses by virtue of their relationships with some 
external criterion; third, a stage in which post hoc 
empirical identification of clusters of people with 
similar biographical profiles was used to interpret 
the developmental meaning of these profiles; and 
finally, a move to a priori theoretical consideration 
of the constructs in which there is interest and the 
generation and evaluation of biodata items that 
should reflect those constructs. In the following 
pages, the manner in which items are generated, the 
variety of item formats and scoring that have been 
used, and the data regarding validity and utility are 
described. The conclusion provides productive 
future avenues of research and practical advice.

ITEM GENERATION

Biodata are most typically used in selecting individ-
uals into jobs (Mumford, 1999), and thus, job per-
formance will typically serve as a starting point for 

determining what information biodata items need to 
elicit (Mumford et al., 1996). With a job-oriented 
strategy, items are written to get at past behaviors 
that are either direct antecedents or manifestations 
of the criterion of interest (e.g., job requirements 
biodata; Allworth & Hesketh, 2000; Stokes, Toth, 
Searcy, Stroupe, & Carter, 1999). With a worker-
oriented approach, items are written to get at the 
constructs believed to underlie the criterion of inter-
est (construct-oriented biodata; Allworth & Hes-
keth, 2000; Colangelo, Kerr, Hallowell, Huesman, & 
Gaeth, 1992; Kilcullen, White, Mumford, & Mack, 
1995). A worker-oriented approach is more appro-
priate than a job-oriented approach when the appli-
cant pool is expected to have had limited 
opportunity to deal with the types of situations to be 
encountered on the job (Mumford et al., 1996). 
Without direct experience with the job, responses to 
job-oriented items would have to be negative for 
many or most items; if one uses a worker-oriented 
approach, items reflecting experience or interest in 
activities (presumably reflecting particular skills, 
abilities, or motivation) in other domains of life can 
be used. If one examines the four items in Exhibit 
25.1, none of them reflect activities related to social 
responsibility in the academic arena; the hypothesis 
is that engaging in such activities in other spheres of 
life will be reflected in social responsibility in the 
college environment as well (e.g., reflected perhaps 
in tutoring less able students, involving oneself in 
student government).

The goal of the worker-oriented approach is  
to assess differential expression of performance- 
relevant constructs (knowledge, skills, abilities, 
other characteristics) in various situations. Those 
taking this approach need to first determine the  
performance-relevant constructs. A job analysis, 
performance appraisal instrument (e.g., Russell, 
Matson, Devlin, & Atwater, 1990), or theory (e.g., 
Mumford et al., 1996) would provide this informa-
tion. Second, situations that would have elicited the 
performance-relevant constructs need to be identi-
fied. To do so, the types of experiences that are rele-
vant for the constructs of interest need to be 
considered, and determining which of these experi-
ences the target sample is likely to have had is nec-
essary. Mumford (1999) suggested that situations 
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should not be restricted to routine ones only; less 
typical, high-demand situations (i.e., critical inci-
dents; Flanagan, 1954) could prove especially use-
ful. The third step would be to write items that will 
capture differential expression of the performance-
relevant constructs by determining how individuals 
interpreted and behaved in and what they gained 
from the situations in question (Mumford et al., 
1996; Russell, 1994). When writing items, it is 
important to choose situations that are not so strong 
that they would have precluded the expression of 
individual differences in the construct of interest 
(Mumford et al., 1996). For instance, most people 
would react emotionally to the death of a friend; 
however, the range of emotional reaction to a 
friend’s failure to receive a promotion in her or his 
workplace might be greater.

There are multiple sources to turn to when actu-
ally coming up with biodata items. Investigators can 
rely on their own psychological knowledge (Mum-
ford & Owens, 1987), or they might assemble a 
panel of diverse, well-educated, and psychometri-
cally trained individuals for the item-generation task 
(e.g., Mumford et al., 1996). Notably, Russell (1994) 
suggested that relying on investigators’ knowledge 
to generate items may not be an adequate strategy in 
that it can result in deficiency or contamination of 
measures, and they proposed letting incumbents, 
who are in a sense subject matter experts, assist with 
the task by writing life history essays or responding 
to interview-type questions (see Colangelo et al., 
1992, and Russell et al., 1990, for examples). After 
defining the critical performance dimensions, one 
would strategically (so as to elicit developmental 
experiences relevant to the critical performance 
dimensions) choose topics about which to query 
incumbents. The responses would be content ana-
lyzed to generate large sets of biodata items.

Another potential source of biodata items are 
theories of adult development (Mumford, 1999) or 
of individual differences (e.g., personality, voca-
tional choice, leadership; Russell, 1994). Items 
based on theory-guided hypotheses about dimen-
sions underlying performance are expected to have 
strong relationships with performance criteria 
(Nickels, 1994). However, it is important that the 
item pool to adequately cover the predictor space, 

not include irrelevant behaviors and experiences, 
and capture experiences that would have been 
accessible to different demographic groups (e.g., 
age, race, gender; Mumford & Owens, 1987). Start-
ing off with an instrument previously used by others 
and adapting it (e.g., Collins & Schmidt, 1993; 
Mael, 1995) or selecting relevant items from existing 
biodata banks (e.g., Schmitt, Oswald, Kim, Gillespie, 
& Ramsay, 2003; Whitney & Schmitt, 1997) are 
alternatives to generating one’s own items.

TYPES OF ITEMS

So as to better understand why and how biodata are 
able to predict various criteria, work has been done 
to differentiate items along various dimensions 
(Lefkowitz, Gebbia, Balsam, & Dunn, 1999). As 
Lefkowitz et al. (1999) summarized in their review 
of that work, differentiation has been based on 
observed content domains (e.g., school achieve-
ment, interests), item structure or format (e.g., 
number and style of response options), and implicit 
attributes (e.g., verifiability, transparency).

Content Domains
Biodata items typically cover some of the following 
domains: personal, general background, education, 
employment experience, skills, socioeconomic sta-
tus, social, interests, and personal characteristics 
and attitudes (Crafts, 1991). The decision of which 
domains should be covered is typically based on the 
dimensions of the criterion that the instrument will 
be designed to predict. However, other consider-
ations may come into play as well. For example, 
Mumford and Owens (1987) reviewed some evi-
dence suggesting that different biodata domains may 
be differentially susceptible to socially desirable 
responding.

Item Format
With regard to item format, multiple-choice (i.e., 
respondents select one of the provided options; see 
Items 1 and 2 in Exhibit 25.1) and Likert-type for-
mats (e.g., respondents indicate on a scale the extent 
to which their previous job or experience required 
use of a particular skill, as is the case for Items 3 and 
4 in Exhibit 25.1) are most typically used. Researchers 
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have suggested formatting multiple-choice response 
options so that they have a neutral or positive con-
notation, form a continuum if applicable, and pro-
vide an escape option if all possible responses 
options are not included (Mumford & Owens, 
1987). The advice to keep all items neutral or posi-
tive is tempered, however, by findings showing that 
negative items are more indicative than positive 
items of certain constructs of interest (e.g., neuroti-
cism; Reiter-Palmon, DeFilippo, & Mumford, 1990). 
Also, the developmental role that learning to deal 
effectively with negative life events plays in life his-
tories may be an important determinant of subse-
quent behavior (Dean, Russell, & Muchinsky, 1999).

Some have used a dichotomous response format 
(e.g., yes–no; Van Iddekinge, Eidson, Kudisch, & 
Goldblatt, 2003) for biodata items, but this format 
restricts item variance and may limit the criterion-
related validity of the instrument. Forced-choice for-
mats are another alternative to the more frequently 
used formats discussed earlier. Relative to Likert-
type response formats, forced-choice formats are 
considered more resistant to faking but result in 
artificially lower correlations between constructs 
and also restrict validity, as has been demonstrated 
by Hicks (1970). Snell, Sydell, and Lueke (1999) 
also alluded to these measurement difficulties when 
the forced-choice format produces ipsative scales 
(i.e., high scores on one scale require that a respon-
dent receive low scores on another scale). Another 
possibility is for biodata to be collected via an essay 
format in which individuals are prompted to 
describe how they acted in a particular situation, for 
example. This format seems especially well suited to 
evaluating motivation and problem-solving pro-
cesses (Mumford, 1999). The validity of this format 
has also been evidenced when it comes to predicting 
performance (Hough, 1984). Advantages of the 
essay format pertain to applicant reactions and fak-
ing. This format may get a more favorable reception 
from applicants because it allows more freedom 
than a more structured format for self-description, 
and it may also be less susceptible to faking than a 
multiple-choice format (Mumford, 1999). The fact 
that with the essay format more work has to be done 
on the scoring end (e.g., ratings along a set of 
dimensions, content analysis) may be seen as a 

drawback. In addition, the writing requirement 
likely means that verbal ability is a correlate of bio-
data information collected in this manner, which 
may be a liability in some applications.

Implicit Attributes
Mael (1991) laid out a 10-dimension taxonomy of 
biodata’s implicit attributes. He asserted that the 
only necessary attribute of biodata items is that they 
be historical (as opposed to future oriented or hypo-
thetical); more is left to discretion with other item 
attributes. Decisions are typically guided by con-
cerns about effects on applicants’ ability to fake, 
potential legal repercussions of asking applicants 
inappropriate questions, and ethical considerations. 
Findings have indicated that lower objectivity 
(objective items require recall of information; no 
subsequent interpretation of information of that 
information is needed), lower verifiability (verifiable 
items are ones for which responses can be checked 
using sources other than the word of the respon-
dent), lower discreteness (items that ask about a 
single behavior or count of behaviors as opposed to 
a summary measure of multiple instances of a 
behavior—e.g., average time spent—are considered 
discrete), and lower externality (external items ask 
about external actions as opposed to internal 
thoughts, reactions, and attitudes) are associated 
with more faking (Becker & Colquitt, 1992), as evi-
denced by higher scores on a biodata measure. If the 
four social responsibility items in Exhibit 25.1 are 
considered, the first two items would be considered 
fairly objective, verifiable, discrete, and external. 
Items 3 and 4, however, would qualify as subjective, 
nonverifiable, and internal. Also, the discreteness 
dimension would not apply in the case of these  
two items.

Higher transparency may also increase suscepti-
bility to faking—being able to recognize what is 
being measured should make it easier to fake items 
in the appropriate direction (Snell et al., 1999). 
Related to this, faking may be more difficult when 
applicants cannot figure out how item responses will 
be scored (i.e., when it is hard to determine which 
response is the most desirable; Snell et al., 1999). 
However, researchers have not accumulated strong 
evidence to show that transparent items are more 
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fakeable than more subtle items (Hough & Paullin, 
1994). Actually, it appears that given enough moti-
vation, items of all types can be faked. The climate 
(e.g., level of test security, coaching practices) in 
which the instrument is used may also influence the 
prevalence of faking (Mael, 1991).

With regard to legal considerations, items that 
may be more resistant to faking are also ones that 
may be inadvisable to ask from a legal standpoint 
(e.g., they are less transparent and consequently less 
face valid; Mael, 1991). Finally, ethical consider-
ations can also be brought to bear on the issue of 
item attributes. Some may see items that are non-
controllable (items concerning things that happened 
to or were done to an individual rather than actions 
one chooses to do or not do) and not equally acces-
sible (items dealing with skills and experiences that 
not all applicants will have had access to) as unfair 
because individuals may score poorly on those items 
(if they respond honestly) for reasons that are not 
fully under their control (Mael, 1991). Clearly, 
trade-offs must be negotiated when designing items. 
The social responsibility items in Exhibit 25.1 are 
arguably controllable but perhaps not equally acces-
sible in that individuals of lower socioeconomic sta-
tus would have less opportunity to volunteer their 
resources (e.g., time, money, food), and it may not 
make sense for these individuals to try to clean up 
litter if litter is a rampant problem where they live.

METHODS OF SCORING BIODATA

Once a pool of items has been generated (and 
screened to ensure appropriateness of the items), 
one must decide how best to score items so as to 
allow for prediction of the criterion of interest on 
the basis of scores on the biodata measure. 
Researchers have used three major ways of develop-
ing scores based on biodata: empirical keying, ratio-
nal scoring based on the content of the items, or a 
scoring system derived from a factor or cluster anal-
ysis of items.

Empirical Keying
As mentioned in the first section of this chapter, rec-
ognition of the potential of biographical information 
as an index of human potential was followed by an 

effort to weight responses to biodata items so as to 
maximize their relationship to some outcome of 
interest (England, 1971). Steps taken in the develop-
ment of a scoring key using this approach are as 
follows:

1. Choose an appropriate outcome measure (e.g., 
turnover, accidents, and performance).

2. Identify the status of a group of individuals on 
this outcome and define outcome groups (e.g., 
low and high performers; those who turn over 
and those who stay).

3. Collect responses to biodata items.
4. Determine the responses of each of the outcome 

groups.
5. Identify response option differences between the 

outcome groups and develop the scoring key. 
That is, assign higher values to options chosen 
by individuals scoring on the desirable end of the 
criterion of interest (e.g., low on turnover, high 
on performance)

6. Check the relationship of the set of scored bio-
data items with the outcome measures on a 
cross-validation group.

An example of this approach to scoring is repre-
sented in Table 25.1. In this case, the second and 
third response alternatives are scored positively, 
reflecting the fact that individuals who endorsed 
these two options were more likely to complete a 
training course that was the criterion or outcome of 
interest. The first and fourth alternatives were 
scored negatively because individuals who chose 
these two options were more likely to leave the 
training course before completion. Larger differ-
ences in the two outcome groups were reflected in 
scores of 2 or −2 as opposed to smaller differences, 
which were assigned scores of 1 or −1. A zero score 
was assigned to the fifth option because the two out-
come groups showed a very small difference in 
endorsement of this option. The magnitude of the 
difference justifying differential scoring is some-
times determined by a statistical significance test but 
more often determined by some arbitrary judgment 
about the magnitude of the difference that justifies 
differential scoring. Obviously, this method of deter-
mining scores is subject to sample variations, so  
a check (i.e., cross-validation) as to whether the 
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scoring key does indeed predict training completion 
in another sample from the same group of trainees 
would be essential.

Rational Scoring
Because of the atheoretical nature of empirical scor-
ing methods, researchers began using a more ratio-
nal approach to scoring. This approach began with 
identification of the constructs thought to be impor-
tant determinants of a criterion either through job 
analyses or theory. Items and response options that 
are thought to reflect these constructs are then gen-
erated and scored consistent with the a priori ideas 
about the criterion. A great many attempts have 
been made to develop rationally derived and scored 
biodata instruments that follow some variation of 
these general steps (e.g., Burisch, 1984; Hough, 
Eaton, Dunnette, Kamp, & McCloy, 1990; Schmitt 
et al., 1999; Stokes et al., 1999). Mumford (1999) 
has argued strongly that if researchers are to benefit 
theoretically and practically from the use of biodata, 
a substantive or rational approach to construction of 
biodata scales must be adopted. Oswald, Schmitt, 
Kim, Gillespie, and Ramsay (2004) provided a typi-
cal example of the rational development of biodata 
scales to measure college student performance. The 
steps they used were (a) a content analysis of the 
dimensions of student performance as identified in 
the university’s mission or goal statements; (b) writ-
ing and selection of items that were judged to be 
indicators of performance on these dimensions;  
(c) scoring of item responses on the basis of what 
the authors judged to be good answers (these bio-
data item response scales are usually ordinal in 

nature, so scoring is usually continuous in nature); 
and (d) collection of response data, computation of 
scale reliabilities and intercorrelations, and confir-
matory factor analyses to test the presumed struc-
ture of the biodata items and scales. An example of 
four items designed to measure social responsibility 
is presented in Exhibit 25.1. Multiple judges agreed 
that these four items were indicators of the standing 
of student participants on a social responsibility 
dimension.

Disagreement certainly remains among measure-
ment experts as to the value of rational item devel-
opment and scoring. As mentioned earlier in the 
chapter, some researchers have found the empirical 
approach superior to the rational approach (e.g., 
Mitchell & Klimoski, 1982). It is also the case that 
items originally developed using an empirical 
approach acquire scientific “respectability” as con-
structs over time with the accumulation of research 
data. Today’s interpretations of Minnesota Multi-
phasic Personality Inventory scores are one good 
example. Our own view is that a rational approach 
will more rapidly lead to ease of interpretation and 
connectedness to the broader scientific knowledge 
base, although no data to support this assertion 
probably exist.

Factor-Analytic or Internal Approach
The third approach to developing and scoring bio-
data instruments is to use factor or cluster analysis 
to “discover” the dimensions underlying responses 
to a set of items. This approach is often also called 
an internal approach to scale development; it 
was probably first used by Owens and colleagues 

TABLE 25.1

Example of Responses to a Biodata Item (“When Reading for Pleasure, What Type of Literature Are You 
Most Likely to Read?”) and the Corresponding Scoring Key

Response option

Proportion of group who leave  

during training (%)

Proportion of group who  

complete training (%) Scoring key

Adventure stories 35 10 −2
Historical novels or biographies 20 45 2
Books about science   3 15 1
Mysteries or love stories 28 19 −1
Science fiction or horror 14 11 0
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(e.g., Mumford & Owens, 1984; Owens, 1976; 
Owens & Schoenfeldt, 1979) as a basis for cluster-
ing students into groups who had similar back-
grounds or developmental histories. In developing 
scoring methods using this approach, the researcher 
writes or selects a large number of biodata items that 
are considered relevant to some domain of interest 
(e.g., citizenship behavior in an organization). 
Response scales are developed for each item that 
represents a practical continuum given the targeted 
respondent (e.g., 1–5 leadership positions as 
opposed to 1–500 such positions over a year’s time 
frame). These items are then administered to a large 
group, and responses are typically factor or cluster 
analyzed to discover the underlying dimensions. 
Items deemed to belong to these dimensions are 
then assigned to the same scale and scored on that 
dimension. The content of the items in each scale is 
examined to provide interpretive context. Further 
psychometric data may be collected or generated, 
such as coefficient alpha for the items in each scale, 
scale intercorrelations to assess the degree to which 
groups of items or scales do measure different con-
structs, and correlations with external measures 
such as performance, turnover, or other behaviors of 
interest to assess construct validity. Aside from the 
limitations associated with factor analysis of these 
measures (see Hough & Paullin, 1994, pp. 112–113), 
one also has to be concerned about whether the 
original set of items is representative of the domain 
of interest. A factor analysis (or any other data-
analytic approach for that matter) cannot reveal a 
factor or dimension if it is not represented in the 
original set of items. However, it is the case that this 
inductive factor-analytic approach can produce inter-
nally consistent and interpretable dimensions that 
facilitate theoretical development of how past experi-
ence determines future behavior (Mumford, 1992).

Comparisons of Scoring Approaches
Several studies, beginning with Mitchell and Kli-
moski (1982), have compared different approaches 
to the development of biodata scores. Mitchell and 
Klimoski found that cross-validated empirical bio-
data scoring keys produced superior predictions of 
the attainment of a real estate license by real estate 
students when compared with predictions from 

scales produced by an internal analysis of responses 
as described in the previous section of this chapter. 
Hough and Paullin (1994) provided a review of 21 
studies that allowed for comparisons of two or more 
of the approaches to biodata scales described earlier. 
They found that the validity of the rational approach 
exceeded that of the empirical approach by .01 
across 14 such comparisons, and the validity of the 
rational approach was higher on average than that of 
the internal or factor-analytic approach by .05 in 12 
comparisons. In 16 comparisons of the empirical 
and internal approach, the validity of the empirical 
approach exceeded that of the internal approach by 
.02. So, although there do not appear to be large 
empirical differences in the predictability afforded 
by these different approaches, we are strongly in 
favor of the rational approach. It affords better theo-
retical or conceptual understanding of the domain 
of interest and may be best in terms of the stability 
of prediction over time. But, to our knowledge, con-
vincing data on this question do not exist.

VALIDITY OF BIODATA

Various aspects of evidence concerning the validity 
of biodata have been collected. The findings 
reviewed next are arranged on the basis of the 
approach taken to justify the use of biodata mea-
sures in various situations.

Criterion-Related Validity
Biographical data are predictive of a range of criteria 
(Allworth & Hesketh, 2000). Biodata have been 
shown to predict the traditional criteria of job (esti-
mated .35; Schmidt & Hunter, 1998) and training 
program performance (estimated .30; Schmidt & 
Hunter, 1998). Biodata measures were highly related 
to career and salary progression of managers in stud-
ies reported by the Standard Oil Company (1962, as 
cited by Owens, 1976) and others in the oil industry 
beginning in the 1960s. The generalization of such 
validities was reported by Rothstein et al. (1990). 
Various other criteria have been considered, includ-
ing job satisfaction (e.g., Mumford & Owens, 1984; 
Sides, Feild, Giles, Holley, & Armenakis, 1984), 
turnover (e.g., Barrick & Zimmerman, 2005;  
Griffeth, Hom, & Gaertner, 2000), leadership  
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(e.g., Russell et al., 1990), and absenteeism (e.g., 
Schmitt et al., 2003). Validities for biodata measures 
vary across criteria and jobs, but corrected correla-
tions tend to fall within the .30 to .40 range on aver-
age (Hunter & Hunter, 1984; Reilly & Chao, 1982; 
Schmitt, Gooding, Noe, & Kirsch, 1984). Breaugh 
(2009) pointed out that the size of correlations may 
depend on the type of validation design (concurrent, 
predictive) used, but biodata instruments have con-
siderable validity in selection contexts regardless of 
the validation design used (Bliesener, 1996).

Incremental Validity
In studies of validity, researchers typically test how 
much incremental variance in a criterion is attribut-
able to biodata above and beyond the variance 
accounted for by measures of general mental ability 
or personality. The latter are seen as fundamental 
selection tools beyond which biodata measures must 
prove useful (Mount, Witt, & Barrick, 2000) if a 
practitioner is to spend time developing these mea-
sures. Studies of biodata’s incremental validity have 
supported its usefulness, although the extent to 
which it provides incremental predictive power has 
been shown to depend on the nature of the biodata 
and the construct being predicted. Allworth and 
Hesketh (2000) found that their job requirements 
biodata scale accounted for 6.5% of unique variance 
in ratings of employees’ typical performance when it 
was added into a regression after cognitive ability. 
Both Dean and Russell (1998, as cited by Mount et al., 
2000) and Dean (2004) noted the ability of their 
biographical data instrument to provide incremental 
validity for predicting training program performance 
beyond the validity shown by a test of general men-
tal ability; an additional 9% of the variance in the 
performance criterion was explained by biodata in 
Dean’s (2004) case. Biodata instruments have shown 
incremental validity over cognitive ability across 
performance criteria of varying specificity (i.e., spe-
cific performance domains, overall performance). 
Karas and West (1999) reported that their biodata 
scales explained 3.5% to 13.1% of unique variance 
in specific performance domains when various bio-
data composites were entered into hierarchical 
regressions after cognitive ability; 9% of unique vari-
ance in overall performance was explained by a 

combination of the biodata scales. Thus, when vari-
ous aspects of performance are considered sepa-
rately, the incremental validity of biodata over 
general mental ability may depend in part on the 
particular performance criterion. Allworth and Hes-
keth (1998, as cited by Mount et al., 2000), for 
instance, found that their change-oriented biodata 
scales accounted for the most unique variance over 
and above cognitive ability when the criterion was 
adaptive performance (vs. task or contextual 
performance).

One may try to turn to meta-analyses for an indi-
cation of biodata’s incremental validity, but as 
Bliesener (1996) pointed out, meta-analyses on bio-
graphical data evaluate the validity of the method 
rather than the predictor constructs biodata instru-
ments are designed to measure and thus do not pres-
ent a clear picture of biodata’s validity. In their 
meta-analysis of selection methods, Schmidt and 
Hunter (1998) found that the incremental validity of 
biographical data measures over general mental abil-
ity was .01 on average. They associated this small 
2% increase in validity (from .51 to .52) with the 
high correlation between general mental ability and 
biographical data instruments (.50; Schmidt & 
Hunter, 1998), although this is certain to vary with 
the nature of the biodata items considered. Given 
the concern with meta-analyses of biographical data 
measures when the validities of instruments that 
measure different constructs are aggregated, supe-
rior conclusions should be derived from individual 
studies on biodata’s validity.

Other individual studies have demonstrated the 
incremental validity of biodata over measures of per-
sonality (e.g., McManus & Kelly, 1999). Although 
researchers frequently consider incremental validity 
of biodata over cognitive ability or personality rather 
than both, some work has demonstrated biodata’s 
incremental validity over a combination of cognitive 
ability and personality. For example, Mount et al. 
(2000) found that despite some overlap between 
their biodata scales and their personality and general 
mental ability constructs, the biodata scales did 
explain unique variance on three of four perfor-
mance criteria.

However, performance is a typical but not the 
only criterion used in past research on biodata  
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validity. Other criteria have included attrition (Mael 
& Ashforth, 1995), absenteeism (Schmitt et al., 
2003), and leadership (Mael & Hirsch, 1993). Thus, 
biodata measures have the potential to account for 
incremental variance over that explained by general 
mental ability or personality for criteria other than 
performance. Not surprisingly, though, the incre-
mental validity of a biodata measure can be influ-
enced by the method used to key biodata items (e.g., 
Mael & Hirsch, 1993) as well as the items 
themselves.

Construct and Content Validity
Evaluation of biodata measures has been character-
ized by a relative overreliance on criterion-related 
validity (Stokes & Cooper, 2001). Even though 
researchers recognize conceptual relations between 
biodata items and the criterion of interest as desir-
able for enhancing theoretical understanding of  
predictor–criterion relations, content and construct 
validity have received considerably less attention 
(Allworth & Hesketh, 2000), and research has pro-
vided relatively little explication of the psychologi-
cal constructs underlying the observed relationships 
between biodata and various criteria (Mumford, 
Snell, & Reiter-Palmon, 1994), even though there 
have been repeated calls for greater attention to the 
nature of the constructs underlying biodata (e.g., 
Mumford, 1999). It is not surprising, then, that bio-
data measures are often criticized on the grounds of 
the scarcity of evidence for their content and con-
struct validity (Mumford et al., 1996). Russell 
(1994) pointed out that a major deterrent to devel-
opment of content- and construct-valid measures is 
that procedures for systematic creation of biodata 
items are lacking.

Some research has focused on the construct 
validity of biodata. Collins and Schmidt (1993) 
related biodata scores to a type of counterproductive 
work behavior. They used a biodata instrument to 
discriminate between employees who did and did 
not commit white-collar crimes and found that 
white-collar criminals received higher scores on two 
of their biodata scales: Extracurricular Activity and 
Social Extraversion. In another study, Mael (1995) 
used biodata to determine what individual differ-
ences contribute to swimming proficiency among 

White and Black cadets. Still other examples include 
work by Oswald et al. (2004), Schmitt et al. (1999), 
Schoenfeldt (1999), and Stokes et al. (1990). Mount 
et al. (2000), reviewing the literature, noted that 
biodata scales may measure various individual dif-
ference constructs, underscoring the fact that bio-
data represent a method of measurement rather than 
a construct per se. Mumford (1999) provided exten-
sive suggestions on considerations for future 
research on construct validity of biodata measures. 
It is also the case that biodata items are often multi-
ply determined or reflective of multiple constructs. 
Respondents may endorse an item or a specific 
option on a scale for different underlying reasons. 
For example, respondents to the second item in 
Table 25.1 may respond “0” partly as a function of 
the discretionary money they have; others may 
respond the same way out of an inherent stinginess.

Validity Generalization
The reality that biodata measures are typically cus-
tom made for organizations has traditionally been 
seen as limiting the use of biodata instruments by 
organizations for which they were not designed 
(Hunter & Hunter, 1984). Recent evidence to the 
contrary has emerged, however. To cite several 
examples, Brown’s (1981) biodata scale proved to be 
a valid predictor of sales volume across 12 organiza-
tions, Rothstein et al.’s (1990) biodata scale pre-
dicted supervisor performance across 79 
organizations, and Carlson, Scullen, Schmidt, Roth-
stein, and Erwin (1999) successfully used a biodata 
measure to predict promotion rates across 24 orga-
nizations. Research has indicated that biodata mea-
sures can be strategically designed to generalize 
across different jobs and organizations (e.g., Roth-
stein et al., 1990; Wilkinson, 1997). Several ele-
ments seem desirable if one is to expect 
generalizable results: large sample sizes, participa-
tion of multiple organizations (e.g., via a consor-
tium), and cross-organizational keying of biodata 
scales (Rothstein et al., 1990). The relevance of cri-
teria across organizations will be an important deter-
minant of biodata’s validity generalization in cases 
in which biodata items are chosen for the final 
instrument on the basis of their relationships with 
the criterion (Mount et al., 2000). The extent to 
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which biodata measures will be transportable will be 
determined by the amount of correspondence 
between the criterion used to develop the scale and 
the other criteria the biodata measure will be used to 
predict. Breaugh (2009) recommended designing 
biodata instruments with particular jobs in mind 
(e.g., supervisor) when transportability across orga-
nizations is desired. This recommendation simply 
underscores the need for an understanding of the 
constructs underlying the biodata measures and the 
fact that biodata can be developed to assess a variety 
of constructs.

Finally, evidence on the stability of biodata valid-
ity over time is mixed. Although some researchers 
have found evidence of temporal stability of biodata 
over considerable time periods (e.g., Brown, 1978; 
Carlson et al., 1999; Rothstein et al., 1990), others 
have not (e.g., Dunnette, Kirchner, Erickson, & 
Banas, 1960; Wernimont, 1962). It has been sug-
gested that biodata measures should retain their  
criterion-related validity over a period of time to the 
extent that job positions and the target population 
remain fairly stable, changes in the environment 
(e.g., labor market, personnel policies) are minimal, 
and range restriction on the predictor or outcome 
does not reduce validity (Breaugh, 2009; Hogan, 
1994). Maintaining the security of the scoring key 
over time is an important consideration in prevent-
ing validity from decaying (Brown, 1978).

Utility
Of primary concern in considering the usefulness of 
biodata in making selection decisions is its incre-
mental validity over other instruments that are avail-
able; this issue is addressed in the Validity of Biodata 
section. Objectively scored biodata are easy to 
administer, and a large number of responses can be 
collected electronically or by paper and pencil in a 
relatively short period of time. However, there are 
two other important concerns. First, many biodata 
items are transparent as to their purpose and hence 
susceptible to applicants’ attempts to inflate their 
status on job-related measures in any high-stakes sit-
uation. A second concern is whether the instruments 
are acceptable to candidates and organizations as 
well as consistent with legal constraints on what can 
and cannot be asked in an employment situation.

Social Desirability
Mean differences between applicants’ and incum-
bents’ responses to noncognitive measures similar to 
biodata are often substantial (e.g., Hough et al., 
1990; Jackson, Wroblewski, & Ashton, 2000; Rosse, 
Stecher, Miller, & Levin, 1998). This difference is 
usually attributed to applicants’ motivation to pres-
ent themselves in the best possible light in high-
stakes situations. Lautenschlager (1994) reviewed 
the results of 12 studies published between 1950 
and 1990 that examined the presence and magni-
tude of the response distortion of biodata items. Dis-
tortion was examined in a variety of ways (e.g., 
responses to the same items on two occasions, cor-
relations with external verifiable measures of the 
items, comparisons of test takers instructed to fake 
with those instructed to respond honestly, compari-
sons of applicants with others directed to respond 
honestly), so any attempt to examine the effect size 
associated with faking was not possible. Lauten-
schlager found standardized mean differences  
ranging from .2 to .54 across these 11 scales. Laut-
enschlager concluded that biodata instruments are 
fakeable and that in some instances people do fake 
them. He also concluded that there was some evi-
dence that more objective and verifiable (see earlier 
discussion on item types) items were less suscepti-
ble to faking. In a more recent unpublished report, 
Fandre et al. (2008) compared the responses of a 
group of college student applicants (n = 850) with 
those of a group of already-admitted college stu-
dents (n = 2,756) on a set of 11 rationally derived 
biodata measures and found differences of approxi-
mately 0.5 standard deviation, with applicants scor-
ing higher.

Lautenschlager (1994) also indicated that direct 
warnings that responses would be verified served to 
produce lower scores on biodata instruments, with 
the implication being that distortion was reduced, a 
result that was subsequently supported by Dwight 
and Donovan (2003) using personality measures. 
However, because warnings could prove pointless if 
applicants have reason to doubt that verification will 
happen, instruments for which warnings are used 
should incorporate at least some clearly verifiable 
items. To effectively manage the impression of veri-
fiability, more verifiable items could be put at the 
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beginning of the measure, and later verifiable items 
may be strategically intermixed with nonverifiable 
items (Mael, 1991). Schmitt and colleagues (Schmitt 
& Kunce, 2002; Schmitt et al., 2003) experimented 
with an alternative strategy for reducing faking: 
requiring that respondents elaborate on their bio-
data responses. For example, if respondents indi-
cated they were involved in six volunteer 
organizations, they were asked to list the organiza-
tions (similarly, Items 1 and 2 in Exhibit 25.1 would 
lend themselves well to elaboration). Responses to 
the same items when elaboration was and was not 
requested differed by 0.5 to 0.9 standard deviation 
units with lower means in the elaborated conditions. 
However, effects for elaboration did not seem to 
carry over to responses to nonelaborated items 
(Schmitt et al., 2003). The latter result makes elabo-
ration a less effective tool to reduce faking because 
elaboration of all items in an instrument would 
likely be impractical in most applied instances. In 
summary, potential users of biodata should be aware 
of the response distortion problem and attempt to 
minimize it by being strategic about types of items 
and instructions used.

Reactions to Biodata Items
To our knowledge, no studies exist of actual appli-
cant reactions to the use of biodata in selection or 
admissions decisions (Breaugh, 2009). Nonapplicant 
reactions to biodata have, however, been considered 
at the overall instrument level by many researchers 
and with a wide variety of international samples 
(e.g., Anderson & Witvliet, 2008; Bertolino & 
Steiner, 2007; Ispas, Ilies, Iliescu, Johnson, & Har-
ris, 2010; Marcus, 2003; Nikolaou & Judge, 2007; 
Schmitt, Oswald, Kim, Gillespie, & Ramsay, 2004; 
Smither, Reilly, Millsap, Pearlman, & Stoffey, 1993; 
Steiner & Gilliland, 1996). The research design has 
typically involved comparing reactions to different 
selection procedures (with biodata instruments 
included in that set) within samples (typically stu-
dents or employees) and then comparing the rank 
ordering of instruments in terms of favorability 
across different samples. Although the location of 
biodata instruments in the list rank ordered by 
favorability varies depending on the sample consid-
ered, biodata instruments tend to fall somewhere in 

the middle of the list, with work samples and inter-
views fairly consistently ranking higher in favorabil-
ity and graphology, integrity tests, and personal 
contacts ranking lower.

A few studies have also considered reactions to 
biodata items with particular attributes. Findings in 
these studies have indicated that items tend to be 
seen as more acceptable or less intrusive when they 
are verifiable, transparent, and ask for information 
that is public and regarding which inquiry is not 
questionable from a legal standpoint (Mael, Conner-
ley, & Morath, 1996; Saks, Leck, & Saunders, 1995; 
Wallace, Page, & Lippstreu, 2006). Negative reac-
tions to biodata have often been a result of the per-
ception that items request information that is 
perceived to be an invasion of privacy and not rele-
vant to the assessment of job-related skills. Legally, 
users of biodata must be careful that the use of their 
items does not represent a proxy for selection on the 
basis of membership in some protected group (i.e., a 
request to indicate where an applicant lives or went 
to school might be associated with ethnic status).

Reactions to biodata instruments and different 
types of biodata items seem to depend in part on 
respondents’ characteristics (e.g., type of employ-
ment, demographic characteristics, cultural values; 
e.g., Mael et al., 1996; Ryan, Boyce, Ghumman, 
Jundt, & Schmidt, 2009). Mael et al. (1996), for 
instance, reported that their military sample was 
unique in that respondents saw negative items as 
more acceptable because of their ability to indicate 
about whether individuals would be able to psycho-
logically and physically withstand pressure on the 
job. Because these respondents seemed to be using 
as a decision rule the question of whether responses 
to an item could provide an acceptable basis for 
excluding someone, reactions to more positive types 
of items were less favorable (e.g., that someone can-
not report the same positive accomplishment as 
someone else is not going to matter for success in 
the military, so it should not be asked). Some evi-
dence has shown that gender and race relate to per-
ceptions of biodata items: women and Blacks may be 
more sensitive to potential insensitivity (because of 
invasiveness; Mael et al., 1996) and may have stron-
ger privacy preferences (Connerley, Mael, & 
Morath, 1999). Finally, Ryan et al. (2009) found 
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some evidence to indicate that cultural values influ-
ence perceptions of biodata. Achievement orienta-
tion (seeing status as something that is earned via 
personal efforts and achievements as opposed to 
something given on the basis of birth, gender, 
money, etc.) and independence (seeing oneself as 
fairly independent of, as opposed to closely con-
nected to, others) were positively related to percep-
tions of biodata’s job relatedness in their sample of 
students drawn from across the globe.

Overall, the best recommendation with respect to 
consideration of reactions to biodata might be that 
items should be such that applicants and others per-
ceive them to be job related, unfakeable, and not 
overly personal in nature (Ryan & Huth, 2008).

FUTURE RESEARCH AND USE

Many areas exist in which research might better 
inform the investigator who wants to use biodata to 
better understand or predict behavior. Four are 
highlighted. First, most of the research cited in this 
chapter has used biodata in a work or educational 
context, most often to predict work outcomes. Bio-
data measures should be useful in understanding 
social psychological, cognitive, and clinical phe-
nomena. Mumford has repeatedly espoused their 
use in understanding human development (e.g., 
Mumford & Stokes, 1992). Some examples exist of 
the use of biodata in several other subdisciplines of 
psychology as well, but they are relatively rare. 
Examining life experiences can help explain individ-
ual differences in risk taking and responses to illness 
(Zinn, 2005), understand how experiences of living 
with mental illness are unique for different demo-
graphic groups (e.g., for Black women; Sosulski, 
Buchanan, & Donnell, 2010), evaluate and guide the 
treatment of psychiatric disorders (Sunnqvist, Pers-
son, Lenntorp, & Traskman-Bendz, 2007), and con-
tribute to psychologists’ understanding of how 
illnesses and disorders (e.g., posttraumatic stress 
disorder; Osuch et al., 2001) progress and how indi-
viduals (e.g., those with schizophrenia) learn to 
detect their early signs of relapse (C. Baker, 1995). 
Biodata can help elucidate individual differences in 
language development (Elardo, Bradley, & Caldwell, 
1977), reading skills (Sénéchal & LeFevre, 2002), 

artistic achievement (Crozier, 2003), and musical 
achievement (Manturzewska, 1990) and in educa-
tional outcomes (Murasko, 2007). Examining what 
researchers in other disciplines sometimes call “life 
histories” can also help identify ways in which pro-
fessional development and training could be 
improved for various occupations (e.g., for music 
service teachers; D. Baker, 2006).

Second, even though previous reviewers have 
consistently called for more research on the con-
structs underlying biodata, there remains very little 
consensus on this issue. Biodata represents a 
method of measurement, but the constructs indexed 
best using biodata remain to be identified. One thing 
that impedes progress here is often the emphasis on 
their use in a particular organizational context. It is 
certainly understandable that an organization inter-
ested in predicting job performance in some of its 
jobs will write items that will reflect background 
data and experiences that are reflective of its jobs. In 
this context, it might be good to remember the dis-
tinction between worker-oriented items (that are 
likely to be related to psychological constructs) and 
job-oriented items (that directly index experience 
on tasks associated with a particular job). The latter 
are likely to be predictive of performance on a given 
job, but the former are likely to provide a greater 
understanding of the nature of the traits associated 
with performance in a broader array of contexts. 
Several examples of research that focused on con-
structs were cited in this chapter; these models 
should be more consistently used.

Owens’s (1976) work on using biodata clusters 
to profile student capabilities still holds promise. He 
and his colleagues provided impressive evidence 
that the lives and careers of people with different 
biographical profiles followed very different and 
predictable paths. This work has not often been pur-
sued by other researchers and should provide valu-
able insight into people’s career trajectories.

Third, faking remains a significant problem with 
the use of biodata, probably more so now than in the 
past because many biodata items now used ask for 
an opinion, preference, or value. The answer to 
these items is rarely objective or verifiable and, as 
with personality items, the answer that would 
 portray a respondent in the most favorable light is 
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fairly obvious. Hence, in any high-stakes situation, 
responses are likely to be inflated and not represent 
respondents’ true standing on the targeted construct.

Finally, given the considerable implications 
applicant reactions have for organizations (Haus-
knecht, Day, & Thomas, 2004), this is an area in 
which more work should be done (even if it is only 
with nonapplicant groups). Research on reactions to 
particular types of biodata items is currently fairly 
scarce. More than 20 years ago, Mael (1991) called 
for more research to investigate the practical bene-
fits of choosing to use biodata items with particular 
attributes. With respect to reactions, only a few 
researchers have answered this call, and one of them 
is Mael himself. Given legal considerations, little is 
left to item writers’ discretion with regard to how 
intrusive biodata items can get (Smither et al., 
1993), but more is left to their discretion with 
regard to some other item attributes (e.g., transpar-
ent vs. subtle). Considering the fact that the set of 
life experiences that could be relevant is larger than 
the set of experiences that would be easily recog-
nized as relevant (i.e., face valid; Mael, 1991) and 
the expectation that individuals will react more neg-
atively to subtle items, researchers might consider 
what strategies could be used (e.g., framing of the 
questions asked) to aid in the ability to ask the ques-
tions considered predictive while not negatively 
affecting applicant reactions. Also, more could be 
learned about what individual differences contribute 
to reactions and how reactions may differ on the 
basis of the medium used to administer biodata 
items (e.g., paper and pencil, computer, interactive 
voice response; Van Iddekinge et al., 2003). The lat-
ter is a particularly interesting issue given the 
increasing use of technology in selection (Richman-
Hirsch, Olson-Buchanan, & Drasgow, 2000) and 
would supplement existing research examining the 
comparability of biodata forms administered in dif-
ferent formats (paper and pencil vs. web based; 
Ployhart, Weekley, Holtz, & Kemp, 2003).
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ASSESSmEnT of lEAdErShIP
Nancy T. Tippins

There is little doubt in modern businesses that lead-
ership is a requirement for an organization’s success. 
Without leadership, there is no direction for today 
and no vision of the future. Despite a widespread 
belief that the need for leadership is critical, psy-
chologists’ understanding of exactly what it entails 
is highly varied. Yet, to assess leadership, psycholo-
gists working in business and industry must first 
understand what it is and what to measure. Unfortu-
nately, there are many definitions of leadership, 
which makes defining appropriate measures diffi-
cult. To focus the discussion, this chapter defines 
leadership as the accomplishment of work through 
others and operationalizes the concept in terms of 
the knowledge, skills, abilities, and other character-
istics (KSAOs) required to perform well in leader-
ship roles, Thus, with this definition, leadership can 
occur at any level in the organization and can 
include both formal and informal leadership roles. 
However, because assessment for informal leader-
ship positions is rarely done, this chapter concen-
trates on formal, assigned leadership positions, in 
other words, supervisory, managerial, and executive 
roles. Supervisory roles are defined as those in which 
the incumbent supervises others who perform work 
but do not supervise others. The direct reports of 
managers are people who manage other people, 
either supervisors or other managers. Executives 
also manage other managers but do so from the top 
of the organization. Silzer (2002) suggested that 
executives are generally considered to include gen-
eral managers, corporate officers, and heads of 
major organizational functions and business units 

and senior executives to include corporate officers, 
executive committee members, and chief executive 
officers. (In this chapter, executives and senior exec-
utives are not distinguished.) In addition to supervi-
sory responsibilities, each higher level of leadership 
generally has a broader scope of responsibility and 
authority.

Although discussing each category of leadership 
(supervisory, managerial, and executive) as a discrete 
group would be useful, the research is not so clean. 
The lines between supervisors and managers and 
between managers and executives are often blurred. 
Research reports and journal articles frequently clas-
sify participants as managers and fail to say at what 
level of the organization these people manage.

The two primary purposes for leadership assess-
ment are (a) selection and (b) development. (Pro-
motion is considered a special case of selection in 
which only internal candidates are considered for 
higher level positions that involve a greater scope of 
responsibility.) Some assessments are designed for 
one or the other purpose, but many are designed 
with both purposes in mind. Frequently, candidates 
who are evaluated for selection or promotion pur-
poses also receive assessment feedback designed to 
guide their developmental activities. Organizations 
that sponsor developmental assessments often have 
access to results that may directly or indirectly influ-
ence future placement and promotion decisions. 
Both purposes are considered in the discussion of 
assessment techniques.

This chapter begins with a discussion of the 
foundations for assessment, job analysis, and  
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competency models and then summarizes the 
research on major forms of leadership assessment 
tools: cognitive ability, personality, biodata, situa-
tional judgment tests (SJTs), 360-degree feedback 
instruments, individual assessment, and assessment 
centers. The research reported includes summaries 
of the validities based on meta-analyses. When  
subgroup differences have been discussed in other 
chapters in this volume, the reader is referred to 
those chapters. Otherwise, brief summaries of typi-
cal findings are provided. For each assessment type, 
the advantages and disadvantages for practice are 
briefly reviewed.

Local validation studies are difficult to conduct 
for many leadership positions, especially for higher 
level positions when the population is small. Often, 
there are simply not enough people who are 
assessed and placed into an executive position. In 
other cases, the reasons are administrative. Many at 
higher levels of the organization are unwilling to 
participate either by being evaluated or by providing 
performance information about others. Although 
the specific reasons for nonparticipation are 
unknown, typical responses to participation 
requests refer to limits on the time for or lack of 
commitment to such an endeavor. A few of those 
asked to participate are probably afraid to display 
their weaknesses. Additionally, the problem of 
obtaining an adequate criterion can derail a validity 
study and limit the observed relationship between 
assessment results and on-the-job performance in 
leadership roles.

Except for cognitive abilities, most meta-analyses 
have not separated leadership roles from other kinds 
of jobs. The reason for this lack of meta-analyses is 
technical—there are not a sufficient number of  
criterion-related validity studies on leaders alone. 
Most of the meta-analyses that are available are 
based on studies of many diverse jobs. Few have 
looked at jobs that could be classified as leadership 
positions, and fewer still have looked at the moder-
ating effects of variables related to leadership posi-
tions. Job complexity and its effect on the validities 
for cognitive ability is the primary exception.

Despite the dearth of evidence for the validity of 
various assessment instruments used in identifying 
individual strengths and weaknesses and predicting 

performance in leadership roles, it should be 
acknowledged that content-oriented approaches to 
accumulating evidence of validity are an acceptable 
approach when “the content of the selection proce-
dure is representative of important aspects of perfor-
mance on the job for which the candidates are to be 
evaluated” (Equal Employment Opportunity Com-
mission, Civil Service Commission, U.S. Department 
of Labor, & U.S. Department of Justice, 1978, § 5.B). 
Often, small sample sizes rule out a criterion-related 
validity study. Thus, many assessments consisting of 
tasks that mimic actual work (e.g., simulations,  
role plays, in baskets) are validated locally using a 
content-oriented approach. Similarly, assessment 
procedures that ask for descriptions of certain kinds 
of job-relevant behaviors, such as interviews that ask 
the candidate to describe his or her own actions or 
360-degree feedback instruments that ask the candi-
date and others to rate certain behaviors, are fre-
quently validated using a content-oriented strategy 
to ensure job relevancy. Although anecdotal evi-
dence has suggested widespread use of content- 
oriented approaches to establishing validity, these 
types of studies are rarely published, and no 
accepted procedure exists for systematically synthe-
sizing them even if they were available. Neverthe-
less, for the practitioner, a careful study of the job 
requirements and a systematic comparison of the 
constructs measured by the assessment tool with 
those job requirements may establish sufficient evi-
dence of the validity of the inferences to be made, 
particularly when the sample size is very small.

Regardless of whether one believes that validation 
is or is not required or that it is wise or unwise not  
to collect validity evidence locally, it should be 
acknowledged that evidence of validity is not always 
established in a systematic way. Many instruments 
are by design very closely related to leadership 
behaviors. For example, 360-degree evaluations or 
work simulations often reflect the work of a leader  
in a particular organization. Frequently, the practi-
tioner as well as his or her colleagues within the 
organization see little need to ensure job relevance 
through a series of content validation linkages. 
Moreover, work activities and knowledge, skills, 
abilities, and other characteristics (KSAOs) for a spe-
cific group of leader jobs are often not available, and 



Assessment of Leadership

459

the challenges of job analysis with executives can be 
significant. In addition, the need for evidence of valid-
ity collected locally may not be recognized either 
because the assessment process is for development 
purposes and is not intended for purposes of employee 
selection or because the risk of a challenge from candi-
dates for jobs at high levels is perceived to be low.

JOB ANALYSIS FOR LEADERSHIP 
ASSESSMENT

The basis for ensuring that an assessment process is 
job relevant and measures the right things is job 
analysis. The methodology for job analysis has been 
well documented in other sources (see Pearlman & 
Sanchez, 2010, for a recent summary, as well as 
Chapter 23, this volume) and is not the goal of this 
chapter; instead, the intent here is to provide a brief 
synopsis of previous efforts to define the KSAOs 
required of leaders.

O*NET Data
The discussion of requirements of leadership posi-
tions begins with O*NET, the U.S. Department of 
Labor’s database of occupational information, 
because it is a starting point for many practitioners 
who develop or use leadership assessments (see 
http://www.onetonline.org). Although most  
practitioners are highly attuned to the unique 
requirements of managerial jobs in a particular  
organization, they are also aware of the commonali-
ties that usually exist across organizations. In addi-
tion, the information in the O*NET reflects the 
artificiality of the strict classification of jobs into 
supervisory, managerial, or executives roles and 
highlights the need for careful consideration of the 
specific job requirements.

The level of specificity provided for supervisory 
occupations in the O*NET makes the identification 
of common work activities or KSAOs across similar 
positions difficult. For example, in 2010, 26 occupa-
tions were listed with supervisor in the title. In addi-
tion, supervisors and managers are not distinguished 
in many occupational fields. For example, many 
titles read “first-line supervisor/manager of. . . .” The 
differences between the work activities and skill 
requirements of managers and supervisors are not 

clear; however, the inclusion of at least 81 occupa-
tions with the words manager or management indi-
cates some implicit differences between them and 
the 26 occupations with supervisor in the title. To 
add to the confusion, chief executives are the sixth 
supervisory occupation listed.

In a study of O*NET data for supervisors, Tip-
pins (2009a) found no core set of work activities or 
skill requirements among a set of 19 occupational 
titles containing the word supervisor. Table 26.1 
shows the most common work activities across 19 
supervisory jobs. Not one of the O*NET’s general 
work activities was endorsed in all supervisory 
roles. As important as what was endorsed is what 
was not endorsed. Work activities that are often 
expected of supervisors such as coaching and devel-
oping others, developing and building teams, 
scheduling work and activities, and training and 
teaching others were required in fewer than half of 
these positions. Similar patterns emerged for skills 
(see Table 26.2). Not all skills were required of all 
supervisory jobs; however, four abilities were com-
mon to all 19 jobs: oral expression, oral compre-
hension, deductive reasoning, and problem 
sensitivity (see Table 26.3).

In addition to the lack of differentiation between 
supervisor and manager, the managerial occupa-
tions also seem to overlap with executive positions.  
For example, the representative job titles for the 
occupation general and operations manager include 

TABLE 26.1

Work Activities and Number of Jobs out of 19 
Supervisory Jobs

Work activity No. of jobs

Making decisions and solving problems 18
Communicating with supervisors, peers, or 

subordinates
16

Getting information 17
Organizing, planning, and prioritizing work 11
Coordinating the work and activities of others 11
Identifying objects, actions, and events 11
Establishing and maintaining interpersonal 

relationships
10

Guiding, directing, and motivating subordinates 10
Resolving conflicts and negotiating with others 10



Nancy T. Tippins

460

operations manager, general manager, director of 
operations, plant manager, store manager, facilities 
manager, plant superintendent, vice president of 
operations, warehouse manager, and chief operat-
ing officer. Some of these titles appear to fall in  
the higher level executive category as described by 
Silzer (2002). Although executive positions appear 
to be scattered throughout the list of manager 
occupations, only one occupation, chief executive, 
has executive in its title. Exhibit 26.1 summarizes 
those task requirements. Despite these concerns 
about how the O*NET data are organized, the  
database provides a rich source of information 
about jobs that might be generally classified as 
managerial and offers a beginning point for local 
research.

Literature on Job Requirements  
for Leaders
Finding comprehensive studies of both the task and 
KSAO requirements of a broad spectrum of leader-
ship jobs is difficult (in contrast to studies of only 
time spent or studies of managerial jobs or supervi-
sory jobs). Documentation of those studies that are 
done is often proprietary and rarely published. In 
addition, the research literature on task and KSAO 
requirements for leadership roles is often vague on 
exactly what jobs are included in a particular study. 
Instead, many of the job analyses simply state that 
manager jobs were studied. Nevertheless, some 
examples of research on the requirements of leader-
ship positions are provided.

TABLE 26.2

Skills for and Number of Jobs for 19 Front-Line 
Supervisory Jobs

Skills No. of jobs

Active listening 18
Critical thinking 18
Time management 16
Reading comprehension 15
Instructing 14
Monitoring 14
Speaking 13
Management of personnel resources 13
Judgment and decision making 12

TABLE 26.3

Abilities for and Number of Jobs for 19 Front-Line 
Supervisory Jobs

Abilities No. of jobs

Oral expression 19
Oral comprehension 19
Deductive reasoning 19
Problem sensitivity 19
Inductive reasoning 17
Speech clarity 16
Speech recognition 15
Near vision 13
Written comprehension 13

Exhibit 26.1
O*NET Tasks for Chief Executive Occupation

■■ Direct and coordinate an organization’s financial 
and budget activities to fund operations, maximize 
investments, and increase efficiency.

■■ Confer with board members, organization officials, and 
staff members to discuss issues, coordinate activities, 
and resolve problems.

■■ Analyze operations to evaluate performance of a 
company and its staff in meeting objectives and to 
determine areas of potential cost reduction, program 
improvement, or policy change.

■■ Direct, plan, and implement policies, objectives, and 
activities of organizations or businesses to ensure 
continuing operations, to maximize returns on 
investments, and to increase productivity.

■■ Prepare budgets for approval, including those for 
funding and implementation of programs.

■■ Direct and coordinate activities of businesses or 
departments concerned with production, pricing, sales, 
or distribution of products.

■■ Negotiate or approve contracts and agreements with 
suppliers, distributors, federal and state agencies, and 
other organizational entities.

■■ Review reports submitted by staff members to 
recommend approval or to suggest changes.

■■ Appoint department heads or managers and assign or 
delegate responsibilities to them.

■■ Direct human resources activities, including the 
approval of human resources plans and activities, the 
selection of directors and other high-level staff, and 
establishment and organization of major departments.

Note. Retrieved from http://www.onetonline.org/
link/summary/11-1011.00
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Early research on managerial jobs measured the 
amount of time that managers spent on various 
tasks. Mahoney, Jerdee, and Carroll (1965) investi-
gated how 452 managers in 13 companies spent 
their time and defined eight management functions: 
planning, investigating, coordinating, evaluating, 
supervising, staffing, negotiating, and representing. 
Mintzberg (1975) also investigated the amount of 
time spent in various activities. Although managers 
do have some regular activities, he found that man-
agers spent a great deal of time responding to 
unplanned demands, noting that their activities 
were characterized by “brevity, variety, and disconti-
nuity” (Mintzberg, 1975, p. 50). Hemphill (1960) 
described 10 dimensions of leadership of managerial 
jobs. When this work was updated by Tornow and 
Pinto in 1976, 13 dimensions emerged, with only 
some of them remaining the same as the earlier 
study. More recently, Schippmann, Prien, and 
Hughes (1991) reviewed 21 job analyses that identi-
fied the tasks associated with managerial jobs and 10 
analyses that investigated job skills and qualitatively 
developed 21 task dimensions and 22 job skill 
dimensions. Mumford, Campion, and Morgeson 
(2007) defined four broad categories of management 
skills: cognitive skills, interpersonal skills, business 
skills, and strategic skills.

Erker, Cosentino, and Tamanini (2010) empha-
sized the changing demands on leaders in modern 
organizations and compared the behavioral require-
ments for leadership positions in Fortune 1,000 
companies before and after 2000. Several hundred 
job analyses were reviewed, and the 11 most com-
mon competencies critical to success before and 
after 2000 were identified on the basis of the per-
centage of time the competency was identified as 
important. Although the communications and  
decision-making competencies remained the two 
most important in both time periods, Erker et al. 
concluded that before 2000, managers were more 
technically oriented, and after 2000, managers bal-
anced technical competence with interpersonal skills.

R. Hogan and Warrenfeltz (2003) identified four 
classes of behavioral competence:

■■ leadership skills—building and motivating a 
high-performing team;

■■ intrapersonal skills—regulating one’s emotions, 
easily accommodating to authority;

■■ interpersonal skills—building and maintaining 
relationships; and

■■ business skills—planning, budgeting, coordinat-
ing, and monitoring business activities.

Subsequently, the Hogan researchers (Davies, 
Hogan, Foster, & Elizondo, 2005; J. Hogan, Davies, 
& Hogan, 2007) linked each of these to one of the 
factors in the five factor model of personality, identi-
fying the links between established personality mea-
sures and leadership behaviors (intrapersonal and 
conscientiousness, emotional stability, interpersonal 
and agreeableness, surgency and extraversion, busi-
ness and openness to experience, leadership and 
surgency–extraversion).

Implications for Practice
In addition to scientific concerns related to defining 
the correct KSAOs for a leadership position are prac-
tice concerns related to gathering job-analytic infor-
mation in a way that is efficient as well as accurate. 
Perhaps the most prevalent issue is whether a job 
analysis needs to be conducted at all. As with many 
other selection procedures, high-volume, high-
stakes testing tends to drive careful job analysis. 
Even when the KSAO is known to be an effective 
predictor (e.g., cognitive ability), careful job analy-
ses are conducted to enhance the defensibility of the 
procedure that will be used to evaluate a large num-
ber of candidates, often because of substantial mean 
group differences that result from the use of the test.

In contrast, lower volumes of candidates and jobs 
to be filled are less likely to be accompanied by 
extensive job analysis. Often the number of people 
who can speak to the requirements of a job is lim-
ited. For example, formal job analyses of a chief 
executive officer position for assessment purposes 
are rarely if ever done. Instead, an informal study 
may solicit opinions of what is needed for success 
from members of the board of directors and key 
leaders within the organization by an executive 
recruiter or human resources executive. Regardless 
of the difficulty of conducting the job analysis or its 
costs, a careful study of the actual requirements of 
the leadership role is necessary for both business 
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reasons and legal defensibility. Without some form 
of job analysis study, there is no way to know 
whether the right things are measured or whether 
the standards of acceptable performance are set at 
the appropriate levels for the organization.

Competency Models
Many organizations base their leadership assess-
ments on their own competency models and do not 
conduct separate job analyses to support leadership 
assessment. Some of these models are grounded in 
careful analyses of work; others are based on corpo-
rate aspirations and expectations of employees. The 
more sophisticated competency models translate the 
competencies to specific behavioral expectations for 
various levels of employees. Although some are 
written in terms of individual traits or specific 
behavior expectations, many reflect a broad range of 
behaviors that in turn require a number of KSAOs 
for effective performance. For example, a common 
corporate competency is strategic focus, which con-
sists of a set of behaviors ranging from envisioning 
the future to executing the strategy that require 
multiple KSAOs, including communication skills, 
business acumen, analytical skills, and so forth. 
When broad competencies are used to shape an 
assessment program, the practitioner must decide 
how best to measure them. Typically, the practitio-
ner must choose between measures that attempt to 
evaluate the competency itself and measures that 
assess the component KSAOs. For example, strategic 
focus might be assessed through a business case that 
requires the candidate to develop a long-term busi-
ness strategy and execution plan or through a 
360-degree feedback instrument on which raters are 
asked to directly rate the candidate’s level on the 
strategic focus competency. Alternatively, strategic 
focus might be decomposed into KSAOs that are 
necessary for such work, including cognitive ability, 
business and financial knowledge, and so forth. 
Often, both approaches are mingled. Because com-
plex measures of company-defined competencies 
often do not exist, the challenge for the assessment 
professional is either to develop those broad-based 
simulations that mimic behaviors that are related to 
the competency, to create a 360-degree feedback 
instrument that evaluates competencies, or to identify 

a set of KSAOs that is related to that behavior and 
measure each KSAO directly. A major drawback to 
the KSAO approach can be the difficulty of explain-
ing the relevance of the measures to the work of spe-
cific jobs, particularly for those instruments that are 
more abstract (e.g., a verbal reasoning test that mea-
sures cognitive ability). In addition, this approach 
does not effectively measure the individual’s skill in 
applying the KSAOs he or she possesses to real-
world problems.

Despite the desire for a common set of tasks and 
KSAOs for various leadership groups across organi-
zations, the literature does not provide a great deal 
of support for such commonality. The published 
studies across many organizations are few, and the 
categorization of leadership positions is not rigor-
ous. In addition, many experts in leadership (e.g., 
Fiedler, 1967; House, 1971) have emphasized the 
importance of context in shaping the requirements 
of the leadership role. Such a state of affairs empha-
sizes the importance of investigating the require-
ments of the leadership positions for which the 
assessment program is to be developed to ensure the 
right things are being measured.

LEADERSHIP ASSESSMENT TOOLS

A wide array of assessment tools can be used to eval-
uate many different leadership competencies and 
KSAOs. The next section provides an overview of 
the options and a brief discussion of the implica-
tions for practice.

Cognitive Ability Measures
Cognitive ability can be measured by many different 
tools ranging from objectively scored, multiple-choice 
tests to work samples that require a constructed 
response that is evaluated by trained assessors. Many 
of these work samples take realistic forms such as 
business cases, writing samples, or in-baskets and 
simulate actual work performed by leaders.

Research. The value of cognitive ability measures 
in predicting success in leadership positions is well 
established. In their meta-analytic work, Schmidt 
and Hunter (1998) reported an adjusted correlation 
of .58 between measures of cognitive ability and job 
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performance of managers. Further research (Hunter, 
Schmidt, & Judiesch, 1990) indicated that the 
complexity of the job defined in terms of information 
processing load moderates the relationship between 
cognitive ability and performance such that higher 
complexity is associated with larger correlations. 
Presumably, many managerial jobs fall into the cate-
gory of jobs with higher information processing loads.

Implications for practice. Several concerns arise 
when using cognitive ability to evaluate the capabili-
ties of leaders for selection or for development pur-
poses; they are briefly discussed next.

From the point of view of an organization based 
in the United States, the likelihood of adverse 
impact for some protected classes is a significant 
concern when measuring cognitive ability. As dis-
cussed in Chapter 24 of this volume, meta-analytic 
studies of cognitive ability have consistently shown 
African Americans scoring about 1 standard devia-
tion lower than Whites (Hough, Oswald, & Ploy-
hart, 2001; Hunter & Hunter, 1984) and Hispanics 
scoring 0.5 to 0.8 standard deviations lower than 
Whites (Hough et al., 2001; Roth, Bevier, Bobko, 
Switzer, & Tyler, 2001), whereas Asians score about 
0.2 standard deviations higher than Whites (Hough 
et al., 2001). In contrast, the differences between 
men and women tend to be small and inconsistent, 
although some evidence has shown that these differ-
ences depend on the type of cognitive ability mea-
sured as well as the method by which it was 
evaluated (Hyde, 2005; Hyde, Fennema, & Lamon, 
1990; Hyde & Linn, 1988). Most of these meta- 
analytic studies have not been limited to samples of 
leaders; however, the results are assumed to general-
ize to those kinds of positions. More important, 
some evidence has shown that increasing complex-
ity decreases the d scores (Ones, Dilchert, Viswes-
varan, & Salgado, 2010; Roth et al., 2001). This 
finding is attributed to self-selection and the mini-
mum education requirements for many highly com-
plex jobs. Again, many leadership roles are assumed 
to be complex jobs. Large mean group differences in 
scores on cognitive ability measures may limit an 
organization’s ability to form a diverse leadership 
team and consequently make organizations reluc-
tant to use such instruments. Nevertheless, it merits 

noting that the number of protected classes that are 
selected is dependent on the entire selection system, 
including the intercorrelations among predictors, 
the overall selection ratio, and the type of selection 
strategy used (e.g., multiple hurdles, top–down hir-
ing) as well as the magnitude subgroup differences 
on the predictors (Sackett & Roth, 1996).

Individual participants’ resistance to testing for 
cognitive abilities can be strong. Internal candidates 
for promotion and leaders being assessed for devel-
opment may be quite concerned about sharing infor-
mation about their intellectual abilities with people 
with whom they work, particularly if that capacity is 
limited. Often, measures of cognitive ability are 
somewhat abstract and appear academic. Both inter-
nal and external participants in leadership may 
question the relevance of such measures to leader-
ship positions that do not involve certain tasks 
found in the job (e.g., numeric reasoning, algebra) 
and instead require application of mental abilities.

Many in organizations believe that evaluating 
cognitive abilities is not necessary because the range 
of cognitive ability in some populations, particularly 
executive populations, is highly restricted by virtue 
of the education these people are required to have 
and the experience they have acquired. However, 
research has not borne this out. Sackett and Ost-
gaard (1994) found a considerable amount of vari-
ability in cognitive ability even within groups with 
advanced degrees (e.g., doctoral, medical, and law 
degrees).

Occasionally, another challenge to using cogni-
tive ability scores in leadership assessment is the 
belief that too much or too little cognitive ability is 
not useful. In other words, very bright people are 
not able to attend to the mundane and are quickly 
bored; less cognitively able participants simply can-
not handle the challenges of leadership positions. A 
similar belief is the idea that the need for cognitive 
ability asymptotes at some point. This perspective 
holds that higher levels of cognitive ability are use-
ful, but only to a point. If a curvilinear relationship 
between cognitive validity and performance in lead-
ership positions did exist, significant challenges  
to establishing the validity of cognitive assessments 
and setting standards for leadership positions  
would also exist. Some (Bass, 1990) have argued 
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that cognitive ability may have a curvilinear rela-
tionship with performance, yet the research (Cow-
ard & Sackett, 1990) does not support this notion.

When an evaluation of cognitive abilities is 
included in a leadership assessment used for devel-
opment purposes, the complaint may arise that an 
individual can do little about his or her cognitive 
abilities because they are firmly established by the 
time an adult is working and being considered for a 
leadership role. However, a documented lack of 
mental agility can pinpoint the nature of a deficit in 
problem solving and lead a participant to develop 
ways to compensate (e.g., relying on a talented team 
of subordinates).

A measure of high-level cognitive abilities can be 
expensive and challenging to develop and validate, 
and few instruments that evaluate very high-level 
abilities in a business context are commercially 
available. However, compared with other types of 
assessments (except personality inventories), most 
objective measures of cognitive ability are relatively 
inexpensive to administer.

Because questions on cognitive ability tests typi-
cally have a right and a wrong answer, many cogni-
tive ability tests are administered in a proctored 
environment, even when they are used for develop-
ment purposes. Although there are significant con-
cerns about cheating on cognitive tests, many 
organizations have embraced unproctored Internet 
testing, and research on such testing continues (Tip-
pins, 2009a, 2009c).

Personality Measures
Personality measures are frequently included in the 
assessment of leadership, and Ryan, McFarland, 
Baron, and Page (1999) reported an increase in the 
use of these measures. Although personality mea-
sures can take many forms, including objectively 
scored inventories and projective techniques, self-
report measures in which the individual describes 
his or her own behavior are frequently used in  
leadership assessment.

Research. For jobs in general, meta-analytic 
research has indicated that personality variables 
do predict a variety of important criteria (Barrick, 
Mount, & Judge, 2001; Dudley, Orvis, Lebiecki, & 

Cortina, 2006; J. Hogan & Holland, 2003; J.  
Hogan & Ones, 1997; Hough & Ones, 2001;  
Hough & Oswald, 2008; Ones, Dilchert, 
Viswesvaran, & Judge, 2007; Ones, Viswesvaran, & 
Schmidt, 1993; Roberts, Kuncel, Shiner, Caspi, & 
Goldberg, 2007; M. G. Rothstein & Goffin, 2006). 
Barrick et al. (2001) reported validities from 
meta-analytic research ranging from 0.07 to 0.27 
for the Big Five personality constructs across 
broad occupational groups (Extraversion = 0.15; 
Conscientiousness = 0.27; Emotional Stability = 0.13; 
Agreeableness = 0.13; Openness to Experience = 
0.07). Some have interpreted the overall validity 
estimates for the five factors in the Big Five model 
as demonstrating that personality tests have low 
validities with job performance (Morgeson et al., 
2007). However, other researchers (Barrick et al., 
2001; Ones et al., 2007) have noted that the validity 
for Conscientiousness (0.27) generalizes across all 
occupations studied, and the remaining four con-
structs predict “at least some criteria for some jobs” 
(Barrick et al., 2001, p. 22). For example, the valid-
ity of Extraversion predicting managerial perfor-
mance is .21 (Barrick et al., 2001), and the validity 
for Agreeableness predicting performance in cus-
tomer service jobs is .19 (Hurtz & Donovan, 2000).

Research results have also provided evidence for 
the validities of personality scales predicting mana-
gerial effectiveness. In addition to the Barrick et al. 
(2001) study mentioned in the preceding paragraph, 
Hough, Ones, and Viswesvaran (1998) found mana-
gerial effectiveness was predicted by Dominance 
(.27), energy level (.20), and achievement orienta-
tion (.17). Barrick and Mount (1991) found that 
Conscientiousness predicted managerial effective-
ness (.22). In their summary of research on the 
validity of personality measures, Hough and 
Dilchert (2010) pointed out that higher validities 
are found when specific criteria are predicted by 
narrow personality traits that are theoretically 
aligned with the criteria. Oh and Berry (2009) dem-
onstrated this finding by relating measures of the Big 
Five to ratings on a 360-degree feedback instrument 
that evaluated both task and contextual perfor-
mance. The overall R of the five factors increased 
74% (.23–.40) for task performance and 50% (.26–
.39) for contextual performance. However, not all 



Assessment of Leadership

465

research has shown acceptable validity coefficients 
for managerial jobs. Robertson, Barron, Gibbons, 
MacIver, and Nyfield (1993) found scores on a mea-
sure of conscientiousness did not predict managerial 
performance (.09) or promotability ratings (−.20).

Several factors in addition to the theoretical rele-
vance of the criterion to the predictor likely affect 
the magnitude of the relationship between measures 
of personality and criteria of interest, including the 
type of criterion used, the method for measuring the 
criterion, the predictor method, the research setting, 
the research design (concurrent or predictive), item 
transparency, and rater perspective (Hough & 
Dilchert, 2010).

More important, most studies have indicated that 
the use of a personality inventory in an assessment 
program in combination with other measures 
increases the validity of the overall assessment. Bar-
tram (2005) and McHenry, Hough, Toquam, Hanson, 
and Ashworth (1990) found incremental validity for 
personality measures when used with cognitive abil-
ity measures. DeGroot and Kluemper (2007) and 
McManus and Kelly (1999) found increments in 
validity over and above other measures, including 
interviews, biodata, and situational judgment tests.

Implications for practice. As with other assess-
ment tools, personality inventories have strengths 
and weaknesses relative to the evaluation of leader-
ship competencies. One concern is the possibility 
of nonlinear relationships between criteria and 
personality predictors—too much or too little of a 
personality trait is good or bad. However, the results 
are mixed. Day and Silverman (1989) and Robie and 
Ryan (1999) found no evidence of U-shaped rela-
tionships; however, Benson and Campbell (2007) 
found nonlinear relationships between “dark-
side personality traits” as measured by the Global 
Personality Inventory and leadership performance 
measured in an assessment center and by the Hogan 
Development Survey and supervisory ratings of 
leadership performance.

In general, the addition of a personality measure 
to a leadership assessment program is not likely to 
limit the diversity of the selected group substan-
tially. Most studies of racial and ethnic group differ-
ences and gender group differences have found 

trivial or inconsistent differences on most personal-
ity variables between Whites and protected racial 
subgroups and between men and women (Hough 
et al., 2001; Ones & Viswesvaran, 1998; see  
Chapter 38, this volume, for more information  
on group differences).

Despite the lack of large differences in scores 
across racial or gender groups, the use of personal-
ity tests introduces several problems in practical 
application. An important issue is that of faking. 
Because many personality inventories are self-
report, the opportunity for faking is significant. 
Whether candidates for leadership positions actu-
ally do or do not fake, the opportunity to distort 
one’s response brings into question the accuracy of 
an individual’s score.

Another issue is that of the potential intrusive-
ness of some instruments. Although many personal-
ity inventories used in work settings use items that 
appear work related and are not particularly sensi-
tive, anecdotally at least, some test takers believe 
some personality inventories pry and report feeling 
uncomfortable with the questions.

A special challenge for validating personality 
inventories for use in assessing leaders is the differ-
ences in results between concurrent and predictive 
studies that are often presumed to be related to the 
need to fake in a positive way. Validities are typi-
cally higher in concurrent studies than in predictive 
studies although there are exceptions. Because the 
faking problem is believed to be greater when the 
stakes are higher, the extent to which the results 
from a concurrent study can be generalized to a pre-
dictive study is not clear.

Many personality traits are believed to be formed 
early in life and are relatively but not completely sta-
ble. Roberts and DelVecchio (2000) indicated that 
personality trait consistency increases as an individ-
ual ages, peaking between ages 50 and 70. Neverthe-
less, when a leadership assessment is conducted for 
development purposes, the feasibility of changing 
one’s personality sometimes arises. Because the 
exact mechanisms for changes in personality over 
time are not well understood, the question to be 
answered in developmental contexts is not so much 
“How do I change my personality?” as “How should 
I adapt my behavior given my natural tendencies?”
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A personality inventory would be quite expen-
sive to develop and research in light of the sample 
sizes required and the need to establish the meaning 
of scales through construct-oriented validity meth-
ods as well as the relationship to important criteria 
through criterion-oriented validation strategies; 
however, few practitioners do so unless for commer-
cial purposes. A number of well-researched invento-
ries that are appropriate for evaluating leaders and 
candidates for leadership positions are on the 
market.

As with cognitive ability instruments, the person-
ality inventories are inexpensive to administer. As 
noted earlier, response distortions appear to weaken 
the relationship of personality scores to job perfor-
mance criteria as typically evidenced in the higher 
validities found in concurrent studies compared 
with predictive studies, although this finding is not 
a consistent one. However, distorting responses 
intentionally or unintentionally does not appear to 
be affected by the presence or absence of an admin-
istrator. In fact, many personality inventories are 
delivered via the Internet in unproctored conditions.

Biodata
Biodata typically involves self-report descriptions of 
past experiences, behaviors, and attitudes. Most  
biodata inventories are objectively scored, and the 
scoring is based on empirical keys, rational keys, or 
a combination of both.

Research. Past experiences have been found to 
be highly predictive of performance across many 
types of jobs (Hunter & Hunter, 1984; Stokes, 
Mumford, & Owens, 1994) and for supervisors and 
managers in particular (Carlson, Scullen, Schmidt, 
Rothstein, & Erwin, 1999; Reilly & Chao, 1982; 
H. R. Rothstein, Schmidt, Erwin, Owen, & Sparks, 
1990; Stokes & Cooper, 1994). H. R. Rothstein et al. 
(1990) reported a validity of .33 for biodata predict-
ing managerial success. Dimensions of biodata that 
are often predictive of leadership success include 
academic achievement, family background, and 
economic stability and financial responsibility. In 
addition, personality-based biodata forms have been 
found to predict leadership potential (Stricker & 
Rock, 1998).

Implications for practice. Biodata forms can be 
particularly difficult to develop and validate. They 
share the same sample size problem as other forms 
of assessment in validity studies, but to some extent 
the sample size problem is even greater because 
of the number of people required to cross-validate 
scoring keys. However, a few biodata forms are com-
mercially available, and Carlson et al. (1999) have 
demonstrated the generalizability of the scoring key 
across organizations and noted that validity did not 
vary greatly (ρ = .53, SD = .05).

Biodata may or may not limit the diversity of 
leaders in terms of race and gender depending on 
the instrument used. Meta-analyses have typically 
shown inconsistent results for differences in terms 
of the extent of the difference as well as the direc-
tion of the difference (see Chapter 25, this volume).

Several concerns about applicant reactions to 
biodata have emerged. The first is related to the can-
didates’ ability to control certain aspects of their past 
life. For example, most children have little input 
into their parents’ occupations. Similarly, some col-
lege students may have had little choice about work-
ing while pursuing an education and had little time 
available for extracurricular activities. The second is 
related to candidates’ perception of the relevance of 
the measures to the job for which they are applying. 
For example, academic achievement in the past may 
not be obviously related to the ability to perform 
well in a sales management position in the future. 
Third, in a development context, the implication for 
change may not be clear. A low score on a biodata 
form may not clearly indicate what behaviors should 
change. Fourth, biodata items that are based on per-
ceptions of one’s own skills or others’ perceptions of 
one’s skills are subject to faking just as personality 
items are. Responses to transparent items can easily 
be faked and are likely to be distorted when the 
stakes are high as in a selection assessment. Require-
ments to elaborate on responses as well as the verifi-
ability of the biodata items may deter faking 
(Ramsay, Schmitt, Oswald, Kim, & Gillespie, 2006; 
Schmitt et al., 2003).

There are firms that sell biodata forms at reason-
able costs and have research bases to support their 
scoring. The cost of developing and validating a bio-
data form locally can be considerable if a scoring key 
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is part of the effort. As with other tests that can be 
administered via paper and pencil or computer, the 
costs of administration are relatively low. Proctors 
are not usually required because the kinds of distor-
tions that are likely can occur in the presence of a 
proctor. Scoring of biodata forms almost always 
requires computer scoring procedures because of 
the complexity of the scoring algorithms.

Situational Judgment Tests
SJTs present a situation and several response 
options. The test-taker is asked to identify the best 
and worst response to the situation or to indicate the 
effectiveness of the response or the likelihood that 
he or she would take that action. Scoring keys can be 
developed in a number of ways, such as identifying 
what responses high performers typically make, 
determining which responses best separate high and 
low performers, and using subject matter experts to 
identify the effectiveness of response options.

Research. McDaniel, Morgeson, Finnegan, 
Campion, and Braverman (2001) estimated the 
validity of SJTs predicting job performance to be 
0.34. They also noted a moderate relationship 
between SJTs and measures of cognitive ability  
(ρ = .46) indicating that other factors account for 
some of the variance in job performance. Bergman, 
Drasgow, Donovan, Henning, and Juraska (2006) 
found that the use of three different SJT scoring 
procedures (empirical = .25, subject matter expert 
= .32, hybrid participation = .17) produced test 
scores that predicted a six-item scale, Empowering 
Leadership, among a group of supervisors. Results 
from these scoring procedures and a fourth scoring 
procedure, a hybrid initiating structure key, pro-
vided significant incremental validity over cognitive 
ability and personality measures.

Implications for practice. SJTs typically reflect 
situations that the test taker is likely to face on the 
job and to some extent provide a realistic job pre-
view. Consequently, there is little debate regarding 
the relevancy of the instrument. Moreover, “wrong” 
or less effective answers have obvious implications 
for development.

Research has suggested that SJTs that are used 
for selection may have some effect on the racial 

makeup of the leadership team. However, on the 
basis of the literature, SJTs would not be expected to 
have a significant impact on the number of women 
considered (see Chapter 30, this volume).

SJTs require significant effort to develop instru-
ments appropriate for the positions for which they 
are used (Weekley & Ployhart, 2006). Few SJTs are 
commercially available, particularly for higher level 
leadership positions, and their generalizability 
across jobs and organizations has not been estab-
lished. Relevant situations must be identified and 
realistic alternative actions developed and evaluated 
for effectiveness in the context in which the SJT will 
be used. Empirical scoring methods are particularly 
time and resource intensive. Once developed, how-
ever, administration is not particularly difficult. 
Whether SJTs should be proctored is still being 
researched and debated by practitioners.

One advantage to SJTs in practice is the type of 
validity studies that can be used. Criterion-related 
validation studies of SJTs are often difficult to exe-
cute, particularly when they are conducted with a 
managerial or executive sample, for the same rea-
sons that cognitive ability tests are difficult to vali-
date. The number of incumbents in the population 
is often too small for the statistics required; poten-
tial subjects are frequently unwilling to participate; 
and reliable evaluations of job performance are diffi-
cult to acquire. Evidence of validity for more 
abstract instruments such as measures of cognitive 
ability and personality and biodata forms may be 
based on criterion-related strategies because the 
relationship between the tests and the requirements 
of the job are less obvious. In contrast, SJTs often 
reflect the situations incumbents face, and evidence 
of validity may be established through a content 
strategy. Because content validation studies are usu-
ally much easier to execute, instruments whose 
validity evidence is based on a content-oriented 
strategy may be more desirable.

Structured Interviews
Structured interviews typically are composed of a set 
of questions developed to measure specific skills and 
often are accompanied by a set of probes to follow 
up or clarify a candidate’s responses. The same set of 
questions is used for every candidate for a position 
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or in a specific assessment and development pro-
gram. Another salient characteristic of structured 
interviews is the use of behavioral anchors that 
define the rating scale to evaluate responses. Typi-
cally, interviewers who use structured interviews are 
trained in appropriate interviewing techniques. In 
contrast, less structured interviews do not have a set 
of defined questions and tend to vary based on the 
interactions between the interviewer and the inter-
viewee. Similarly, set standards against which to 
evaluate responses are usually not present. Instead, 
the interviewer makes a judgment based on internal 
standards using the information available.

Research. Interviews are a common part of most 
selection programs (McDaniel, Whetzel, Schmidt, 
& Maurer, 1994; Salgado, Viswesvaran, & Ones, 
2001). However, structured interviews are not 
always part of a leadership assessment used for 
development. Often, a psychologist’s interview, 
which is less structured, is used. Although the psy-
chologist may begin with an interview protocol, he 
or she may deviate substantially to follow up on 
questions and probe more deeply into some areas. 
Frequently, no documented standards are available 
for evaluating the participant’s responses, as in a 
structured interview, and the results are integrated 
with all the other information regarding the individ-
ual. This type of interview often solicits examples of 
behavioral tendencies that also might be detected in 
other instruments.

Little information is available on the validity of 
psychologists’ interviews; indeed, many interviews 
result in no final predictions about the likelihood of 
future success. Instead, the results are used to 
describe personal characteristics and typical behav-
iors. In contrast, structured interviews have been 
studied extensively. McDaniel et al.’s (2001) meta-
analysis of the employment interview indicated that 
the validity is .37.

Implications for practice. Interviews are an 
expected component of many leadership assess-
ments. Anecdotally at least, many participants in 
both selection and development programs have 
reported expectations around describing their past 
experiences as well as their strengths and weak-
nesses. Consequently, the candidate population 

shows little resistance to interviews regardless of 
their form.

Research has suggested that interviews are 
unlikely to have substantial affects on the racial and 
gender composition of the leadership team when 
they are used for selection. Race and gender differ-
ences appear minimal or nonexistent (Harris, 1989; 
Huffcutt & Roth, 1998; see also Chapter 27, this 
volume).

The greatest disadvantages of the interview may 
be the need to set standards for interpretation and 
the skill required for effective interviewing. Inter-
view questions are relatively easy to develop and 
validate, particularly when using a content-oriented 
approach; however, creating behavioral anchors can 
be difficult. Leadership roles may encompass a 
broad array of positions that range across many 
functions. Despite the differences in function, com-
mon skills or competencies may be necessary for 
effective leadership performance; however, the way 
in which these competencies are exhibited may vary 
considerably. Thus, very general anchors may be 
necessary if the competencies are to be used for all 
jobs. In addition, many practitioners struggle to get 
subject matter experts to differentiate acceptable 
performance from outstanding performance. Train-
ing interviewers to follow interview protocols and 
use the behavioral anchors provided can often also 
be challenging. The psychologist interview that is a 
part of many assessment programs requires consid-
erably more skill than following an interview proto-
col and using behavioral anchors.

Relative to tests and inventories that can be 
administered via paper-and-pencil forms or com-
puter software, interviews require the time of at least 
one interviewer and sometimes that of a panel. 
Often, the interviewer is a relatively high-level 
employee, for example, the manager of the position, 
peers of the position, or a professional psychologist. 
If the cost of training and calibration is factored into 
the equation, costs can go up precipitously. Conse-
quently, interviews can be relatively expensive to 
administer because of the cost of the interviewer.

Individual Assessment
Individual assessment usually measures a variety of 
KSAOs, including cognitive ability and personality 
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traits, through several methods such as tests, inven-
tories, 360-degree feedback, and interviews. The 
results are analyzed by an assessor who integrates 
the data and his or her understanding of the job 
requirements, provides an evaluation of the partici-
pant’s relevant skills, and sometimes makes a deci-
sion about a candidate’s fit to a position.

Research. The validity of the individual assess-
ment is largely contingent on the validity of the 
individual instruments that make up the assessment, 
although the assessor’s skill in integrating informa-
tion and identifying trends may be an important 
contributor to the validity of overall results or rec-
ommendations. A combination of valid instruments 
is assumed to result in a valid assessment program. 
However, as noted earlier, little validity evidence is 
available for many predictors for higher level leader-
ship roles because validity studies for these predic-
tors are rarely done.

In addition to the problems of validating scores 
from single instruments, the rules for integrating 
data across instruments may not be specified. Often, 
such rules are quite complex and are contingent on 
the level of the score or the patterns of information. 
Thus, overall evaluations or decisions may not be 
based on the same information that is evaluated in 
the same manner. Moreover, the debate about the 
merits of clinical and statistical combination of the 
data continues (Kuncel & Highhouse, 2011; Silzer 
& Jeanneret, 2011). Most of the existing research 
(e.g., Grove, Zald, Lebow, Snitz, & Nelson, 2000; 
Hazucha et al., 2011) has concluded that individual 
assessments are most predictive when data are com-
bined mechanically instead of judgmentally. When 
data are combined by the assessor, the assessor’s 
skill undoubtedly affects the accuracy of the final 
decision because the combination of test results is 
dependent on the assessor, who typically does not 
rely on formulaic rules for integrating data. Never-
theless, Korman (1968) and Prien, Schippmann, and 
Prien (2003) concluded that individual assessment 
has at least moderate validity. Recent meta-analytic 
work has investigated the relationship between indi-
vidual psychological assessment and job performance; 
Roller and Morris (as reported in Silzer & Jeanneret, 
2011) reported validity of .26. In contrast, Highhouse 

(2002) found little support for the validity of indi-
vidual assessment:

Very little research has been conducted 
on the efficacy of individual assessment 
practices, and the research base that does 
exist is vaguely described and outdated. 
As such, it is puzzling why individual 
assessment has not been subjected to sci-
entific investigation in the way that other 
selection practices have. (p. 391)

Implications for practice. Individual assessments 
take on the advantages and disadvantages of their 
component parts. To the extent that highly educated 
candidates for high-level jobs feel insulted by a cog-
nitive ability test or believe their privacy has been 
invaded by a personality inventory, the individual 
assessment process that incorporates those instru-
ments may engender the same reactions. Similarly, 
instruments with large group mean differences will 
continue to reflect those differences when they are 
part of an individual assessment program.

An interesting finding is that candidates seem to 
have more confidence in individual assessments 
when they are administered by an external psychol-
ogist than when the same or similar instrument is 
administered by the human resources representa-
tives in their organization. Perhaps participants are 
placing great faith in the external psychologist’s abil-
ity to combine disparate data into a whole picture of 
the individual. Although the use of an external con-
sultant can build confidence in the assessment, it 
will also add to its cost and occasionally limit the 
flexibility of scheduling of the assessment.

Individual assessments enjoy a great deal of pop-
ularity, especially in situations that involve a high-
level position and for which the stakes are high for 
both the participant and the organization. Some of 
that popularity likely stems from the need of both 
parties, the participant and the organization, to 
avoid making a catastrophic mistake. Another con-
tributor to the acceptability of individual assessment 
is the minimal upfront work that is required before 
the assessment. Often, common leadership compe-
tency requirements are assumed, and a brief conver-
sation about the organization’s culture, the role, and 
its special challenges is sufficient to give the assessor 
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an idea of the characteristics of a candidate who will 
be successful in the job.

Costs to develop an individual assessment can be 
substantial if a diligent approach to establishing the 
job requirements and a careful review of potential 
instruments are undertaken. Because these kinds of 
analyses are often reusable, costs for the develop-
ment of an individual assessment program are often 
amortized over multiple uses. Administration costs 
vary considerably depending on the types of instru-
ments used and the type of administrator required.

360-Degree Feedback
Multirater or 360-degree feedback instruments solicit 
information about an individual’s skills or perfor-
mance from a variety of sources, including his or her 
manager, direct reports, peers, and other stakehold-
ers and are sometimes used to evaluate leaders. A 
360-degree feedback instrument may be used alone 
or in combination with other methods for assessing 
individual capability or with performance data. A 
great deal of controversy exists regarding the appro-
priateness of using 360-degree feedback instruments 
for selection purposes. Concerns about the accuracy 
of the ratings of the target individual and those of the 
other raters as well as the legal defensibility of the 
ratings call into question the wisdom of their use.

Research. Another concern is the validity of mak-
ing inferences about future behavior on the basis of 
past performance in dissimilar positions. For exam-
ple, accurate ratings of a person in a managerial 
role that requires extensive interactions with direct 
reports may not be predictive of that individual’s 
ability to develop a strategy for building talent in the 
organization in a higher level, executive position. In 
other words, 360-degree feedback instruments tend 
to focus on the individual’s past behavior. Although 
past behavior often predicts future behavior, the 
past behavior must be related to the future behavior 
if the prediction is to be accurate, and a 360-degree 
feedback instrument that is focused on the require-
ments of one position level may not provide suffi-
cient information about what the person is capable 
of in the future in a higher level position.

The published research regarding the criterion-
related validity of 360-degree ratings has provided 

some evidence of their predictiveness. Halverson, 
Tonidandel, Barlow, and Dipboye (2005) found that 
ratings and self–other agreement predicted promo-
tion rate in the U.S. Air Force. Darr and Catano 
(2008) found that supervisor (.34) and peer (.23) 
ratings of senior managers predicted their perfor-
mance in a selection interview. Certainly, manager 
ratings can be expected to be predictive if for no 
other reason than most managers’ substantial roles 
in the promotion of their subordinates.

Implications for practice. Perhaps the greatest 
challenge to using multirater instruments is the 
administrative hassle of identifying raters and ensur-
ing their thoughtful attention. When 360-degree 
evaluations are deployed widely within one organi-
zation, individuals at the top of the hierarchy can 
find themselves with multiple questionnaires to 
complete.

In addition to getting the raters’ attention long 
enough to complete the form, the practitioner must 
also consider how best to obtain accurate ratings. As 
with all self-report instruments, the focal individual 
may intentionally or unintentionally distort his or 
her ratings. Despite promises of confidentiality and 
anonymity, other raters may worry that negative rat-
ings will have a direct or indirect effect on them and 
adjust their ratings accordingly. In extreme situa-
tions, some may even want to encourage particular 
decisions through positive ratings (e.g., promote an 
incompetent manager) or negative ratings (e.g., 
retain a good manager).

Assessment Centers
Assessment centers are designed almost exclusively 
for the evaluation of leadership talent. As with indi-
vidual assessment programs, they usually combine a 
number of techniques, although the defining charac-
teristics of the assessment center are the direct 
observation of performance in structured situations, 
ratings on multiple competencies established 
through job analysis by multiple observers, and sys-
tematic procedures for recording, integrating, and 
summarizing candidates’ behaviors.

Research. Previous research has converged on sim-
ilar values for criterion-related evidence of validity. 
In their review of meta-analytic studies, Schmidt and 
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Hunter (1998) reported the validity of the assess-
ment center to be .37 on the basis of the work of 
Gaugler, Rosenthal, Thornton, and Bentson (1987). 
Arthur, Day, McNelly, and Edens (2003) reported a 
validity of .36. Thornton and Rupp (2006) reported 
validity estimates for assessment center ratings 
and management success ranging from .31 to .42. 
However, all of the meta-analytic estimates have 
considerable variability, suggesting that assessment 
centers range considerably in predictive power.

One long-standing controversy regarding assess-
ment centers and their validity is the construct valid-
ity problem. Although most assessment centers use 
multiple measures to evaluate a behavioral dimen-
sion, convergent validity via multitrait–multimethod 
model is difficult to attain, and exercises appear to 
be the better predictors. Lance (2008) has argued 
that the behavior of participants in assessment cen-
ters is cross-situationally specific and the multitrait–
multimethod model is inappropriate because the 
exercise effects that are commonly found are the 
result of true cross-exercise differences. Thus, exer-
cise ratings rather than assessment center ratings or 
dimensions should be the predictor of interest. Yet, 
others (Connelly, Ones, Ramesh, & Goff, 2008; 
Howard, 2008; Rupp, Thornton, & Gibbons, 2008) 
have noted some cross-situational consistency and 
argued in favor of assessment center dimensions. 
Connelly et al. (2008) and Melchers and Konig 
(2008) have described the meta-analytic evidence 
supporting dimensions in assessment centers. In 
addition, Rupp et al. (2008) have pointed out that  
all human performance, including performance in 
assessment centers, is multidimensional. Undoubt-
edly, the ongoing controversy will stimulate further 
research on topics including effective ways to define 
dimensions, measure behavior in the assessment 
center, train assessors, and so forth.

Arthur et al. (2003) demonstrated that the vari-
ous dimensions used in assessment centers could be 
collapsed into seven dimensions (consideration–
awareness of others, communication, drive, influ-
encing others, organizing and planning, problem 
solving, stress tolerance) and provided evidence of 
the criterion-related validity of those dimensions for 
predicting job performance. Bowler and Woehr (2006) 
developed a research-based model of assessment 

center dimensions based on both dimension and 
exercise factors and demonstrated that exercise 
effects were, on average, 34% of variance in a single 
assessment center rating, whereas dimension vari-
ance constituted 22% of variance.

Assessment centers use multiple measures to 
provide an assessment of an individual’s competen-
cies. Consequently, assessment center results are 
likely to reflect the typical group differences of the 
individual procedures that compose it. Although 
group difference information is evaluated for various 
measures in other chapters, the group difference lit-
erature for assessment centers is reviewed here.

In their meta-analytic work, Dean, Roth, and 
Bobko (2008) found Black–White differences of .52 
and Hispanic–White differences of .28. Other 
researchers have noted that subgroup differences 
based on race in assessment center ratings appear to 
be associated with cognitively loaded exercises 
(Hough et al., 2001). When ratings are based on 
exercises that are cognitively loaded, group mean 
differences based on race are commonly found 
(Goldstein, Yusko, Braverman, Smith, & Chung, 
1998). African Americans score lower than Whites. 
For example, African Americans and Whites scored 
approximately the same on a subordinate meeting 
assessment, whereas Whites scored higher than Afri-
can Americans on other assessment exercises. The 
group discussion and project presentation exercises 
had about .25 standard deviation difference. The 
African American–White d values varied from −0.35 
to −0.40 for the in-basket, in-basket coaching, proj-
ect discussion, and team presentation exercises. The 
African American–White d value for the overall 
assessment center score was −0.40. Bobrow and 
Leonards (1997) noted that when ratings are based 
on exercises that are more focused on interpersonal 
skills, no differences between Whites and minorities 
were typically found.

Comparisons of men’s and women’s performance 
in assessment centers has produced inconsistent 
results in the literature. Several studies found no sig-
nificant differences in promotion ratios and middle-
management potential (Alexander, Buck, & 
McCarthy, 1975; Moses, 1973; Ritchie & Moses, 
1983). L. R. Anderson and Thacker (1985) found no 
differences in the overall assessment rating, but 
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Walsh, Weinberg, and Fairfield (1987); Bobrow and 
Leonards (1997), and Dean et al. (2008) found 
women received higher ratings on the overall assess-
ment rating. At more specific rating levels, a varying 
pattern has also emerged. Shore (1992) found differ-
ences favoring women on performance-style skills; 
Schmitt (1993) found performance differences 
favoring women on all dimensions; Shore, Tash-
chian, and Adams (1997) concluded that there were 
no significant differences between the men’s and 
women’s scores on role-play exercises. More 
recently, N. Anderson, Lievens, van Dam, and Born 
(2006) found that women were rated higher on con-
structs related to interpersonally oriented leadership 
styles (i.e., oral communication and interaction) and 
drive and determination.

Implications for practice. As with other 
approaches to assessing leaders, assessment centers 
have both advantages and disadvantages. From the 
perspective of many, the primary advantage of this 
approach is its realism. In well-developed assessment 
centers, the tasks, exercises, and role plays assigned 
to the assessee are obviously related to the leader-
ship role for which he or she is being assessed. This 
realism tends to affect candidate reactions positively 
and lead participants to accept readily the develop-
mental suggestions based on the assessment results. 
At the same time, that realism is the source of the 
major disadvantage, the cost of developing and 
administering the assessment center. The develop-
ment of appropriate simulations is time consuming, 
and administration can require role players as well as 
multiple assessors and adequate physical facilities.

The costs relative to the benefits is an important 
issue practitioners must face when considering 
assessment centers. Given the high costs of assess-
ment centers, many practitioners have questioned 
their value. However, several researchers have found 
incremental validity in predicting job performance 
beyond measures of cognitive ability or personality. 
Goldstein et al. (1998) found incremental validity 
over and above measures of cognitive ability. Using 
meta-analysis, Meriac, Hoffman, Woehr, and 
Fleisher (2008) demonstrated that Arthur et al.’s 
(2003) seven dimensions accounted for variance  
in job performance beyond that accounted for by 

cognitive ability and personality variables. Looking 
at executive managers (candidates for manager of a 
German police department), Krause, Kersting, 
Heggestad, and Thornton (2006) also found incre-
mental validity over measures of cognitive ability 
alone. Other intangible benefits have also been 
noted relative to the participant’s perceptions of the 
validity of the results and the likelihood that he or 
she will act on those results in developmental 
assessment centers.

When using the assessment center method for 
leadership assessment, the practitioner must care-
fully consider the assessment center characteristics. 
Thornton and Krause (2009) found distinct differ-
ences between assessment centers used for selection 
and development. For example, assessment centers 
used for selection tended to emphasize intellectual 
and problem-solving skills, and those used for 
development focused more on interpersonal and 
intrapersonal skills.

The extent to which the use of assessment center 
results for selection purposes will limit the diversity 
of the candidate pool appears to depend heavily on 
the type of exercises included and the dimensions 
that are measured.

Measures of Fit
Fit can be defined in terms of congruence between 
the leader and others, and the degree to which an 
individual fits with his or her organization, team, or 
job is often an important element in the selection of 
leaders, particularly at the higher levels. Fit can also 
be defined in terms of a match between the needs of 
the organization and the capabilities of the leader. 
For example, when the situation calls for a focus on 
accomplishing work, a leader who is task oriented 
would be hypothesized to be more successful than 
one who is relationship oriented.

Research. Research has indicated that fit measures 
have some validity. Posner, Kouzes, and Schmidt 
(1985) found that congruence on values between 
managers and their organization was positively 
related to the managers’ success and intention to 
remain in the organization. Weiss (1978) found that 
congruence on values between supervisors and their 
subordinates predicted the subordinates’ ratings of 



Assessment of Leadership

473

the supervisors’ competence and success. Fleenor, 
McCauley, and Brutus (1996) investigated the rela-
tionship between agreement in self- and subordinate 
ratings and leader effectiveness. When level of perfor-
mance was controlled for, the groups showed no dif-
ferences between them defined by level of agreement.

Implications for practice. One of the major draw-
backs to evaluating an individual for fit with a team, 
a culture, or a particular challenge is the likeli-
hood that things will change. In a rapidly changing 
world, few organizations face the same demands 
year after year. Thus, one of the drawbacks to select-
ing a leader who matches the situation at a par-
ticular point in time is that the situation may well 
change. The work of Pulakos, Arad, Donovan, and 
Plamandon (2000) has suggested that those who are 
most adaptable are most likely to succeed in leader-
ship roles. Ensuring the fit of a leader may also be 
counterproductive if the leader is not able to adapt 
when radical change is required. Some evidence 
has also suggested that close fit may limit creativity 
and consideration of alternative approaches to dif-
ficult problems and that complementary skills may 
be result in better solutions to problems. A related 
question is whether the existing management team 
or culture should be the basis for fit or new ideas 
and fresh approaches would be useful.

Another problem with using measures of fit is the 
difficulty of defining what characteristics of entities 
such as an organization or a team or even the culture 
are relevant and then determining what characteris-
tics of the individual leader are needed to meet those 
demands successfully. Extensive research may be 
necessary to determine the relevant variables to be 
measured, and the practitioner risks obtaining the 
results just as the requirements change.

SUMMARY

When developing leadership assessments, practitio-
ners have a variety of options from which to choose, 
each with its advantages and disadvantages relative 
to the purpose for which it will be used. Regardless 
of the tools chosen to evaluate the capabilities of 
leaders and candidates for leadership roles, effective 
leadership assessment requires a multistep process. 

First, the psychologist must understand the pur-
poses of the assessment and the likely population of 
people with whom it will be used. Second, the com-
petency and KSAO requirements of the leadership 
positions for which the assessment will be used 
must be fully understood. Third, assessment tools 
that are appropriately aligned with the constructs to 
be measured and the purpose of the assessment 
must be identified or developed. In addition, the 
tools must take into consideration the population 
with which they will be used as well as the setting in 
which the assessment will be administered. Fourth, 
the psychologist should ensure there is a rationale 
for the use and interpretations of the assessment 
procedures. When an assessment program cannot be 
validated using typical strategies, alternative valida-
tion procedures should be considered (see McPhail, 
2007). Fifth, implementation should be carefully 
considered to ensure fair treatment of participants 
that is consistent with the purpose of the assess-
ment. Finally, the psychologist responsible for the 
assessment program must monitor and evaluate it to 
ensure its usefulness for the stated purposes.
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undErSTAndInG And ImProvInG 
EmPloyEE SElECTIon InTErvIEwS

Robert L. Dipboye and Stefanie K. Johnson

Among the most important applications of psycho-
logical assessment is the selection of employees for 
jobs. Most of the attention in the employee selection 
research has been on the tests and inventories 
designed to measure the knowledge, skills, abilities, 
and other characteristics (KSAOs) required for a 
given job. This research has led to sophisticated 
assessment tools with the potential to contribute 
substantially to selection decisions (Schmidt & 
Hunter, 1998). What has been largely ignored, how-
ever, is the social process in which these instru-
ments are embedded. Not only is the face-to-face 
interview the most popular approach to assessing 
candidates for employment (e.g., Furnham, 2008; 
Harris, Dworkin, & Park, 1990), but it is also at the 
core of the social and decision-making processes 
through which employees are assessed, screened, 
and selected in many organizations. For example, it 
is not uncommon for the scores on other selection 
instruments, such as mental ability tests (see Chap-
ter 24, this volume), personality inventories (see 
Chapter 28, this volume), and biographical data (see 
Chapter 25, this volume), to be made available to 
interviewers, who then use them as basis for their 
questions and incorporate them into their final eval-
uations. In these situations, tests and other objective 
assessment tools influence the lens through which 
interviewers perceive candidates, ultimately influ-
encing interviewer judgments.

In this chapter, we review the research on inter-
viewing as used to assess applicants for employ-
ment. We start by examining the evaluation of how 

interviewer judgments perform as a tool of assess-
ment in employee selection. Next, we examine the 
interview as a multiphase process that starts with 
the interviewer’s and applicant’s first encounter in 
the previewing of paper credentials and in the first 
few minutes of the interview, which we call the pre-
interview phase. Then, we discuss the details of what 
occurs during the interview itself, during which the 
interviewer gathers and processes information 
about the applicant, which we call the interview 
phase. The third and last interview phase involves 
the final judgment of the applicant’s qualifications, 
which we call the postinterview phase. We review 
the research related to each of these three phases of 
the interview (preinterview, interview, postinter-
view) and the alternative processes that can be used 
to describe the linkages between prior impressions 
and the subsequent gathering and processing of 
information. We conclude with some suggestions 
for improving the psychometric quality of inter-
viewer assessments.

EVALUATING STRUCTURED SELECTION 
INTERVIEWS

Over the past century, a considerable amount of 
research has been conducted to evaluate how well 
the interview performs as a tool for assessing job 
applicants. The meta-analyses of these research find-
ings have focused on validity and reliability and 
have clearly shown that interviewer judgments can 
be of great value in the selection process.
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Criterion-Related Validity and  
Reliability of Structured Interviews
How well interviewer judgments perform in select-
ing employees depends on the structure of the pro-
cedures used by the interviewer. Differences have 
occurred in how researchers have defined interview 
structure (Campion, Palmer, & Campion, 1997; 
Chapman & Zweig, 2005; Conway, Jako, & Good-
man, 1995; Dipboye, Wooten, & Halverson, 2004; 
Huffcutt & Arthur, 1994). However, the consensus 
seems to be that at a minimum a structured inter-
view is characterized by the use of (a) the same 
questions with all applicants, (b) job-related ques-
tions, and (c) a scoring protocol and numerical rat-
ing scales for evaluating applicant responses to these 
questions. At the other extreme, interviewers using 
unstructured procedures can ask whatever questions 
they deem important, in whatever order they want 
to ask them. The purpose is usually to get a sense of 
who the applicant is as a total person. If rating scales 
are used in unstructured interviews, they tend to be 
focused on global evaluations of the applicant rather 
than on specific, job-related dimensions.

Meta-analyses of interviewer judgments of appli-
cants have consistently shown that structured inter-
views yield validities and reliabilities that can rival 
the levels demonstrated for mental ability tests, 
work samples, and scored biographical inventories 
(Schmidt & Zimmerman, 2004), with highly struc-
tured interviews boasting average validities of .56 
(Campion, Pursell, & Brown, 1988). The corrected 
criterion-related validities of structured interviews 
reported in meta-analyses have ranged from .44 
(McDaniel, Whetzel, Schmidt, & Maurer, 1994) to 
.63 (Wiesner & Cronshaw, 1988).

Structured interviews also appear to be highly 
reliable. Compared with unstructured interviews, 
which have reliabilities in the .60s, meta-analyses 
have revealed that structured interviews have reli-
abilities in the .80s (McDaniel et al., 1994; 
Wiesner & Cronshaw, 1988). Conway et al. 
(1995) found that reliabilities were higher when 
panel interviews were used (.77) than when stan-
dard one-on-one interviews were used (.53). How-
ever, their moderator analyses showed that each of 
these estimates was stronger when the interview 
was structured.

Legal Advantages of Selection Interviews
In addition to achieving higher validities and reli-
abilities than unstructured interviews, structured 
interviews also appear to provide possible legal 
advantages. Equal Employment Opportunity Com-
mission (1978) guidelines require that all selection 
devices, including interviews, do not unfairly dis-
criminate against applicants on the basis of race, 
sex, color, religion, national origin, disability, preg-
nancy, or age older than 40. Race can never be used 
as a fundamental requirement of the job and, except 
for rare situations, neither can the other characteris-
tics. The only exception is if they can be shown to 
be fundamental requirements of the job or bona fide 
occupational qualifications. Under the legal princi-
ple of disparate impact, if a selection device resulted 
in a statistical disparity (consistent with the four-
fifths rule) against applicants from a group pro-
tected under the law, the organization would need 
to demonstrate that the selection device is valid or 
of business necessity. The research evaluating 
adverse impact in the interview is mixed with some 
research showing small or no mean differences 
between Whites and racial minorities (Sackett & 
Ellingson, 1997) and other research showing sub-
stantial mean differences (Roth, Van Iddekinge, 
Huffcutt, Eidson, & Bobko, 2002). The studies 
examining bias in prediction for structured inter-
views are too few to provide a strong basis for a 
conclusion (cf. Campion et al., 1988; Pulakos & 
Schmitt, 1995). The research that exists has shown 
that structured interviews are equally valid across 
subgroups. For instance, Pulakos and Schmitt 
(1995) found that an experience-based structured 
interview was equally valid for White, Black, His-
panic, male, and female subgroups. Campion et al. 
(1988) found some intercept differences for race on 
a structured interview but no differences in slope 
for either race or sex. Even if there is adverse 
impact, the interview structure was consistent with 
the hiring guidelines set down in case law and in 
the Equal Employment Opportunity Commission 
guidelines. Consequently, structured interviews can 
provide the basis for a stronger legal defense in the 
event of a discrimination suit than can unstructured 
interviews (Williamson, Campion, Malos, Roehling, 
& Campion, 1997).
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Unresolved Issues
Despite the evidence favoring structured over less 
structured interviews, several crucial issues remain 
unresolved. One of these is whether structured 
interviews provide incremental validity over other 
selection devices. The findings are mixed as to 
whether a face-to-face structured interview adds to 
the prediction of job performance above what can be 
achieved with cognitive ability and personality tests 
(Cortina, Goldstein, Payne, Davison, & Gilliland, 
2000; Walters, Miller, & Ree, 1993) or with a writ-
ten version of the structured interview administered 
as a test (Whetzel, Baranowski, Petro, Curtin, & 
Fisher, 2003). Another unresolved issue is what 
accounts for the individual differences among inter-
viewers in the validity of their judgments. Substan-
tial variations have been found among interviewers 
in terms of the validity of their interview judgments 
(Van Iddekinge, Sager, Burnfield, & Heffner, 2006). 
The research that would identify the source of these 
individual differences has yet to be conducted.

The construct validity of structured interviews 
also remains uncertain. In terms of discriminant 
validity, there is little evidence that interviewers dif-
ferentiate in their ratings among the various con-
structs that are intended to constitute the 
dimensions of the rating scale (Darr & Catano, 
2008; Dipboye, 1992). In terms of convergent valid-
ity, it is unclear what constructs are actually mea-
sured by structured interviews. For instance, 
interviews do not appear to correlate highly with 
personality attributes as measured by self-report 
inventories (Roth, Van Iddekinge, Huffcutt, Eidson, 
& Schmit, 2005) and are only weakly related to 
scores on cognitive ability tests (Berry, Sackett, & 
Landers, 2007; Huffcut, Roth, & McDaniel, 1996; 
Salgado & Moscoso, 2002). Perhaps the most 
important remaining issue is that the existing 
knowledge base does not allow an identification of 
the relative importance of the elements of interview 
structure. In the meta-analyses of interview validity, 
each of the elements of interview structure (e.g., 
nature of questions) is inevitably confounded with 
other factors (e.g., rating scales used, training of 
interviewers). Research is needed that validates the 
separate components of structure and provides guid-
ance to practitioners on how to assemble interview 

procedures that attain the highest validity at the 
lowest cost while remaining legal and fair.

SOCIAL PROCESS PERSPECTIVE ON  
THE SELECTION INTERVIEW

So far we have discussed the psychometric evalua-
tions of interviewer judgments as though the inter-
view were just another test or inventory. Although 
the interview can be evaluated on this basis, and 
previous validation research has yielded important 
insights, interviews are unique in several respects 
when compared with other selection instruments. 
For one, the interview is not limited to any particu-
lar set of constructs. Mental ability, personality, 
motivation, work-related knowledge and skills, and 
a variety of other constructs can become the focus of 
an interview and can be measured on the basis of 
interviewer questions. Even when the constructs 
measured in a selection interview are well defined 
and held constant, one cannot have the same degree 
of confidence that there is equivalency across situa-
tions as one can with a mental ability test or person-
ality inventory because all judgments are subject to 
the interviewer’s biases and processing limitations 
(Dipboye, 1992). Second, even the most structured 
interview formats provide an opportunity for devia-
tions from what was intended in the procedures 
(Latham & Saari, 1984). These deviations are not as 
likely with paper-and-pencil selection instruments. 
For instance, it is highly unlikely that new questions 
will be inserted or existing questions deleted across 
administrations of a mental ability test or a personal-
ity inventory. Third, the measurement instrument in 
the interview is the individual interviewer, who is 
subject to all the limitations and frailties so often 
documented in the research on decision making and 
judgment. Moreover, the interviewer is typically 
tasked with not only assessing the applicant but also 
recruiting and providing information. The quality of 
assessments is likely influenced by how well inter-
viewers can balance these sometimes competing 
objectives.

Above all, the interview is not just a score repre-
senting a final judgment by the interviewer. It is  
also a social interaction (Dipboye, 1982, 1992;  
Herriot, 2002). Interviews, by definition, consist of a 
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communication between a representative of the 
employer and the individual who seeks employ-
ment. This communication contains verbal and non-
verbal acts on the part of both interviewer and 
applicant. Moreover, the interview is a dyadic inter-
action in which there is reciprocal influence. Even 
in a structured interview, in which there is an 
attempt to constrain the interaction, interviewers 
can convey nonverbal and paralinguistic behaviors 
that affect applicants. Likewise, applicant behavior 
can trigger interviewer responses. In its most idio-
syncratic form, the interview is defined by the 
unique pairing of interviewer and applicant.

The uniqueness of the interview as an assessment 
tool requires that psychologists move beyond the 
examination of the reliability and validity of the final 
judgment. What is needed is an understanding of 
social process in the interview and the relationships 
between this process and the quality of the inter-
viewer’s assessments of the applicant (Dipboye, 
1992). Thus, in the remainder of this chapter, we 
explore the research on the selection interview per-
tinent to three phases of this social process, depicted 
in Figure 27.1, and then theorize about the potential 
linkages between the process and the final psycho-
metric outcomes of the interview.

First Phase: Encounter With Applicant 
Before and Early in the Interview
The interview process begins before the actual face-
to-face conversation between interviewer and appli-
cant. Interviewers have expectations of applicants 
based on the applicant pool and other information 
available to them before the session. The first 
encounter with the specific applicant is usually in a 
preview of paper credentials about the applicant 
such as unscored applications; scores on personal-
ity, ability, and knowledge tests; transcripts; refer-
ences; the applicant’s cover letter; and, in some 

cases, a portfolio containing examples of the appli-
cant’s prior work. Indeed, interviewers’ preinterview 
evaluations of applicants are affected by paper cre-
dentials (Arnulf, Tegner, & Larssen, 2010; Brown & 
Campion, 1994; Cable & Gilovich, 1998; Cole, 
Feild, Giles, & Harris, 2004; Cole, Rubin, Feild, & 
Giles, 2007; Dalessio & Silverhart, 1994; Wade & 
Kinicki, 1997). Moreover, preinterview impressions 
are related to postinterview impressions at a 
level that is substantial and of potential practical 
importance. For example, Macan and Dipboye 
(1990) reviewed the research and reported a 
 correlation of .35.

The information available to interviewers in the 
preinterview phase can result in valid predictions of 
performance. Schmidt and Hunter (1998) reported 
validities, corrected for unreliability in the criterion 
and range restriction on the predictor, of .51 for 
mental ability, .35 for scored biographical invento-
ries, .26 for quantitative reference checks, .18 for 
years of job experience, .13 for training and experi-
ence ratings, and .11 for academic achievement. If 
interviewers fully use each of these items of infor-
mation and optimally combine them in their prein-
terview and postinterview judgments, one could 
expect that the preview of credentials would lead to 
judgments that provide valid predictions of future 
performance. Of course, the clinical judgment 
research has suggested that interviewers will fail to 
achieve the validities that could be obtained with 
mechanical combinations of the information they 
gather before and during the interview (Dawes, 
Faust, & Meehl, 1989).

The initial encounter between the interviewer 
and applicant provides an additional source of infor-
mation. Interviewers form impressions on the basis 
of appearance as well as the applicant’s verbal and 
nonverbal behaviors during the introductions that 
occur at the beginning of the interview. Likewise, 

Preinterview Interview Postinterview

First Impressions
from Data  
Previews and 
Early Encounters 

Gathering and
Processing of 
Information in 
the Interview 

Final Interviewer
Judgments of 
Applicant’s Fit 
to Position 

FIGURE 27.1. Three phases of the selection interview process.
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research has suggested that the applicant’s hand-
shake can influence initial interview impressions 
(Stewart, Dustin, Barrick, & Darnold, 2008). Yet 
even before the handshake, interviewers are already 
forming impressions of job applicants on the basis of 
such factors as scent (Baron, 1983). In just seconds, 
individuals form judgments about others on the 
basis of their appearance and nonverbal behavior. 
Ambady and Rosenthal (1993) found that individu-
als’ initial judgments of faculty on the basis of thin 
slices of nonverbal behavior as brief as 6, 15, and 30 
seconds predicted future teaching ratings. Nonver-
bal behavior and physical appearance have been 
linked to judgments of applicants in both laboratory 
and field research (Barrick, Shaffer, & DeGrassi, 
2009). That individuals form impressions so quickly 
is problematic given that early impressions can have 
a powerful effect on later judgments but show lim-
ited validity as predictors of later job performance 
(Barrick et al., 2009; Borman, 1982).

Social Interaction Between Interviewer 
and Applicant
In determining whether people obtain the work they 
desire, and in setting the stage for how their careers 
unfold, interviews are among the more important 
events in people’s work life. Yet, the conversation 
that takes place between interviewer and applicant  
is typically a short encounter between strangers  
that is far removed from what people often consider 
an important relationship, such as friendships, 
romantic affairs, or cohesive work groups. Wish, 
Deutsch, and Kaplan (1976) identified four dimen-
sions on the basis of similarity ratings of various 
types of interpersonal relationships: equal–unequal, 
competitive–cooperative, socioemotional–task ori-
ented and formal, and superficial–intense. “Inter-
viewer and job applicant” was located in this 
four-dimensional space at a point characterized by 
unequal and task-oriented relationships and was 
somewhat competitive and superficial in nature. The 
relationships that came closest to occupying the same 
point in this four-dimensional space were “master 
and servant” and “supervisor and employee.”

What happens in the interview? The few studies 
that have attempted to account for the interactions 

between interviewer and applicant have provided a 
description that fits the Wish et al. (1976) profile  
(C. Anderson, 1960; Chapman & Zweig, 2005; 
Daniels & Otis, 1950; Silvester & Anderson, 2003; 
Stevens, 1998; Tengler & Jablin, 1983; Tullar, 1989). 
The typical interview is relatively short, lasting 30 
minutes to an hour at most. During this time, the 
interviewer asks about 20 to 30 questions, approxi-
mately half of which are open-ended. Consistent 
with the expectation that the interviewer is in 
charge, when interviewers spend more time talk-
ing and less time asking questions, they tend to rate 
applicants more favorably and are more likely to 
recommend hiring than when they spend less time 
talking. The total utterances on the part of the inter-
viewer and applicant are approximately equal, but a 
very small proportion of the interview session is typi-
cally devoted to questioning by the applicant. There 
is even some indication that applicants who ask 
questions, particularly about the interview process, 
are not perceived favorably (Babbitt & Jablin, 1985). 
Applicants who are most favorably perceived comple-
ment the behavior of the interviewer. They respond to 
dominance and structuring by the interviewer with 
submission and low structuring (Tullar, 1989).

Questioning by the interviewer. In terms of 
structure, one can distinguish between open-ended 
questions and closed-ended questions and between 
primary questions that begin the discussion of a 
topic and secondary questions that follow up on 
or attempt to flesh out responses to primary ques-
tions. As far as the content of the question, there is 
no limit to the topics that could be the focus of an 
interview question. Among the most frequent top-
ics for questions in employment interviews are bio-
graphical information and job knowledge and skills. 
Less frequently assessed topics relate to values, opin-
ions, and personality, which may be quite relevant 
if the objective is to assess person–organization fit 
(Kristof-Brown, 2000; Van Iddekinge, Raymark, & 
Roth, 2005).

Two types of questions that are part of structured 
interviewing formats are the situational- and the 
behavior-description question. Critical incident 
methodology is used in the development of both 
types of questions. This methodology involves the 
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generation of a particularly positive or negative 
event that occurred in the workplace (see Lance & 
Wilson, 1997, for a review of the technique). Incum-
bents, supervisors, and other subject matter experts 
relate actual cases of successful and unsuccessful 
performance in the job, and these incidents provide 
the basis for identifying criterion dimensions and 
the specific questions that are asked. Situational 
questions consist of hypothetical situations, derived 
from the critical incident analysis, that ask what 
applicants would do if they confronted the situation. 
For instance, if it were important to be able to work 
under time pressure on several tasks at the same 
time, one might pose a hypothetical situation 
involving competing demands and pressures to meet 
deadlines. The situation would typically be phrased 
to resemble the types of pressures and work 
demands faced in the position for which the appli-
cant is being interviewed.

In behavioral description questions, applicants 
are asked to describe what they did do in various 
types of situations in the past. For instance, if the 
ability to plan and organize work under a heavy 
workload were an important factor to consider, 
recent graduates with little work experience might 
be asked, “What did you do when you were a stu-
dent when you were faced with several assignments 
all due at the same time?” The most comprehensive 
meta-analysis conducted comparing these two types 
of questions concluded that behavioral description 
interview questions were somewhat superior to situ-
ational questions (Taylor & Small, 2002). However, 
a variety of other factors confound the comparisons 
of these two types of questions, and both remain 
viable alternatives. For example, situational inter-
views might be more useful for applicants who have 
no prior work experience and, therefore, would be 
unable to answer a behavioral description question.

Impression management by the applicant. Much 
of the social interaction that takes place during the 
interview session can be described as impression 
management by the applicant, which can be defined 
as attempts of the applicant to convey a desired 
image and convince the interviewer that this is an 
accurate description of his or her characteristics 
(e.g., Ellis, West, Ryan, & DeShon, 2002; Peeters & 

Lievens, 2006; Van Iddekinge, McFarland, & 
Raymark, 2007). A common distinction is between 
assertive impression management tactics that are 
oriented to conveying a positive image and defen-
sive tactics that are aimed at defending against 
and preventing negative impressions. Assertive 
tactics are the most common type of impression 
management in selection interviews. Of the asser-
tive tactics, self-promotion is the most frequently 
used (Stevens & Kristof, 1995). Here, the applicant 
attempts to enhance the impression that is con-
veyed to the interviewer through the use of explicit 
self-descriptions, claiming responsibility for past 
positive events, embellishing the importance of the 
positive events for which they claim responsibil-
ity, and telling stories of overcoming difficulties to 
achieve success. One implication is that the appli-
cant’s statements and behavior in interviews are per-
formances, not merely responses to be taken at face 
value. It should come as no surprise that applicants 
attempt to make a good impression. The extent to 
which self-promotion damages the validity of inter-
viewer judgments is debatable and in need of further 
research. One view is that any impression manage-
ment is tantamount to lying to be ferreted out by 
the interviewer (Levashina & Campion, 2007). 
We agree with the more benign view of applicant 
impression management as a natural occurrence that 
can occur as outright lies but more frequently occurs 
as the applicant’s attempts to negotiate between 
telling the truth while still conveying a positive 
impression (Marcus, 2009). From this perspective, 
impression management can be a legitimate and 
natural behavior that does not necessarily have an 
adverse effect on criterion-related validity.

The good interview script. Both interviewer and 
applicant appear to have cognitive scripts for how 
the interview will unfold (Stevens, 1998), and inter-
views are perceived as having gone well or not well 
on the basis of how well the session conforms to 
this script. The typical interviewing advice fits this 
script of the good interview. Interviewers are advised 
to put applicants at ease and to provide verbal and 
nonverbal reinforcement for the applicant’s disclo-
sure of information relevant to evaluating competen-
cies and to maintain objectivity and avoid leading  
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questions (Janz, Hellervik, & Gilmore, 1986). 
Consistent with this advice, applicants respond 
more positively to interviewers who conduct the 
interview session in a manner that conveys that they 
are warm and friendly, knowledgeable about the 
job, and competent (Chapman, Uggerslev, Carroll, 
Piasentin, & Jones, 2005; Derous, 2007; Schreurs 
et al., 2005). Likewise, interviewers evaluate the 
sessions they have conducted as having gone well 
to the extent that they established rapport with the 
applicant (Chapman & Zweig, 2005).

The research on rapport has shown that an inter-
action that goes well is marked by accommodation 
on the dominance–submission dimension and con-
vergence on the warmth–affection dimension (Mar-
key, Funder, & Ozer, 2003; Sadler, Ethier, Gunn, 
Duong, & Woody, 2009). Generalizing from this 
research to the interview, we would hypothesize that 
when the interview goes well, a complementarity 
occurs in which one party tends to respond with 
dominance to the other’s submission and with sub-
mission to the other’s dominance, rather than match-
ing dominance with dominance and submission with 
submission (Tullar, 1989). We would also hypothe-
size that a matching of nonverbal and verbal behav-
ior occurs in which interviewer and applicant imitate 
the other’s actions (Matarazzo & Wiens, 1972).

It would appear from this research that the good 
interview is one in which the interviewer and appli-
cant are in synch. One consequence that has been 
demonstrated in other types of social interactions 
and may well apply to the selection interview is  
emotional contagion, which is the unconscious trans-
fer of emotions between people that occurs when 
individuals mimic and synchronize the facial expres-
sions, vocalizations, and movements of others 
(Hatfield, Cacioppo, & Rapson, 1992). When one 
imitates these nonverbal and paralinguistic behav-
iors, a process called motor mimicry (Chartrand & 
Bargh, 1999), the individual will begin to experience 
the emotion that he or she is mimicking. Indeed, 
simply exhibiting a facial expression can elicit the 
corresponding emotion in an individual (Howard & 
Gengler, 2001; Larsen & Kasimatis, 1990).

The power of emotional contagion rests in its 
automaticity and unconscious nature (Johnson & 
Johnson, 2009). For example, emotional contagion 

can occur within a 2-minute silent interaction 
(Friedman & Riggio, 1981) and can occur without 
individuals even recognizing the change in their 
emotions (Neumann & Strack, 2000), making it dif-
ficult to avoid the contagion process. Although this 
effect has moderators, such as the emotion sender’s 
expressiveness (e.g., Sullins, 1991) and the receiv-
er’s susceptibility to emotional contagion (e.g., 
Johnson, 2008), it appears that this effect is widely 
pervasive. Although emotional contagion has not 
been examined in the selection interview, we expect 
that emotional contagion is likely to occur in inter-
view contexts and, depending on the positivity of 
the emotions conveyed, determines whether the ses-
sion is perceived as having gone well or not.

It is possible that a job applicant who expresses 
positive emotion could cause the interviewer to 
catch those positive emotions. Likewise, an inter-
viewer who is expressing negative emotions might 
spread those emotions to the job applicant. This 
direction of emotional contagion (from interviewer 
to applicant) is more likely to occur given that peo-
ple of higher status are more likely to send their 
emotions to people of lower status than the other 
way around (e.g., Polansky, Lippitt, & Redl, 1950). 
More important, as demonstrated in other domains, 
the resulting emotions have the possibility to affect 
the applicant’s (or interviewer’s) attitudes or perfor-
mance (e.g., Johnson, 2008, 2009). More specifi-
cally, the resulting emotions could enhance an 
interviewer’s perceptions of an applicant’s employ-
ment suitability or interview performance just as it 
could affect the applicant’s impressions of the inter-
viewer or the organization.

In conclusion, interviewers and applicants 
appear to react positively to their time together to 
the extent that the sessions are characterized by rap-
port and positive emotions (Chapman & Zweig, 
2005; Chapman et al., 2005; Derous, 2007; Schreurs 
et al., 2005). Structuring the interview process may 
prevent such rapport and lead to slippage in the 
implementation of these procedures (Dipboye, 
1994). The strong desire for face-to-face contact 
may also account for the negative reactions to video-
conferencing that have been found. For example, 
applicants perceive interviewers as less friendly in 
videoconference interviews than in face-to-face 
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interviews or phone interviews (Straus, Miles, & 
Levesque, 2001). Likewise, compared with video-
conference or phone interviews, applicants perceive 
face-to-face interviews as fairer and report greater 
intentions of accepting a job offer (Chapman, 
Uggerslev, & Webster, 2003). Litigation intentions 
are also lower in face-to-face interviews than in vid-
eoconference or telephone interviews (Bauer, Trux-
illo, Paronto, Weekley, & Campion, 2004).

INTERVIEWER’S POSTINTERVIEW 
JUDGMENTS OF APPLICANT

Before, during, and after the interview, the inter-
viewer forms an impression of the applicant’s fit to 
the position, culminating in a final judgment of 
whether the applicant should be hired.

Dual process theories depict the information pro-
cessing in situations such as selection interviews as 
shifting between the categorical and the individuat-
ing and the conscious and the unconscious (Fiske, 
Lin, & Neuberg, 1999). Thus, the first reaction 
might be an unconscious and automatic categoriza-
tion of the applicant. If information is found that 
contradicts the initial impression, the interviewer 
might rely on a subtype. For example, the inter-
viewer might go from categorizing an applicant as a 
typical woman to subtyping her as typical profes-
sional woman. To the extent that information con-
tradicts a type or subtype, the interviewer will shift 
to a deliberate, conscious, and piecemeal gathering 
and integration of information. A large amount of 
research has addressed how various factors influ-
ence the processing of information from the inter-
view and the postinterview judgments of applicant 
fit that we review next.

Applicant Qualifications and Style
Research on the effect of applicants’ objective qual-
ifications on interviewers’ postinterview judgments 
has shown the importance of objective information 
such as grades, work experience, test scores, and 
biodata (Graves & Powell, 1988; Huffcutt, Roth, & 
McDaniel, 1996; Singer & Bruhns, 1991). How-
ever, the applicant’s self-presentation style appears 
to be as important as the objective qualifications. 
More positive evaluations are given to applicants 

who act verbally and nonverbally in a manner that 
conveys enthusiasm, interest in the job, self-confi-
dence, and positivity (N. Anderson, 1991; N. 
Anderson & Shackleton, 1990; Einhorn, 1981). 
Interviewers evaluate applicants more positively to 
the extent that they convey high immediacy of 
nonverbal behavior in the form of smiling, eye 
contact, and forward lean in body orientation (Bar-
rick et al., 2009; Levine & Feldman, 2002); vocal 
attractiveness and fluency (DeGroot & Kluemper, 
2007); physical attractiveness (Barrick et al., 2009; 
Hosoda, Stone-Romero, & Coats, 2003); and asser-
tive impression management tactics (Barrick et al., 
2009). Interviewers also give more positive evalua-
tions to applicants who speak with grammatically 
correct English and standard dialect and avoid 
paralinguistic behaviors such “you know,” “uh,” 
and “um” (Hollandsworth, Kazelskis, Stevens, &  
Dressel, 1979; Russell, Perkins, & Grinnell, 2008).

Although often considered to constitute an 
irrelevant basis for evaluating applicants, some 
recent research has suggested that interviewers can 
infer from nonverbal behavior personality traits 
that are meaningfully related to job performance 
(DeGroot & Gooty, 2009). Also, a modest correla-
tion has been found between observer ratings of 
paralinguistic and nonverbal interview and job 
performance (Motowidlo & Burnett, 1995). 
Despite these individual studies, the findings from 
a meta-analysis have suggested that applicant non-
verbal behavior, appearance, and impression man-
agement are unrelated to job performance (Barrick 
et al., 2009).

Applicant Appearance, Demographic 
Characteristics, and Sexual Orientation
With the passage of civil rights legislation, it is ille-
gal in most cases to base evaluations on applicant 
race, ethnicity, nationality, gender, disability status, 
and age. Physical attractiveness, obesity, and sexual 
orientation are not banned as bases of interviewer 
judgments but are generally seen as irrelevant and 
inappropriate bases for evaluating qualifications for 
most positions. Considerable attention has been 
given to assessing the extent to which these factors 
play a part in interviewers’ evaluations of applicant 
qualifications.
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Race, ethnicity, and nationality. At least two 
qualitative reviews of the field research have con-
cluded that little adverse impact on basis of race 
and ethnicity occurs as the result of using inter-
views (McCarthy, Van Iddekinge, & Campion, 
2010; Morgeson, Reider, Campion, & Bull, 2008; 
Posthuma, Morgeson, & Campion, 2002). Roth  
et al. (2002) questioned these conclusions and sug-
gested that past research has underestimated the 
magnitude of ethnic group differences as a result of 
failure to correct for range restriction.

Gender. Several qualitative reviews of the field 
research have concluded that little adverse impact 
has occurred on basis of gender as the result of using 
interviews (McCarthy et al., 2010; Morgeson et al., 
2008; Posthuma et al., 2002). In another qualitative 
review, Graves (1999) concluded that gender bias is 
more likely to occur with repeated-measures designs 
and low amounts of information provided on the 
applicant. Davison and Burke (2000) concluded from 
their meta-analysis that women receive lower ratings 
than men for male-typed jobs and men receive lower 
ratings than women for female-typed jobs.

Age. Morgeson et al. (2008) concluded from 
a qualitative review of both field and laboratory 
research that older applicants receive less favor-
able ratings than younger applicants in laboratory 
research. However, they questioned the generaliz-
ability of the laboratory research and suggested that 
less age discrimination occurs in the field. Whether 
their conclusions are correct and age bias is limited 
to the lab is conjecture and remains to be tested.

Physical attractiveness and obesity. The evidence 
that raters in the role of interviewers are biased 
against applicants who are less physically attractive 
is strong and consistent (Barrick et al., 2009; Hosoda 
et al., 2003). Moreover, Barrick et al. (2009) found 
that the effect is as strong in the field as it is in the 
laboratory. Similar to the findings for attractiveness, 
Rudolph, Wells, Weller, and Baltes (2009) found in 
a meta-analysis a strong and consistent bias against 
overweight applicants.

Disability. The research on bias against people 
with disabilities is mixed and inconclusive (Colella 
& Stone, 2005). The effect of applicant disability 

on interviewer evaluations depends on the nature 
of the disability. For example, it appears that appli-
cants with mental health or substance abuse dis-
abilities are treated with much less sympathy than 
applicants with physical disabilities such as cancer 
(Reilly, Bocketti, Maser, & Wennet, 2006). In the 
case of invisible disabilities, the findings are mixed 
as to whether disclosure to the interviewer will lead 
to positive or negative evaluations (Dalgin & Bellini, 
2008; Roberts & Macan, 2006).

Sexual orientation. We could find no research on 
discrimination on the basis of sexual orientation in 
the interview except for a field study conducted by 
Hebl, Foster, Mannix, and Dovidio (2002). In this 
study, confederates sought employment in retail 
stores wearing a baseball cap on which was printed 
either the slogan “Gay and Proud” or “Texan and 
Proud.” Those confederates with the gay-and-proud 
cap received fewer job offers than those wearing the 
alternative cap. Although the difference was statisti-
cally nonsignificant and sexual orientation is not 
protected under federal law, this finding would con-
stitute adverse impact under the four-fifths rule of 
the Equal Employment Opportunity Commission.

Subtle Biases in Interviewer Evaluations 
and Conduct of the Session
The research we have reviewed thus far has exam-
ined the explicit ratings of applicants who were 
depicted in a transparent manner as varying on the 
basis of illegal, irrelevant, and inappropriate attri-
butes. An increasing amount of research in social 
psychology has suggested that even when interview-
ers suppress their prejudices, unconscious biases 
can affect the outcomes of an interview.

Effects of subtle cues associating applicant with 
outgroup. An outgroup is any social group toward 
which one has a negative affective or behavioral 
response on the basis of differences in group mem-
bership. For example, one may feel negatively 
toward people of a different racial, religious, or 
socioeconomic group. Bias against outgroup appli-
cants may be more likely to emerge as a result of 
subtle cues associated with outgroup membership 
than more transparent cues such as naming eth-
nicity or gender in the application or providing a 
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picture. Among the cues that appear to prime preju-
dicial attitudes and evaluations, possibly without 
the evaluator’s awareness, are accent (Hosoda & 
Stone-Romero, 2010; Purkiss, Perrewé, Gillespie, 
Mayes, & Ferris, 2006), name (King, Madera, Hebl, 
Knight, & Mendoza, 2006; Purkiss et al., 2006), scent 
(Sczesny & Stahlberg, 2002), and physical attractive-
ness (Johnson, Podratz, Dipboye, & Gibbons, 2010).

Available justifications for bias. If a socially 
acceptable justification exists for the negative 
evaluation of the outgroup member, implicit biases 
can emerge and shape explicit evaluations. One 
possible demonstration of this comes from a field 
experiment in which applicants for low-paid jobs 
submitted résumés that were equivalent with the 
exception of a prison record (Pager, Western, & 
Sugie, 2009). The researchers found that when the 
applicant was White and had a prison record, 22% 
were invited for an interview, but when the applicant 
was Black and had a prison record, only 10% were 
invited. One interpretation is that prejudice against 
Black applicants, combined with a convenient and 
socially acceptable justification for rejection, led to 
the higher rejection of Black applicants. Another 
demonstration comes from a laboratory simula-
tion (Ziegert & Hanges, 2005). To the extent that 
the student participants held implicit biases against 
Blacks and the climate or the organization supported 
discrimination, the participants were more likely to 
discriminate against Black candidates. According to 
Ziegert and Hanges (2005), a prejudicial climate in 
which higher management expressed a preference 
for a White candidate provided the justification 
for a discriminatory act that was suppressed in the 
absence of justification.

Leakage of implicit attitudes into the conduct 
of the interview. Interviewer biases may not be 
manifested in the external evaluations of applicants, 
which they can control, as much as in the nonver-
bal and paralinguistic behaviors, which they can-
not control. Word, Zanna, and Cooper (1974) had 
White students interview Black and White students 
in simulated job interviews. The White interviewers 
were shown to exhibit a variety of negative non-
verbal behaviors in interviewing Black applicants. 
White interviewers interviewing Black applicants, 

compared with those interviewing White applicants, 
spent 25% less time interviewing, seated themselves 
more distantly from the applicant, and displayed 
nonverbal behavior that reflected less openness and 
responsiveness (e.g., less eye contact, forward lean, 
shoulder orientation). Hebl et al. (2002) provided a 
more recent field demonstration of how biases can 
leak into treatment of job applicants who are identi-
fied as gay.

Caveats. Laboratory investigations intentionally 
create artificial environments so as to test theory. 
They are intended to assess whether discrimination 
can occur and should not be used to determine the 
frequency or magnitude with which discrimination 
does occur outside the laboratory (Mook, 1983). 
Consequently, it is misleading to conclude from 
either a qualitative or a quantitative review of labo-
ratory research on interviewer bias that such bias is 
strong, weak, or nonexistent in the field. A limita-
tion that we would suggest is just as serious is the 
file-drawer effect in the field research on discrimina-
tion. We suspect that few for-profit, private organi-
zations would agree to the publication of the results 
of a study showing bias. As a consequence, we sus-
pect that there are serious limitations to generalizing 
the findings of research in which the organization’s 
permission to publish is required. In our opinion, 
unobtrusive field research provides a better basis for 
judging the prevalence or strength of discrimination 
(e.g., Agerstrom & Rooth, 2011; Hebl et al., 2002; 
King, Shapiro, Hebl, Singletary, & Turner, 2006; 
Newman & Krzystofiak, 1979; Pager, Western, & 
Bonikowski, 2009; Pager, Western, & Sugie, 2009).

LINKAGES BETWEEN IMPRESSIONS 
AND INTERVIEWER INFORMATION 
PROCESSING AND GATHERING

Each of the phases that we have described here 
occurs in the context of the preceding phase. More-
over, each separate phase could be described as a 
series of episodes, each of which occurs in the con-
text of the preceding episode. The interviewer’s con-
duct of the interview and the processing of 
information gathered are linked to the interviewer’s 
prior impression of the applicant. On the basis of 
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previous theoretical and empirical investigations of 
the effects of prior expectancies on impression for-
mation (Kruglanski & Mayseless, 1988; Snyder & 
Klein, 2005; Trope & Bassok, 1982), three types of 
linkages among the phases can be hypothesized: 
diagnostic, confirmatory, and disconfirmatory. In 
contrasting these three processes, let us assume that 
an interviewer begins the interview with the impres-
sion of how well the applicant’s qualifications pro-
vide a good fit to the job. The three alternative 
linkages describe how this initial impression might 
influence the subsequent gathering and processing 
of information.

Diagnostic Linkage
In the diagnostic linkage, the initial impression is a 
two-sided hypothesis that the interviewer attempts 
to test in a scientific fashion by searching for and 
giving preference to information that is diagnostic in 
the evaluation of the applicant’s fit to the position. 
We follow Trope and Bassok’s (1982) conceptualiza-
tion of diagnosticity. The diagnosticity of an item of 
information on an applicant (I) used in assessing a 
job-related attribute (A) is a function of two condi-
tional probabilities: (a) the probability that A is true 
for the applicant if the item of information is 
descriptive of the applicant, and (b) the probability 
that attribute is true for the applicant if the item of 
information is not descriptive of the applicant. 
Objective diagnosticity of an item of information 
gathered in the interview increases as the difference 
between the two conditional probabilities increases. 
A diagnostic question would be one in which quali-
fied and unqualified applicants differ in how they 
answer the question. If qualified applicants were 
much more likely than unqualified applicants to say 
that they like large parties in response to the ques-
tion “Do you like large parties?” then that question 
would be diagnostic of qualifications. However, if 
qualified and unqualified applicants were both likely 
to answer this question in the same way, then the 
question would be low on diagnosticity. Prior 
impressions can engage a diagnostic process of infor-
mation gathering and processing in which interview-
ers are guided by a search for information that 
delineates between applicants who possess the attri-
bute that is being evaluated and those who do not.

Confirmatory Linkage
With the confirmatory linkage, the initial impression 
moves an interviewer in the direction of maintaining 
consistency with this impression. The consistency of 
information with the prior impression is defined by 
the probability that a job-related attribute (A) is true 
of an applicant given an item of information (I) that 
describes the applicant. Consistency of I with an 
impression is independent of diagnosticity in testing 
that impression. To use our previous example, inter-
viewers holding a positive initial impression that an 
applicant fits a job requiring extraversion might tend 
to ask the question “Do you like large parties?” 
because it is consistent with the initial impression. 
As noted earlier, the question may or may not be 
diagnostic depending on whether qualified appli-
cants answer differently than unqualified applicants. 
Nonetheless, a confirmatory linkage would suggest 
that interviewers who have a positive impression of 
the applicant’s qualifications will ask this question 
because it seeks information that is consistent with 
the impression. If qualified and unqualified appli-
cants differ in how they answer the question, the 
linkage may be diagnostic as well as confirmatory, 
but to the extent that qualified and unqualified 
applicants do not differ, the linkage is confirmatory 
but nondiagnostic. In some cases, a confirmatory 
process constitutes a self-fulfilling prophecy in 
which there is a behavioral confirmation of the inter-
viewer’s impressions (Dipboye, 1982; Dougherty, 
Turban, & Callender, 1994). For instance, if inter-
viewers with a positive initial impression ask what 
the applicant likes about large parties, the applicant 
may well generate examples of things he or she likes 
about large parties. Because the question is slanted 
in the direction of probing for information that is 
consistent with the positive impression, the subse-
quent information gathering may tend to confirm 
the initial impression. Swann and Ely (1984) found 
in simulated job interviews that such self-fulfilling 
prophecies were most likely when interviewers were 
highly confident of their preinterview impressions of 
the applicant and the applicant lacked confidence.

Disconfirmatory Linkage
With a disconfirmatory linkage, the initial positive 
impression moves the interviewer in the direction 
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of seeking, attending to, and retaining information 
that is inconsistent with prior impressions. Thus, 
interviewers form a positive impression of an appli-
cant’s fit to the position and in their information 
gathering try to show that this impression is false, 
that is, that the applicant is unqualified for the posi-
tion. Thus, interviewers would seek, retain, and 
give more weight to information that shows that the 
applicant is unqualified than they would to infor-
mation that shows the applicant is qualified. Bin-
ning, Goldstein, Garcia, and Scattaregia (1988) and 
Neuberg (1989) found in simulated interviews that 
interviewers were biased in favor of applicants for 
whom they had negative preinterview impressions 
when prompted with the goal of accurate impres-
sion formation or when they questioned someone 
of the opposite sex.

Different Interviewer Motivations May 
Underlie the Same Linkage
Interviewers can approach the conduct of the inter-
view with a variety of motives. One would hope 
that the motivation to accurately evaluate the appli-
cant and pick the right person for the job is the 
dominant motive, but other potential motives are at 
work in hiring situations. For one, interviewers 
may be motivated to manage impressions, such as 
conveying the image of fairness and freedom from 
bias or evaluative rigor. They may also be motivated 
to win the approval or avoid the disapproval of 
supervisors, peers, and other potential observers of 
the interview outcome. Each of the alternative link-
ages described in the preceding sections can be 
motivated by a variety of motives, including the 
desire to make an accurate decision, convey a par-
ticular image, or win approval. Take, for example, 
an interviewer who has an initial negative impres-
sion of an applicant. Also assume that this inter-
viewer seeks to avoid the appearance of being 
biased against women. In such a case, the inter-
viewer might well seek evidence that the applicant 
is qualified and may pay special attention to such 
information (Binning et al., 1988). It is also possi-
ble that a desire to make an accurate decision may 
lead to confirmatory, disconfirmatory, or a diagnos-
tic process. However, which process is most likely 
to lead to the most valid judgments?

Effects on Criterion-Related and 
Construct Validity
We would hypothesize that diagnostic processes will 
benefit the quality of interviewer judgments to a 
greater extent than either confirmatory or disconfir-
matory processes. Although this proposition appears 
reasonable, it is speculative, because few studies have 
been conducted to assess the relationship of the inter-
view process to the psychometric quality of inter-
viewer judgments. Also, we would not claim that valid 
judgments are never associated with confirmatory or 
disconfirmatory processes. A confirmatory process 
might allow for valid interviewer judgments in which 
prior impressions are based on valid indicators of 
future performance and the interviewer optimally uses 
and combines this information with other indicators 
of performance. Likewise, a disconfirmatory process 
might work in generating valid judgments in which an 
initial impression is erroneous and the interviewer 
searches for and processes information that challenges 
that impression. We should further note that confir-
matory and disconfirmatory linkages are not necessar-
ily driven by blatant irrationality but may reflect what 
interviewers perceive to be the more diagnostic 
approach to assessing applicants. Nevertheless, we 
would hypothesize that interviewer postinterview 
judgments will show higher criterion-related validities 
to the extent that information gathering and process-
ing are diagnostic as opposed to confirmatory or dis-
confirmatory. In other words, more valid judgments 
follow from attempts by the interviewer to seek and 
retain information that allows him or her to distin-
guish applicants with higher qualifications for the job 
from those with lower qualifications. The question 
then becomes, how does one design the interview so 
that interviewers are likely to seek and retain diagnos-
tic information rather than using purely confirmatory 
or disconfirmatory strategies?

STRUCTURING THE INTERVIEW TO 
INCREASE DIAGNOSTICITY

We would propose several interventions to enhance 
the diagnosticity of the interviewer’s information 
gathering and processing. Several of our suggestions 
are consistent with what is typically thought to  
constitute a structured interview. Several other of 
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our suggestions deviate from what is typically 
described as a structured interview. We present a 
summary of these elements in Table 27.1.

Structure Questions So That They Are 
Diagnostic for the Criterion
One of the characteristics of behavioral description 
and situational interviews, which have been shown 
to achieve higher validities than unstructured inter-
views, is that questions are predetermined on  
the basis of their job relatedness. First is a critical 

incidents analysis in which incumbents relate cases 
of successful and unsuccessful performance on the 
job and then questions are constructed to gather 
information that relates to these incidents and the 
criterion dimensions that they represent. To the 
extent that the questions asked are structured to dif-
ferentiate high-performing from low-performing 
employees, they are by definition diagnostic. We 
would hypothesize that the criterion-related validity 
of interviewer judgments will increase as the fre-
quency of such questions increases.

TABLE 27.1

Ways of Structuring the Interview to Increase Diagnosticity: Good and Bad Examples

Interview component Good example Bad example

Structure questions so they 
are diagnostic.

Use critical incidents technique to identify 
performance issues that are critical in 
distinguishing effective and ineffective 
employees in the specific position. Structure 
questions that focus on these critical areas 
and that research has shown distinguish 
between applicants who later succeed in the 
position and those who do not.

Ask questions that are typically asked in 
interviews regardless of their relevance to 
the position for which the applicant is being 
considered. For example, “What are your 
hobbies?” “What are your greatest strengths 
and weaknesses?” “What did you like and 
dislike about your previous job?”

Require consistency in asking 
questions.

Interviewers are required to ask the same 
questions of all applicants and to ask them 
in the same order, using the same wording.

Interviewers are allowed to ask whatever set of 
questions seem to make sense for the specific 
applicant being interviewed in whatever order 
they wish.

Increase diagnosticity of 
information processing.

Once questions are generated that focus 
on critical areas of performance that 
distinguish effective and less effective 
employees, conduct research to identify 
the specific answers that distinguish 
effective from less effective employees. Link 
alternative answers to numerical scores that 
the interviewer can use in rating applicants.

Interviewers form holistic judgments of applicant 
qualifications based on their gut feelings about 
how well each applicant answered.

Turn early impressions into 
hypotheses to be tested.

Either have interviewers avoid forming initial 
impressions or else emphasize that they 
should treat these as tentative hypotheses 
to be tested in the interview session.

Encourage interviewers to form a quick 
impression and emphasize that the first 
impression is usually the best impression.

Reduce cognitive load of 
interviewer.

Limit the task of the interviewer to gathering 
information on job qualifications and 
evaluating these qualifications.

Make the interviewer responsible for gathering 
information on job qualifications, evaluating 
these qualifications, recruiting the best 
applicants, counseling the applicants on 
their job search, and providing information 
to the applicant on the nature of the job and 
organization.

Increase rapport between 
interviewer and applicant.

Provide explanation of the interview procedure 
to the applicant; allow the applicant 
the opportunity to ask questions of the 
interviewer at some point in the session; 
begin the interview with casual chit-chat.

Conduct an interrogation in which applicants 
are not allowed to ask questions, interviewers 
are not allowed any informal exchanges with 
applicants, and no explanation is given to 
applicants of the interview procedures.
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Require Consistency in the Asking  
of Questions Across Applicants
Another key component of behavioral description 
and situational interviews is that all interviewers 
must adhere to the same line of questioning. In the 
most highly structured interviews, interviewers are 
not even allowed to ask follow-up questions or to 
probe previous answers. The research that would 
allow one to determine just how much consistency  
is required or whether interviews should become 
question–answer interrogations has not been con-
ducted. It appears safe to conclude, however, that 
requiring some consistency is more likely to lead to 
diagnostic interviewing than is achieved in inter-
views in which no consistency requirement is 
imposed. We would suggest that while maintaining 
consistency in the content and order of questions 
asked across applicants, interviewers should be 
allowed to use follow-up probes and secondary ques-
tions. We base this on evidence that little validity is 
added at the highest levels of structure above the 
validities obtained with interviews that allow more 
discretion in questioning (Huffcutt & Woehr, 1999).

Increase Diagnosticity of Information 
Processing by Linking Answers to Rating 
Options
The use of behaviorally anchored rating scales appears 
to lead to more accurate judgments of interviews than 
graphic rating scales lacking behavioral anchors 
(Maurer, 2002). Higher criterion-related validities 
have been shown as a consequence of behavioral rat-
ing scales and may be more important than the struc-
ture of the interview questions (Taylor & Small, 
2002). We would suggest that when behaviorally 
anchored rating scales are used, interviewers approach 
their use of information gleaned in the session in a 
more diagnostic fashion by mapping what they hear 
onto the crucial requirements of the position.

Turn Early Impressions Into Hypotheses 
to Be Tested
One other recommendation that is made in the  
most highly structured interview formats is to avoid 
previewing the applicant’s paper credentials. We 
suspect that this aspect of interview structure is 
commonly violated in that most interviewers expect 

to see paper credentials before the interview (Chap-
man & Zweig, 2005). Indeed, Janz et al. (1986) 
included previewing applicant credentials as part of 
the procedures included in the behavior description 
interview. Assuming that most interviewers, even in 
structured formats, will have available some prior 
information on the applicant, the question that 
arises is the type of impression that interviewers 
should form from these credentials. We would spec-
ulate on the basis of previous research in social cog-
nition (Kruglanski & Mayseless, 1988) that 
interviewers should be encouraged to form hypothe-
ses rather than impressions and that these hypothe-
ses should be two sided rather than one sided.

Reduce Cognitive Load
One reason that structured interviews may achieve 
more valid judgments than unstructured interviews 
is that they reduce the cognitive load on the inter-
viewer. The typical interview requires too much of 
interviewers. Not only must the interviewer generate 
questions, observe the verbal and nonverbal 
responses to these questions, and retrieve this infor-
mation to form a judgment, but they are also tasked 
with recruiting, counseling, and serving as a repre-
sentative for the organization. All of this must hap-
pen within a short session, often 30 minutes or 
shorter. One clear finding from the social cognitive 
and cognitive research literatures is that deadlines 
and heavy cognitive workloads are likely to lead to 
shortcuts (Biesanz, Neuberg, Smith, Asher, & 
Judice, 2001; Freund, Kruglanski, & Shpitzajzen, 
1985; Kruglanski & Mayseless, 1988; Nordstrom, 
Hall, & Bartels, 1998; Sherman & Frost, 2000). We 
would speculate that confirmatory and disconfirma-
tory processes are most likely to emerge and diag-
nostic processes are least likely to emerge when 
interviewers are faced with a high cognitive work-
load. As such, structuring the interview, and taking 
other measures to reduce cognitive load for the 
interviewer, have the potential to improve the inter-
viewer’s ability to engage in diagnostic processing.

More Rapport Leads to Better  
Information and Judgments
Previously, we suggested that interviews character-
ized by reciprocity in the interaction between  
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interviewer and applicant generate higher quality and 
quantity of information. Surprisingly little research 
has tested this notion and none that we could find 
was conducted in the context of selection interviews. 
Powell and O’Neal (1976) found that student observ-
ers of an interaction made more accurate, differenti-
ated, and confident judgments of an interviewee’s 
personality traits when the communication was char-
acterized by reciprocity rather than being one direc-
tional, such as would occur in a structured interview. 
In a forensics context, Collins, Lincoln, and Frank 
(2002) found that interviewers who established rap-
port with interviewees produced substantially more 
correct items of information than interviewers who 
conducted the sessions with a harsh or neutral tone. 
The suggestion to increase rapport appears to be the 
opposite of what is suggested in the guidelines on 
structured interview. Yet, we would speculate that 
these elements will generate more diagnostic infor-
mation that will improve the quality of interviewer 
judgments and more than compensate for the lower 
standardization in the process.

SUMMARY AND CONCLUSIONS

Despite the development of highly sophisticated 
tests that have proven worth in employee selection, 
the popularity of the face-to-face interview contin-
ues unabated. The interview remains the most fre-
quently used means of assessment and is frequently 
the only tool used for selection. Even when other 
assessment tools are used, the information yielded 
from these measures is often filtered through the 
judgments of the interviewer. Structured interviews 
achieve higher validities and reliabilities than 
unstructured interviews, but little is known about 
the processes that account for these differences. We 
hypothesized that, to the extent that prior impres-
sions lead to diagnostic information gathering and 
processing, interviewer judgments will demonstrate 
higher levels of criterion-related validity. We sug-
gested several approaches to increase the diagnostic-
ity of interviews, some of which are consistent with 
structured interview procedures and some of which 
are not. These approaches include using questions 
that differentiate high and low levels of employee 
performance; ensuring consistency in the conduct of 

the session across applicants; reducing interviewer 
cognitive load; using rating scales that map answers 
onto criterion dimensions; forming hypotheses 
rather than conclusions on the basis of preinterview 
information related to applicant qualifications; and 
establishing rapport with applicants during the 
interview process.

A basic assumption of this chapter is that a more 
conceptual approach to the interview is needed to 
guide research in both the field and the lab. The 
insight that is gained from theory and research will 
provide the basis for a more complete understanding 
of the successes and failures of interviewer judgment 
as a means of assessing applicant potential. More-
over, given the pervasive use of the interview, and its 
centrality to the selection process, such understand-
ing will enhance the use of other tools of assessment 
that are so often intertwined with the interview.
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PErSonAlITy mEASurEmEnT 
And uSE In InduSTrIAl And 

orGAnIzATIonAl PSyCholoGy
Leaetta M. Hough and Brian S. Connelly

Personality variables are important determinants of 
behavior in virtually all aspects of life. Yet, in its 
quest to understand behavior in the workplace, 
industrial and organizational (I/O) psychology has a 
history of being highly critical of personality vari-
ables and their measurement. Even today, in the 
21st century, controversy and unease about how 
personality influences work behavior exist.

It has been a tumultuous and contentious his-
tory. Every 10 or so years, the same issues reappear, 
albeit wrapped in somewhat different clothes. One 
recurring criticism is that personality variables 
account for only a small amount of variability in 
work performance. This criticism leads to, for all 
practical purposes, excluding personality variables 
from models of the determinants of work behavior 
and performance. A second recurring criticism is 
that even if personality variables are determinants of 
work behavior, they cannot be measured in settings 
in which the scores are used to make decisions 
about people because respondents (e.g., job appli-
cants) will intentionally distort their responses, ren-
dering the scores essentially useless. These two 
criticisms have plagued, and continue to plague, 
personality variables and their use throughout the 
history of I/O psychology.

This chapter addresses these issues, summarizing 
what is known about the role of personality  
variables in understanding behavior and how to 
measure them to ensure their usefulness in the 
workplace. When appropriately analyzed and mea-
sured, personality variables are important determi-
nants of work performance.

WHY PERSONALITY IS IMPORTANT TO 
INDUSTRIAL AND ORGANIZATIONAL 
PSYCHOLOGY

Personality variables contribute significantly to the 
understanding of work behavior. They contribute to 
models of the determinants of work performance 
and to greater accuracy in predicting work behavior 
and performance. They are important determinants 
of overall job performance as well as more specific 
components of work behavior and work life. More-
over, when incorporated into personnel selection 
systems, they produce a workforce that better 
matches the ethnic and gender demographics of the 
community. Without question, personality variables 
are important for both the science and the practice 
of I/O psychology.

Better Understanding of Work Behavior
I/O psychology is the science of work and organiza-
tional behavior; empirical studies have guided the 
development and revision of its models and theories. 
Over the years, increasingly more complex models 
of the determinants of work performance and work 
adjustment have been postulated and researched. 
Today, considerable evidence exists in the form of 
validity regarding the components of the work  
performance and work adjustment models.

Industrial and organizational psychology models 
of work performance and work adjustment. Early 
theorists hypothesized that Performance = Ability × 
Motivation (see J. P. Campbell & Pritchard, 1976). 
Personality was not part of the equation, nor was 
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it considered part of motivation. The paradigm in 
academic circles in the 1960s, 1970s, and much of 
the 1980s excluded personality variables as play-
ing a role in determining work behavior. It was, as 
Hough and Ones (2001) described, a dark age for 
personality variables in I/O psychology and for most 
of psychology. During those dark ages, models of 
the determinants of work performance became more 
specific and included cognitive ability, job knowl-
edge, and task proficiency (e.g., Hunter, 1983) but 
not personality. Job experience was shortly added 
(e.g., Schmidt, Hunter, & Outerbridge, 1986). Not 
until the 1990s, after construct-oriented reviews of 
personality–criterion relationships advanced under-
standing (Barrick & Mount, 1991; Hough, Eaton, 
Dunnette, Kamp, & McCloy, 1990), was a personal-
ity variable included in a model of the determinants 
of work performance (e.g., Borman, White, Pulakos, 
& Oppler, 1991). The Borman et al. (1991) model 
incorporated two facets of Conscientiousness—
dependability and achievement orientation—and 
accounted for more than twice the variance in job 
performance ratings than the Hunter (1983) model. 
Schmidt and Hunter (1992) summarized evidence for 
a similar model that included general mental ability, 
job experience, and conscientiousness as determi-
nants of job performance, concluding that (a) general 
mental ability is a significant causal determinant of the 
acquisition of job knowledge and an indirect determi-
nant of job performance through its influence on job 
knowledge acquisition and (b) Conscientiousness is a 
direct causal determinant of job performance and an 
indirect determinant of job performance through its 
effect on job knowledge acquisition.

During the 1990s, many I/O psychologists con-
ceded that Conscientiousness might be a useful pre-
dictor of job performance across work settings, but 
the importance of any other personality variable was 
suspect until more complex thinking about work 
performance expanded the criterion space. In addi-
tion to overall job performance, work performance 
constructs such as task performance and contextual 
performance (also known as organizational citizen-
ship) were recognized as important components of 
work performance (e.g., Motowidlo, Borman, & 
Schmit, 1997; Organ & Ryan, 1995). Expanding the 
criterion space to include contextual performance 

helped solidify the importance of Conscientious-
ness. With a more nuanced understanding of the 
criterion space, personality variables other than 
Conscientiousness also emerged as important deter-
minants of work performance. Even the maligned 
personality variable Openness to Experience gained 
stature as an important variable in understanding 
innovation and creativity (Bartram, 2005; Hough, 
1992; Hough & Dilchert, 2007).

More complex thinking about the nature of the 
relationships between variables resulted in the 
inclusion of additional personality variables as well 
as their role as moderator and mediator variables. 
Oswald and Hough (2011) provided a generic pro-
cess model that integrates goal setting, motivation, 
goal orientation, episodic performance behavior, 
and revisions of goals and episodic performance 
behavior over time as well as moderator variables 
such as national, organizational, and team culture; 
equipment; measurement method; validation strat-
egy; and rater perspective. Their model elucidates 
some of the factors and processes in the “black box” 
of personality–performance validities. Johnson and 
Hezlett (2008) proposed a more specific content 
model to explain the psychological processes that 
influence work performance in organizations. Their 
model differentiates between distal variables (such 
as personality, ability, experience, and organiza-
tional context) and proximal variables (such as self-
efficacy, goal setting, autonomy, and stress) of work 
performance. Other process models have emerged as 
well to explain, for example, training motivation 
(e.g., Colquitt, LePine, & Noe, 2000). These more 
detailed models deserve attention as well as rigorous 
research to bootstrap I/O psychology’s way to a bet-
ter and more sophisticated understanding of the 
determinants of work performance and adjustment.

Validity. One of the important advances in I/O 
psychology has been a greater focus on constructs 
in both predictor and criterion domains. The 
emphasis on constructs has enabled researchers to 
summarize criterion-related validities according to 
predictor–criterion construct combinations, such 
as Conscientiousness–contextual performance, 
producing theoretically meaningful summaries of 
the relationships between personality constructs 
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and criterion constructs. Without question, meta-
analytic summaries of the relationship between 
personality constructs and work-related constructs 
produced insights into the importance of personality 
in the workplace.

One of the most important insights—although 
some might argue it is not an insight but obvious—
is this: Personality constructs relate to work perfor-
mance and work adjustment constructs differently. 
On the basis of dozens of meta-analyses (many of 
which are referenced later), one conclusion is very 
clear: Personality variables influence work behavior 
outcomes. In contrast to the cognitive ability 
domain, in which a meaningful general mental abil-
ity variable (g) exists and it and its subcomponents 
correlate similarly with criteria, no general personal-
ity variable subsumes all lower level personality 
variables and correlates usefully with a variety of cri-
teria. These different personality–criterion construct 
relationships are discussed in more detail later. For 
now, the many areas in which personality variables 
influence work behavior include the following:

■■ occupational interests, occupational and career 
choice, career indecision, and career aspirations 
(e.g., Dawis & Lofquist, 1984; De Fruyt &  
Mervielde, 1997; Holland, 1997; O’Brien &  
Fassinger, 1993; Rainey & Borders, 1997; P. L. 
Schneider, Ryan, Tracey, & Rounds, 1996;  
Spector, Jex, & Chen, 1995);

■■ motivation to learn (e.g., Colquitt et al., 2000);
■■ e-learning (e.g., Orvis, Brusso, Wasserman, & 

Fisher, 2010);
■■ training outcomes (e.g., Barrick & Mount, 1991; 

Colquitt et al., 2000; Hough, 1992; Hough et al., 
1990; Hurtz & Donovan, 2000; Ones, Viswes-
varan, & Reiss, 1996; Salgado, 1997);

■■ educational outcomes (e.g., Connelly & Ones, 
2010; Goldberg, Sweeney, Merenda, & Hughes, 
1998; Hough, 1992; Hough et al., 1990; Lievens, 
Ones, & Dilchert, 2009; Paunonen, 2003; 
Poropat, 2009);

■■ job knowledge (e.g., Borman et al., 1991);
■■ employment status and job search activities (e.g., 

DeFruyt & Mervielde, 1999; Wanberg, Hough, 
& Song, 2002; Wanberg, Watt, & Rumsey, 
1996);

■■ organizational choice (e.g., Jordan, Herriot, & 
Chalmers, 1991; B. Schneider, Smith, Taylor, & 
Fleenor, 1998);

■■ overall job performance (e.g., Barrick & Mount, 
1991; Bartram, 2005; Connelly & Ones, 2010; 
Dudley, Orvis, Lebiecki, & Cortina, 2006;  
Hogan & Holland, 2003; Hough, 1992; Hough 
et al., 1990; Hurtz & Donovan, 2000; Judge & 
Bono, 2001; Ones, Dilchert, Viswesvaran, & 
Judge, 2007; Ones, Viswesvaran, & Schmidt, 
1993; Ones & Viswesvaran, 2001; Salgado, 1997; 
Tett, Jackson, Rothstein, & Reddon, 1994);

■■ job and career satisfaction (e.g., Judge & Bono, 
2001; Judge, Heller, & Mount, 2002; Moorman &  
Podsakoff, 1992; Ng, Eby, Sorensen, & Feldman, 
2005; Thoresen, Kaplan, Barsky, de Chermont, &  
Warren, 2003);

■■ occupational and career attainment, level, 
advancement, success, and salary (e.g., Judge, 
Higgins, Thoresen, & Barrick, 1999; Ng et al., 
2005; Roberts, Kuncel, Shiner, Caspi, & Gold-
berg, 2007);

■■ entrepreneurship (e.g., Rauch & Frese, 2007; 
Zhao & Seibert, 2006);

■■ leadership, leadership emergence, and transfor-
mational leadership (e.g., Bartram, 2005; Bono 
& Judge, 2004; Derue, Nahrgang, Wellman, & 
Humphrey, 2011; Judge, Bono, Ilies, & Gerhardt, 
2002);

■■ managerial effectiveness, promotion, level, and 
salary (e.g., Barrick & Mount, 1991; Dilchert & 
Ones, 2008; Dudley et al., 2006; Hough, Ones, & 
Viswesvaran, 1998);

■■ sales effectiveness (e.g., Barrick & Mount, 1991; 
Dudley et al., 2006; Hough, 1992; McCune et al., 
2007; Vinchur, Schippmann, Switzer, & Roth, 
1998);

■■ customer service (e.g., Dudley et al., 2006; Frei & 
McDaniel, 1998; Hogan, Hogan, & Busch, 1984; 
Hurtz & Donovan, 2000; Ones & Viswesvaran, 
2001);

■■ interpersonal effectiveness (e.g., Mount, Barrick, 
& Stewart, 1998; Robertson & Kinder, 1993; cf. 
R. J. Schneider, Ackerman, & Kanfer, 1996);

■■ skilled and semiskilled worker job performance 
(e.g., Barrick & Mount, 1991; Dudley et al., 
2006);
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■■ expatriate job performance (e.g., Mol, Born,  
Willemsen, & Van Der Molen, 2005);

■■ combat effectiveness (e.g., Hough, 1992);
■■ goal setting and not procrastinating (e.g., Judge &  

Ilies, 2002; Steel, 2007);
■■ innovation and creativity (e.g., Bartram, 2005; 

Feist, 1998; Hough, 1992; Hough & Dilchert, 
2007; Robertson & Kinder, 1993);

■■ contextual performance such as organizational 
citizenship, dedication, interpersonal facilita-
tion, and altruism (e.g., Berry, Ones, & Sackett, 
2007; Borman, Penner, Allen, & Motowidlo, 
2001; Dudley et al., 2006; Hough, 1992; Hurtz & 
Donovan, 2000; LePine, Erez, & Johnson, 2002; 
Organ & Ryan, 1995);

■■ counterproductive work behavior, including 
theft, property damage, lateness, absenteeism, 
disciplinary problems, substance abuse, and vio-
lence on the job (e.g., Berry et al., 2007; Dudley 
et al., 2006; Hough, 1992; Hough et al., 1990; 
McHenry, Hough, Toquam, Hanson, & Ash-
worth, 1990; Ones & Viswesvaran, 1998b; Ones 
et al., 1993; Ones, Viswesvaran, & Schmidt, 
2003; Schmidt, Viswesvaran, & Ones, 1997);

■■ tenure and turnover (e.g., Barrick & Mount, 
1991; Thoresen et al., 2003; Zimmerman, 2008);

■■ workplace safety and accidents (e.g., J. Arthur, 
Barrett, & Alexander, 1991; Christian, Bradley, 
Wallace, & Burke, 2009; Hansen, 1988, 1989; 
Ones & Viswesvaran, 1998a); and

■■ teamwork, team cohesion, and team performance 
(e.g., Hogan & Holland, 2003; Hough, 1992; 
Neuman & Wright, 1999; Peeters, Van Tuijl, 
Rutte, & Reymen, 2006).

The level of validity for an individual personality 
variable predicting a particular criterion is typically 
moderate in size. Nonetheless, these levels are 
highly valuable in practice especially when they are 
combined with other personality variables that are 
also theoretically relevant to the criterion. Hough 
and Furnham (2003) summarized the results of 
many meta-analyses and noted that (a) although 
Conscientiousness correlates most highly with over-
all performance for many jobs, other personality 
variables often correlate more highly with specific 
criterion constructs; (b) the level of validity for  

personality variables varies depending on the  
criterion construct; (c) even within a personality–
criterion construct combination, meta-analytic 
validities vary, likely as a result of the type of job 
and setting; and (d) compound (complex) personal-
ity variables often correlate highest with complex 
criteria, criteria that are similarly complex and theo-
retically relevant to the predictor. Meta-analyses 
reported since Hough and Furnham, many of which 
were cited in the preceding list, have reinforced 
Hough and Furnham’s conclusions.

Personality variables clearly help psychologists 
understand behavior and performance and warrant 
inclusion in models of work performance and 
adjustment. Personality variables typically incre-
ment the level of overall prediction when combined 
with variables such as cognitive ability variables that 
do not correlate with personality variables, and, as 
discussed in the next section, they do so with less 
collateral damage.

Less Adverse Impact on Protected  
Groups for Employment Decisions
Adverse impact is an important concept for I/O psy-
chologists involved in personnel selection. Adverse 
impact is calculated by comparing the selection ratio 
of one group to another group. (A selection ratio is 
calculated by dividing the number of, e.g., African 
Americans hired by the total number of African 
American applicants.) If the ratios are not equal, it 
means an organization’s hiring decisions affect 
groups of applicants differently. One consequence of 
differential hiring rates is an organizational work-
force that does not reflect the makeup of the com-
munity at large.

In the United States, if the selection ratio of a 
protected group is less than 80% of the selection 
ratio of another group, adverse impact is considered 
to be present. Enforcement agencies in the United 
States use the 80% rule of thumb to evaluate 
whether employment decision-making processes 
and tools, such as an employment test, advantage 
one group over another group.

When adverse impact exists, organizations are at 
risk in a variety of ways. In the United States, where 
several laws protect minorities, women, and older 
people against employment practices that produce 
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adverse impact but lack job relatedness (validity), 
close scrutiny of an organization’s employment hir-
ing processes and decisions is likely and legal 
charges for discriminatory hiring practices are possi-
ble. Even if legal scrutiny and action were not possi-
ble consequences, the nonrepresentative nature of 
the organization’s workforce can easily render it less 
competitive from marketing and sales perspectives 
and in candidate recruitment.

An important determinant of adverse impact is  
a mean-score difference between groups on a  
decision-making tool. As a result, organizations and 
personnel psychologists are keenly interested in 
mean-score differences between Whites and minori-
ties, men and women, and younger and older people 
on measures of individual characteristics, especially 
when those measures are used to hire people.

Two large-scale meta-analyses of mean-score dif-
ferences on personality variables between Whites 
and various ethnic groups produced similar results: 
small, if any, differences (Foldes, Duehr, & Ones, 
2008; Hough, Oswald, & Ployhart, 2001). Both 
studies reported mean d, which is the effect size 
(standardized mean-score difference) of the mean-
score difference. At the broad level of personality 
measurement (e.g., Emotional Stability, Extraver-
sion, Openness to Experience, Agreeableness, and 
Conscientiousness), for those comparisons in which 
the minority groups (Blacks and Hispanics) had a 
sample size of 1,500 or more, differences ranged 
from approximately 0.00 to 0.20. Absolute average d 
across these five personality constructs and the two 
meta-analyses was 0.06, with Blacks and Hispanics 
scoring higher than Whites about one third of the 
time. (In contrast, on measures of general mental 
ability, average d is approximately 1.0 for White–
Black comparisons and 0.5 for the White–Hispanic 
comparisons, with Whites scoring higher on average 
than Blacks and Hispanics; Arvey et al., 1994; 
Hough et al., 2001.) Hough et al. (2001) and Foldes 
et al. (2008) found a few small differences between 
ethnic groups at the facet level and, sometimes, in 
opposite directions, even though the facets are con-
sidered by many to be part of the same larger per-
sonality construct. For example, although Blacks on 
average score about one third of a standard devia-
tion lower than Whites on sociability, they score 

about the same (Foldes et al., 2008) or slightly 
higher (d = 0.12; Hough et al., 2001) than Whites 
on dominance, even though both facets are sub-
sumed under Extraversion.

Gender comparisons present a somewhat differ-
ent picture. One large-scale meta-analysis (Hough  
et al., 2001) compared men’s and women’s mean scores 
on broad-level and facet-level personality variables. 
At the broad level of personality measurement (e.g., 
Emotional Stability, Extraversion, Openness to 
Experience, Agreeableness, Conscientiousness, and 
Integrity) with sample sizes averaging about 130,000 
for women and 140,000 for men, women scored 
0.39 standard deviation (d = 0.39) higher than men 
on Agreeableness and 0.24 standard deviation (d = 
0.24) lower than men on adjustment, lending sup-
port to some common stereotypes of the differences 
between men and women. Interesting differences 
were also found at the facet level; for two facets of 
Extraversion, that is, sociability and dominance, 
women on average scored about 0.25 standard devi-
ation lower than men on dominance but about 0.10 
standard deviation higher than men on sociability. 
An examination of two facets of Conscientiousness, 
that is, dependability and achievement, produced 
interesting results as well. Women scored about 0.5 
standard deviation higher than men on dependabil-
ity but essentially the same as men on achievement.

Age comparisons also present an interesting pic-
ture. One large-scale meta-analysis (Hough et al., 
2001) compared mean scores on broad- and facet-
level personality variables for working adults age 40 
years or younger with those for working adults older 
than age 40. They found a small difference (d = 
0.21) on Agreeableness, with older working adults 
scoring higher on Agreeableness. At the facet level, 
older adults scored higher (d = 0.49) on depend-
ability than did younger working adults.

These broad- and facet-level differences are  
noteworthy. For example, Agreeableness predicts 
teamwork, customer service, and interpersonal facil-
itation. If selection was based only on Agreeable-
ness, minority and White hiring rates would likely 
be similar, but hiring rates for men and women and 
older and younger applicants would likely be differ-
ent. More women than men would likely be hired, 
and a slightly larger number of older than younger 
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people would likely be hired. Similarly, if hiring 
were based on dependability, which predicts overall 
job performance, dedication, organizational citizen-
ship, and lack of counterproductive work behavior, 
again somewhat more women and older applicants 
would be hired. These findings are not likely to lead 
to legal ramifications in the United States because 
men and younger people are not protected groups 
(women and older applicants are). Measures of 
dominance (a facet of Extraversion) would, how-
ever, lead to a somewhat different outcome for men 
and women; somewhat more men than women 
would be hired.

Personality variables that are included in person-
nel selection systems should be carefully selected or 
developed to correspond to actual work require-
ments and relevant work criteria. Measuring a per-
sonality variable at an inappropriate level can 
contribute to or ameliorate adverse impact and, as 
described next, contribute to (or reduce) predictive 
validity.

WHAT TO MEASURE: RELEVANT 
PERSONALITY CONSTRUCTS FOR 
INDUSTRIAL AND ORGANIZATIONAL 
PSYCHOLOGY

Traits have provided fundamental building blocks 
enabling significant advances in I/O psychology’s 
quest to understand the determinants of work out-
comes. Much of the field’s increased knowledge 
flows from a trait paradigm, a paradigm that has 
relied on at least two important requirements: (a) a 
taxonomic structure of personality and (b) consis-
tency of behavior across situations. These two 
requirements allow aggregation and generalization 
of knowledge.

At least three basic approaches have been used to 
identify personality structures—theoretical, lexical, 
and nomological-web clustering. Theoretical 
approaches are guided by theory. Freud’s id and 
superego are examples of well-known constructs 
that are the product of a theory-based approach. I/O 
psychologists have not, in general, incorporated  
theory-based constructs into their models of the 
determinants of work outcomes. They have, how-
ever, incorporated lexical-based traits into their 

models. The five-factor model, which has dominated 
personality research in I/O psychology and else-
where, is based on the lexical approach. A third, rel-
atively little known nomological-web clustering 
approach is an alternative strategy for identifying 
constructs relevant to I/O psychology.

Lexical Approach and the Five-  
and Six-Factor Models
Many psychologists embrace the five factors of the 
five-factor model of personality (Goldberg, 1993; 
Tupes & Christal, 1961/1992) as the basic, universal 
set of variables that describe personality. Its research 
paradigm is a lexical (language) approach to identi-
fying the basic units of personality. Galton (1884), 
who was the first to identify and catalog personality 
descriptors, postulated that personality traits can be 
captured in the words people use to describe each 
other. Others, such as Allport and Odbert (1936), 
Cattell (1943), and Fiske (1949), continued this line 
of research, with Tupes and Christal (1961/1992) 
identifying a five-factor model that is highly similar 
to today’s five-factor model—Emotional Stability 
(Neuroticism), Extraversion, Openness to Experi-
ence, Conscientiousness, and Agreeableness. (See 
Hough & Schneider, 1996, for a history of the five-
factor model.)

The five-factor model has been refined over the 
years as dozens of studies have examined its stability 
across raters, ethnic groups, gender, cultures, lan-
guages, time, and type of factor extraction and rota-
tion method. Although many studies have supported 
a conclusion that the five-factor model is a robust, 
universal model of the structure of personality, other 
studies have not supported that conclusion, espe-
cially for non-English languages. (See Oswald & 
Hough, 2011, for a discussion of conflicting results.)

A sixth factor. In a reanalysis of the data from 
studies examining the factor structure of lexi-
cal terms across seven languages (Dutch, French, 
German, Hungarian, Italian, Korean, Polish), 
Ashton et al. (2004) found a sixth factor—Honesty–
Humility—in addition to analogs of each of the 
Big Five factors. They named their model the 
HEXACO model. The six-factor solution not only 
better accounts for the variance in lexical ratings 
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across languages, it better accounts for variance 
in predictor–criterion relationships. Across four 
cross-cultural samples, the six factors accounted for 
approximately 10% to 15% more variance in the  
prediction of workplace delinquency than the five- 
factor model (Lee, Ashton, & deVries, 2005). Table 28.1  
defines the five and six factors, highlighting the sim-
ilarities and differences between the two models.

Many of the meta-analyses referenced in the 
Validity section earlier in this chapter aggregated 
criterion-related validities according to the five-
factor model. Analyzing data using the five-factor 
model of personality variables allowed important, 
hitherto obscured, relationships between personal-
ity constructs and work-related criterion con-
structs to emerge. Yet, other taxonomic structures 
such as the HEXACO model appear to better 
account for the relationships among personality 
variables and between personality–criterion con-
struct combinations.

Facet-level measurement. Hough and her col-
leagues (Hough, 1989, 1992, 1998; Hough & 
Dilchert, 2010; Hough & Oswald, 2000, 2005, 

2008; Hough & Schneider, 1996; Oswald & Hough, 
2011; R. J. Schneider, Hough, & Dunnette, 1996) 
have argued that the factors of the five-factor model 
and the six factors of the HEXACO model are often 
too heterogeneous and that the facets that make up 
these broad factors differ in their relationships with 
important work-related constructs, differences that 
the broader factors mask. More and more research 
has demonstrated the accuracy of this observation 
(e.g., Ashton, 1998; Dudley et al., 2006; Kwong &  
Cheung, 2003; LePine, Colquitt, & Erez, 2000; 
Moon, Hollenbeck, Marinova, & Humphrey, 2008; 
Paunonen & Nicol, 2001; Roberts, Chernyshenko, 
Stark, & Goldberg, 2005; Stewart, 1999; Vinchur  
et al., 1998; Warr, Bartram, & Martin, 2005).

Hough and her colleagues (Hough, 1989, 1992, 
1998; Hough & Dilchert, 2010; Hough & Oswald, 
2000, 2005, 2008; Hough & Schneider, 1996; 
Oswald & Hough, 2011; R. J. Schneider, Hough, & 
Dunnette, 1996) also bolstered their argument with 
evidence that (a) subgroup (e.g., ethnic, gender, and 
age groups) differences in mean scores exist for some 
facets but not other facets within the same factor or 
(b) one subgroup scores significantly higher than 

TABLE 28.1

Description of Five-Factor and the Six-Factor (HEXACO) Models of Personality

HEXACO model (6 factors) Five-factor model

Factor Definitiona Factor Definitionb

H: Honesty—Humility Sincere, modest, nongreedy, 
fair minded

E: Emotional Stability 
(reversed)–Emotionality

Anxious, fearful, dependent, 
sentimental

Neuroticism Anxious, angry, depressed, 
self-conscious, immoderate, 
vulnerable

X: Extraversion–Surgency Expressive, socially bold, 
social, lively

Extraversion Gregarious, friendly, assertive, 
active, cheerful, excitement 
seeking

A: Agreeableness Forgiving, gentle, flexible, 
patient

Agreeableness Trustworthy, moral, altruistic, 
cooperative, modest, 
sympathetic

C: Conscientiousness Organized, diligent, 
perfectionist, prudent

Conscientiousness Orderly, dutiful, achievement 
striving, self-disciplined, 
cautious

O: Openness to Experience Creative, curious, 
unconventional, aesthetic 
appreciation

Openness to Experience Imaginative, artistic interests, 
intellectual, liberal, 
adventurous, emotional

aFrom Lee and Ashton (2004). bFrom International Personality Item Pool (Goldberg, 1999).
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another subgroup on one facet but significantly 
lower on another facet of the same factor. Examples 
of such differences were reported in the Less Adverse 
Impact on Protected Groups for Employment Deci-
sions section: African Americans scored lower than 
Whites on sociability but higher than Whites on 
dominance, both facets of Extraversion. Similarly, 
subgroups scored differently on dependability and 
achievement, two facets of Conscientiousness: Older 
working adults scored higher than younger working 
adults on dependability but lower on achievement.

In short, measurement at the more narrow level 
often reveals more useful information than measure-
ment at the factor level. Moreover, scores at the facet 
level can be aggregated to form more heterogeneous 
constructs at the five- and six-factor levels. Even 
higher level, more heterogeneous or compound vari-
ables such as managerial potential or social service 
orientation can be formed from facet-level scales.

Nomological-Web Clustering Approach
The lexical approach to discovering the universal 
taxonomic structure of personality has provided I/O 
psychology with very useful constructs. There can be 
no doubt that the five-factor model of personality 
has improved models of the determinants of work 
outcomes. Nonetheless, there are problems with the 
five-factor and HEXACO (six-factor) models. The 
nomological-web clustering approach is an alterna-
tive method of developing a useful set of constructs 
for I/O psychology. The constructs identified with 
the nomological-web clustering approach better 
account for the relationships among personality vari-
ables and personality–criterion construct combina-
tions than either the five-factor or the HEXACO 
models. Instead of relying solely on ratings based on 
personality language descriptions to form constructs, 
the nomological-web clustering approach examines 
the pattern of relationships of a variable with other 
personality variables as well as external variables 
such as criterion constructs to form clusters based 
on the similarity of the nomological nets of the target 
variables. Its focus on both personality–personality 
relationships and personality–criterion relationships 
differentiates it from the lexical approach.

Hough and Ones (2001) developed a set of con-
structs using this approach and invited others to 

refine it. See Table 28.2 for a list of their constructs. 
Since then, at least two studies (Dudley et al., 2006; 
Foldes et al., 2008) have used the Hough and Ones 
taxonomy to contribute to a greater understanding of 
personality variables and their role in I/O psychology.

MEASUREMENT METHODS: SELF-REPORT

Personality characteristics in the workplace are  
typically measured with self-report, in which the 
respondent endorses or chooses adjectives or  
statements as being self-descriptive. Although self- 
assessments are known to be flawed (Mabe & West, 
1982), data presented earlier in the Validity section 
have indicated that self-report measures correlate 
with important life and workplace outcomes. After a 
careful review of the literature, Chan (2009) ques-
tioned the negative conclusions regarding self-report 
measures, concluding that the evidence against the 
usefulness of self-reports in organizational and 
social sciences is more urban legend than reality. 
Nonetheless, in high-stakes testing situations, such 
as personnel selection, in which applicants are 
understandably motivated to present themselves in a 
desirable way, many researchers and employers still 
consider self-reports suspect and express concern 
about the effect of intentional distortion on the use-
fulness of self-report measures.

Potential Threat to Validity:  
Intentional Distortion
Concerns that applicants might intentionally 
describe themselves in an overly positive way on 
self-report measures are as old as personality mea-
surement. Certainly, the lure of a job offer repre-
sents an especially strong incentive to misrepresent 
oneself. The term high-stakes testing, often used to 
describe real-life personnel selection situations,  
captures the importance of the outcome for individ-
uals and organizations alike. In spite of meta- 
analytic evidence that provides valuable information, 
researchers have widely differing views about the 
severity and prevalence of faking, its psychometric 
effects among applicant samples, and its effects  
on validity.

In both I/O and personality psychology, the 
research literature on faking is voluminous and 
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growing, with a slew of methodologies groping to 
understand and identify job applicants who have 
distorted their self-descriptions. One can easily find 
empirical evidence to support simplistic claims such 
as “faking doesn’t matter” as well as “faking renders 
personality tests useless.” The data and results are 
more complex; broad, sweeping conclusions about 
faking are in general unwarranted.

Research designs, measurement methods, and 
administration instructions make a difference in the 
results obtained; each affects the amount of distor-
tion in self-reports, the veracity of self-descriptions, 
and the consequences of distortion. Five basic ques-
tions need to be answered:

1. Can respondents fake?
2. Can faking be detected?

3. What are the consequences of faking?
4. Can faking be deterred?
5. Do job applicants fake?

Can respondents fake? A wealth of research 
has compared responses of individuals instructed 
to fake good (and fake bad) with responses of 
individuals responding honestly. Although such 
directed-faking designs are criticized for their  
lack of applicability to actual applicant settings, 
these designs afford insight into respondents’  
ability to fake and the effects of doing so. Here, 
there is no debate: Respondents can fake self-
report inventories in both positive and negative 
directions (Stanush, 1997; Viswesvaran &  
Ones, 1999). Directed-faking studies have 
revealed that psychometric properties of tests 

TABLE 28.2

Constructs Generated via Nomological Web Clustering

Big Five and facets Compound variables Combination of these Big Five factors

Emotional Stability (ES) Optimism +ES +EX
 Self-esteem Intraception +ES +OE
 Low anxiety Trust +ES +A
 Even tempered Self-control +ES +C
Extraversion (EX) Reflective −EX +OE
 Dominance Modesty −EX +A
 Sociability Warmth +EX +A
 Activity–energy level Ambition +EX +C
Openness to Experience (OE) Autonomy +EX −C
 Complexity Tolerance +OE +A
 Culture–artistic Traditionalism −OE +C
 Creativity–innovation Lack of aggression +A +C
 Change–variety Fair and stable leadership +ES +EX +C
 Curiosity–breadth Self-destructive autonomy −ES +EX −C
 Intellect Socialization +ES +A +C
Agreeableness (A) Thrill Seeking +EX +OE −C
 Nurturance Democratic +EX +A +C
Conscientiousness (C) Achievement via independence +ES +EX +OE +C
 Achievement
 Dependability
 Moralistic
 Order
 Persistence

Cautiousness–impulse control vs. risk 
taking–impulsive

Masculinity (rugged individualism)

Note. Constructs from Hough and Ones (2001).
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change substantially when respondents intention-
ally distort their responses:

■■ Mean scores change significantly from honest 
to fake conditions: Mean scores in fake-good 
conditions generally increase from about 0.5 to 
a full standard deviation, whereas in fake-bad 
conditions mean scores change even more but in 
the opposite direction. The differences are even 
more extreme when results from within-subject 
study designs are compared with between-
subjects study designs, with differences between 
honest and faking conditions greater for within-
subject designs than for between-subject designs 
(Hooper, 2007; Stanush, 1997; Viswesvaran & 
Ones, 1999).

■■ Faking creates a ceiling effect and reduces vari-
ability substantially, with standard deviations 
decreasing by about 75% in directed-faking con-
ditions (Hooper, 2007).

■■ Correlations between honest and faked responses 
are generally weak, indicating that faking 
changes the rank ordering of individuals (Elling-
son, Sackett, & Hough, 1999). Studies have 
revealed that, even in directed-faking conditions, 
respondents fake to different degrees. Indi-
vidual differences in faking introduce construct-
irrelevant variance in test scores that results in 
decreased construct validity.

■■ Faking on multidimensional personality invento-
ries collapses the factor structure of inventories, 
often to a single factor, in directed-faking condi-
tions (Ellingson, Smith, & Sackett, 2001; Zickar 
& Robie, 1999; Schmit & Ryan, 1993). Previ-
ously independent factors merge, forming one 
large factor.

In short, respondents can fake their responses  
to self-report questions when instructed to do so. 
Directed-faking studies have indicated that the psy-
chometric consequences are significant, and they are 
negative. Although directed-faking studies can provide 
a basis for understanding intentional distortion, they 
do not necessarily provide evidence about the behav-
ior of job applicants in real-life selection situations.

Can faking be detected? Personality researchers 
have long been interested in identifying those who 

distort their responses and have explored a variety of 
approaches to measuring socially desirable respond-
ing. Traditional personality inventories have embed-
ded unlikely-virtues items (e.g., “I have never told a 
lie”), with the assumption that respondents endors-
ing many of these items are distorting their responses. 
Classic social desirability measures became more 
nuanced when Paulhus (1984) distinguished effortful 
attempts at social desirability (impression manage-
ment) from unconsciously held, overly positive self-
views (self-deceptive enhancement).

Two forms of evidence from directed-faking 
studies have suggested that unlikely-virtues scales 
detect intentional distortion. First, in directed-faking 
studies, the meta-analytically derived correlation 
between typical unlikely-virtues scales and other 
personality scales is .09 in honest conditions but .34 
in faking conditions (Stanush, 1997). Second, the 
difference in mean scores for typical unlikely-virtues 
scales in fake-good conditions compared with hon-
est conditions are significantly higher than the dif-
ference in mean scores for other scales in fake-good 
conditions compared with honest conditions, sug-
gesting that typical unlikely-virtues scales are more 
sensitive to intentional distortion than are other 
substantive personality scales (Hough et al., 1990; 
Stanush, 1997). Meta-analytic research has indicated 
that impression management scales are somewhat 
better than self-deceptive enhancement scales in 
detecting intentional distortion (Stanush, 1997).

Although such lie scales appear to be sensitive to 
intentional distortion, other ways of evaluating the 
usefulness of lie scales can lead to a different conclu-
sion. For example, when lie scales are used in mod-
erated regression analyses to determine whether 
criterion-related validity is affected by intentional 
distortion, the results indicate that intentional dis-
tortion does not affect validity, at least as measured 
with traditional lie scales (e.g., unlikely-virtues 
scales). Similarly, when traditional lie scale scores 
are used to adjust or correct other personality scale 
scores, validities are unaffected and corrected and 
raw scale scores are similar. Indeed, a large body of 
research has shown that traditional unlikely-virtues 
scales do not moderate, suppress, or mediate  
personality–criterion relationships, and adjusting 
faked personality scores for social desirability does 
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not undo the psychometric consequences of faking 
(Ellingson et al., 1999, 2001; Hough, 1998; Hough 
et al., 1990; Li & Bagger, 2006; McGrath, Mitchell, 
Kim, & Hough, 2010; Moorman & Podsakoff, 1992; 
Ones et al., 1996; Schmitt & Oswald, 2006). These 
data appear to suggest that traditional lie scales are 
ineffective in detecting intentional distortion. How-
ever, this assumes that (a) intentional distortion 
affects validity in deleterious ways and (b) the sam-
ples with which the analyses were conducted had a 
sufficient base rate of intentional distortion to test 
the hypotheses.

Studies that have found that traditional social 
desirability scales do not moderate, suppress, or 
mediate personality–criterion relationships (e.g., 
Hough et al., 1990; Ones et al., 1996) are based on 
research with incumbents and job applicants that is 
not characterized by significant distortion such as in 
directed-faking studies. The conclusion that tradi-
tional social desirability scales are irrevocably flawed 
may be premature.

Historically, an important research finding about 
traditional social desirability scales is that although 
they may measure response bias, they nonetheless 
correlate to a small degree with other personality 
traits and criteria of interest. Thus, adjusting per-
sonality scores based on traditional social desirabil-
ity scales may remove valid trait variance from 
measures more than it adjusts for distortion, 
although research has indicated that criterion-
related validity is unaffected, at least in samples  
in which significant faking is not present.

An important finding in this research stream is 
that social desirability is often nonlinearly associated 
with trait level (Kuncel & Tellegen, 2009). People 
do not always view the highest options as the most 
desirable options, either at a trait level or for the 
purposes of faking. Thus, simple linear corrections 
are not likely to correct socially desirable respond-
ing appropriately.

Current wisdom about traditionally developed 
unlikely-virtues scales is that they should not be 
used to make decisions about applicants (Dilchert 
& Ones, 2012). That is, respondents should not 
be singled out on the basis of their unlikely- 
virtues scale scores and informed that they pro-
duced invalid self-descriptions. Nor should 

scores on substantive personality scales be cor-
rected or adjusted on the basis of scores on tradi-
tionally developed unlikely-virtues scales. More 
nuanced scaling of unlikely-virtues scale items 
may lead to a different conclusion. More research 
is needed.

Alternate approaches to assessing faking exist. In 
general, these approaches create scales based on 
more nuanced differences between item-response 
patterns among honest versus faked response sets. 
For example, a conceptually sound approach uses 
idiosyncratic item-response pattern scoring to detect 
intentional distortion. Kuncel and Borneman (2007) 
created a faking detection scale from faked versus 
honest differences in response-option endorsement 
patterns. The scale detected deliberate faking and 
was uncorrelated with valid trait variance. Equally 
important, these analyses were performed on sam-
ples characterized by significant (directed) faking.

What are the consequences of faking? Directed-
faking studies have indicated that the validity, 
both construct and criterion related, of personality 
scales is diminished significantly when respon-
dents are directed to distort their self-descriptions. 
In directed-faking studies, when participants are 
instructed to fake, multicollinearity increases and 
personality variables lose their construct valid-
ity (Ellingson et al., 2001; Schmit & Ryan, 1993; 
Stanush, 1997; Zickar & Robie, 1999). Distinct 
personality characteristics collapse into fewer fac-
tors or just one factor, losing their convergent and 
discriminant validity. Criterion validity is similarly 
significantly diminished. In directed-faking studies, 
meta-analytically obtained personality–performance 
correlations that were on average .35 in honest 
responding situations drop to .09 when respon-
dents are directed to fake (Stanush, 1997). Clearly, 
when people are involved in experimental studies 
in which they are instructed to distort their self-
descriptions, construct and criterion-related valid-
ity are markedly and significantly lower than when 
honest self-descriptions are provided. Important 
additional questions are “Do real-life job applicants 
fake?” “If yes, to what extent?” and “Do conclusions 
from directed-faking experiments generalize to real-
life applicant settings?”
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Do real-life job applicants fake? Researchers and 
practitioners agree that many job applicants do dis-
tort their answers to portray themselves in a more 
favorable light. The extent of applicant faking, how-
ever, is a point of disagreement among researchers; it 
appears to depend on several factors.

Donovan, Dwight, and Hurtz (2003) surveyed 
college students who had recently applied for a job; 
32% claimed to have exaggerated their positive char-
acteristics and downplayed their negative character-
istics on a personality test (the distortion was 
apparently more exaggeration than outright falsifica-
tion). Although this study provided information 
about applicants’ self-reported distortion, it did 
directly answer the question about the amount of 
actual distortion in applicant settings. Moreover, 
research has indicated that when respondents are 
warned that a lie scale can detect distortion and that 
responses will be verified, intentions to fake are sig-
nificantly reduced (Chen, Lee, & Yen, 2004).

Other research has documented the spread 
within an organization over time of extremely favor-
able responding to personality tests included in the 
organization’s managerial promotion test battery, 
resulting in substantially higher test scores for test 
takers. Internal candidates who had initially failed 
the screen and were retested scored on average 
higher than the main group. More important, the 
organization effectively deterred distortion when it 
implemented a warning against distortion (Landers, 
Sackett, & Tuzinski, 2011).

Other forms of evidence are also relevant. Meta-
analytic evidence comparing applicant personality 
scale mean scores to incumbent mean scores has 
indicated that applicants’ mean scores tend to be 
between 0.10 and 0.50 standard deviation higher 
those of than incumbents (Birkeland, Manson, Kisa-
more, Brannick, & Smith, 2006). Of course, such 
between-groups designs are only informative when 
there are no differences in true personality means 
between applicant and incumbent groups and com-
parisons are appropriate. Often, studies that use 
between-group designs have not even matched 
applicant and incumbent groups on jobs (Birkeland 
et al., 2006).

Large-scale studies involving applicants to and 
incumbents in the same organization and doing the 

same type of work help shed light on the issue. In 
three very large real-life applicant and incumbent 
(honest) samples in a study involving mean-score 
comparisons between applicants for and incumbents 
in the same job in the same organization, mean-
score differences between applicants and incum-
bents ranged from 0.04 to 0.56 standard deviation 
on seven different personality scales, with an aver-
age difference of about 0.25 standard deviation 
(Hough, 1998). In this study, applicant sample sizes 
were 25,423 for the police jobs, 14,442 for the tele-
communications jobs, and 681 for state trooper jobs; 
incumbent samples were 508, 963, and 270, respec-
tively. Both applicant and incumbent samples in this 
real-life study were sufficiently large to provide reli-
able estimates of the difference between honest 
respondents (incumbents) and motivated-to-distort 
respondents (job applicants in high-stakes testing 
situations).

A handful of studies have examined within- 
person change from applicant to incumbent con-
texts; the results have been mixed. Some studies 
found marked increases in scores for applicants, 
whereas others did not.

Studies examining validity, both construct and 
criterion related, have also been very revealing. 
First, applicants’ personality scores do not typically 
show the same collapsed factor structure observed 
in directed-faking studies (e.g., Montag & Comrey, 
1990; Schmit & Ryan, 1993). Instead, construct 
validity, a variable’s convergent and discriminant 
validity, remains reasonably well intact. Second,  
criterion-related validities remain at useful levels.

A very large meta-analysis of criterion-related 
validity coefficients for integrity tests included  
personality-based integrity tests. Summarizing across 
62 studies and 93,092 applicants, Ones et al. (1993) 
found a predictive criterion-related validity of .29. 
Hough (1998) examined the predictive criterion-
related validities of personality variables obtained in 
applicant settings (respondents motivated to present 
themselves favorably) and the concurrent criterion-
related validities obtained in incumbent settings 
(honest self-descriptions), concluding that setting 
does indeed moderate relationships between person-
ality variables and criterion variables, but not in the 
way that many might expect.
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Yes, in settings such as directed-faking studies, 
personality scores increase, and yes, personality–
performance relationships in directed-faking studies 
are seriously compromised. However, in real-life 
personnel selection settings, faking does not appear 
to be that common, and personality–performance 
relationships are only minimally smaller than what 
are found in concurrent validation studies with 
incumbents. The rank order of actual job candidates 
in real-life hiring situations does not change to the 
extent of that of participants in directed-faking stud-
ies. Conclusions about the usefulness of personality 
variables based on directed-faking studies do not 
necessarily generalize to applicant settings.

Finding comparable criterion-related validity, 
comparable factor structures, and score stability 
among applicants offers some reassurance that 
applicant settings do not generally undermine per-
sonality’s validity. Taken together, research has indi-
cated that although some intentional distortion can 
and likely does occur in real-life applicant settings, 
it is not necessarily widespread, and personality–
performance relationships generally remain intact.

Correlation coefficients are relatively robust to 
substantial changes in small portions of the sample, 
particularly when those changes are relevant to only 
a certain portion of the distribution (as might be 
expected among fakers; Rosse, Stecher, Miller, & 
Levin, 1998). Thus, even when faking is relatively 
infrequent, fakers may move to the top of the distri-
bution and be more likely to be hired. Whether their 
job performance is lower (e.g., Mueller-Hanson, 
Heggestad, & Thornto, 2003) or higher (e.g., 
Hough, 1998) is unclear. It is clear, however, that 
faking is more problematic in low selection ratio set-
tings (settings in which only a small portion of the 
applicant group is selected) than in high selection 
ratio settings.

Coaching is another factor to consider in real-
life personnel selection. According to White, 
Young, Hunter, and Rumsey (2008), intentional 
distortion is an issue for the U.S. Army, particularly 
because recruiters often coach applicants on how to 
answer the personality items to ensure they pass 
the screen.

Employers are always concerned about the possi-
bility of intentional distortion and its potential for 

affecting the predictive accuracy of their hiring  
decisions. As a result, the quest to develop more 
robust measures of personality and to deter inten-
tional distortion continues.

Can faking be deterred? Several strategies have 
been proposed and examined, and for some the 
results are encouraging. Types of strategies include 
test administration strategies and test development 
strategies. Test administration strategies and their 
effectiveness are described in this section. (Test 
development strategies to overcome intentional dis-
tortion and provide more accurate self-descriptions 
are addressed in the Test Development Efforts to 
Overcome Intentional Distortion section.)

Warnings and consequences. Warning applicants 
both that faking can be detected and that there 
are consequences for doing so reduces distortion, 
although warning applicants only that faking can be 
detected appears not to reduce distortion (Dwight 
& Donovan, 2003). Another meta-analysis found 
that warnings were very effective deterrents against 
distortion in real-life applicant settings but not in 
directed-faking studies (Stanush, 1997). Introducing 
a warning after significant and blatant intentional 
distortion had spread throughout a company’s selec-
tion process appeared to deter distortion (Landers 
et al., 2011). A variety of warnings–consequences 
combinations exist. One of the more effective 
warnings–consequences combinations is inform-
ing respondents that their answers will be veri-
fied (Vasilopoulos, Cucina, & McElreath, 2005). 
Another effective warnings–consequences combina-
tion is to inform respondents that they will be asked 
to expand on and explain their answers in an inter-
view (Doll, 1971).

Evidence is accumulating that the validity of per-
sonality variables remains intact when warnings not 
to distort are included in instructions. Examples of 
studies that found no improvement in criterion-
related validity include Converse et al. (2008); Fox 
and Dinur (1988); and Robson, Jones, and Abraham 
(2007). McFarland (2003), however, found less 
multicollinearity among personality variables when 
respondents were warned, indicating greater dis-
criminant validity. More important, when respon-
dents were warned, their scores on personality 
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variables incremented criterion-related validity over 
and above validity obtained using just cognitive abil-
ity (Converse et al., 2008).

A limited amount of research exists on the 
effects of warnings on respondents’ perception of 
fairness and procedural justice. Three studies found 
that warnings do not negatively affect perceptions 
of fairness (i.e., Dullaghan & Borman, 2009; McFar-
land, 2003; Robson et al., 2007). One study found 
limited support for somewhat more negative reac-
tions by some applicants to warnings (Converse  
et al., 2008).

The combination warning of lie scales and conse-
quences appears to have considerable merit with lit-
tle, if any, negative impact on applicant perceptions. 
Nonetheless, a word of caution is appropriate. Books 
in the popular press instruct and coach individuals 
on how to fake applicant personality inventories 
(e.g., Employment Personality Tests Decoded; Hartley 
& Sheldon, 2007), with sections devoted to avoiding 
lie detection scales. These books are effective not 
only in coaching individuals to increase their scores 
on substantive (content) scales but also in avoiding 
high scores on social desirability scales (Wolford & 
Christiansen, 2008). The advice these books provide 
may give respondents the confidence to ignore 
warnings if they believe they can avoid being 
detected as having portrayed themselves in an overly 
virtuous way.

Written elaboration. The effect of requiring 
respondents to elaborate on their answers results in 
significantly lower scores on those items as well as 
on other items in the inventory (Ramsay, Schmitt, 
Oswald, Kim, & Gillespie, 2006; Schmitt & Kunce, 
2002). Although items were verifiable biodata 
items, such items are often included in personal-
ity measures. Research with measures of facets of 
Conscientiousness has produced similar results 
(Dubin, 2011).

Grouped versus random item sequence. Some 
researchers have recommended grouping items and 
labeling them, informing respondents what person-
ality characteristic is being measured (cf. Morgeson 
et al., 2007). However, measures of Emotional 
Stability and Conscientiousness are more easily dis-
torted when the items measuring the constructs are 
grouped together (McFarland, Ryan, & Ellis, 2002).

Test Development Efforts to Overcome 
Intentional Distortion
In spite of the evidence that validity generally 
remains intact in real-life personnel selection set-
tings, applicants clearly can distort their answers, 
and that reality concerns users of self-report inven-
tories. This concern is the underlying motivation for 
many test development efforts. In this section, we 
describe several lines of research, all devoted to 
increasing the accuracy of predictions using self-
report inventories.

Item characteristics of criterion-valid items. 
Researchers have examined the characteristics that 
enhance criterion-related validity, and two features 
appear to have merit: verifiable items and items that 
ask respondents to make comparative judgments 
(Mabe & West, 1982; Schmidt & Hunter, 1998).  
Yet, these two features appear to be at odds with 
each other. Take, for example, the item characteris-
tic verifiability. An item that asks “How often do you 
exercise?” and provides options “more than  
5 hours per week” and “5 hours or less per week” 
is a verifiable item. If the options were “more often 
than your friends,” “about as often as your friends,” 
and “not quite as often as your friends,” the item is 
asking for a comparative judgment. Which item is 
better? Perhaps both items are equally good, and it is 
in comparison with response options such “Yes” or 
“No” that both the verifiable and comparison judg-
ment items result in less distortion.

Forced-choice self-report measurement strategies. 
Interest in and research on forced-choice formats 
is experiencing a resurgence. Instead of asking 
respondents to describe themselves using a single 
stem (Likert-type item) such as “I enjoy intellectual 
games” with response options such as strongly agree 
and strongly disagree, forced-choice items present 
more diverse options and ask the respondent to 
choose the option that is most (or least) descrip-
tive of them. An example of a forced-choice item is 
“Which is more descriptive of you? ‘I enjoy intellec-
tual games’ or ‘I complete assignments on time?’”

The typical multidimensional, forced-choice 
scale scores have undesirable characteristics. One 
important negative outcome is ipsativity in the 
scores. Choosing one stem means not choosing a 
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different stem, resulting in a higher score on one 
characteristic and a lower score on the other. That 
is, scale scores provide information about a person’s 
trait level relative to his or her other traits, an intra-
person comparison. They do not provide informa-
tion about a person’s trait level relative to other 
people (no interperson comparison or normative 
information). This is a serious drawback if decisions 
are made about people on the basis of how they 
score relative to other people.

Such is the situation with personnel selection, 
placement, and promotion decisions. Consider, for 
example, a scenario in which an employer intends to 
hire one person, the most conscientious person. The 
choice is between Person A, who is higher on Extra-
version than Conscientiousness, and Person B, who 
is higher on Conscientiousness than Extraversion 
but lower on both traits than Person A. A selection 
decision based on a typical forced-choice format will 
produce a higher score for Person B on Conscien-
tiousness. In this scenario, the less Conscientious 
candidate would be hired because forced-choice 
scales measure within-individual differences rather 
than between-individual differences.

The ipsative nature of forced-choice measures 
forces a pattern of negative correlations between 
personality scales that would not otherwise be 
observed (Hicks, 1970). The ipsativity also distorts 
personality–criterion relationships. These effects are 
lessened when a large number of scales are used or 
when respondents choose among a larger number of 
stems.

Advocates of forced-choice measures have argued 
that pairing equally desirable stems will effectively 
reduce susceptibility to faking (e.g., Gordon, 1951). 
This strategy was used to develop the Edwards Per-
sonal Preference Schedule (Edwards, 1954). How-
ever, items presented in a forced-choice format are 
not immune to intentional distortion. A qualitative 
review of a large number of studies of directed- 
faking on forced-choice scales concluded that 
respondents can successfully distort their self-
descriptions when instructed to do so (Waters, 
1965). A quantitative review (meta-analytic sum-
mary) of directed-faking studies found a similar 
result: Although distortion was somewhat weaker 
with forced-choice formats than with normative 

(Likert-type) formats, responses to forced-choice 
items are also easily distorted (Stanush, 1997).

Some research has found that forced-choice  
measures retain predictive validity even under 
directed-faking conditions (Christiansen, Burns, & 
Montgomery, 2005; Hirsh & Peterson, 2008). How-
ever, faking instructions substantially inflate correla-
tions between forced-choice personality measures 
and cognitive ability (Christiansen et al., 2005;  
Vasilopoulos, Cucina, Dyomina, Morewitz, & Reilly, 
2006), a finding not observed with normative  
(Likert-type) measures. Thus, some of forced-choice 
measures’ retention of validity may stem from that 
part of the measure that captures cognitive ability. 
Another concern is the effect of coaching. In high-
stakes testing, it is relatively easy to coach or 
instruct applicants in how to choose response 
options that measure the characteristics that are 
important to a decision maker.

More recently, researchers have applied item 
response theory methods to scoring forced-choice 
measures (Chernyshenko et al., 2009; Stark,  
Chernyshenko, & Drasgow, 2005). Normal item 
response theory conceptualizes the probability of 
endorsing an item as a logistic function of an under-
lying latent trait. However, choosing a forced-choice 
response from among two options is a function of a 
person’s standing on two different traits. Stark et al.’s 
(2005) multidimensional pairwise preference model 
posits the item response curves for the probability of 
choosing a particular response as a function of mul-
tiple underlying traits in multidimensional space. 
Such multidimensional representations of forced-
choice items permit the recovery of normative infor-
mation about individuals’ trait standing from an 
ipsative response format. Score inflation in faking 
contexts on these measures is generally less than 
that on typical Likert-type measures (White et al., 
2008), and multidimensional pairwise preference 
scoring does not produce negative intercorrelations 
among scales that typify other forced-choice mea-
sures (Chernyshenko et al., 2009). Although  
multidimensional pairwise preference scored mea-
sures showed strong validities for predicted self-
reported behaviors (Chernyshenko et al., 2009), 
when pitted against rationally developed biodata 
inventory scales, criterion-related validity was as 
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high or higher for the rational biodata scales (Heff-
ner & Owens, 2011). It remains to be seen whether 
faking instructions produce strong correlations with 
general mental ability using these scoring methods. 
Similarly, the effects of coaching on scale scores are 
needed. Nonetheless, this research stream has pro-
duced a strong method for recovering normative 
personality information from a method thought to 
be too flawed (e.g., Hicks, 1970) for most uses.

Subtle (disguised) item content. Items for 
which the trait that is measured is transparent are 
referred to as obvious items. Subtle items are at the 
other end of the transparency continuum. Recent 
research has indicated that adding a frame of refer-
ence to items increases the accuracy of prediction or 
criterion-related validity (Bing, Whanger, Davison, 
& VanHook, 2004; Hunthausen, Truxillo, Bauer, 
& Hammer, 2003; Lievens, De Corte, & Schollaert, 
2008; Schmit, Ryan, Stierwalt, & Powell, 1995). The 
added frame of reference increases the items’ trans-
parency and provides respondents with a context 
in which to self-report. The measurement is more 
situational and more precise. It has become standard 
wisdom in I/O psychology that providing respon-
dents with a context in which to provide their self-
descriptions enhances validity and reliability. Yet, 
other recent evidence has suggested that more subtle 
items retain their validity in high-stakes applicant 
settings presumably because they are more difficult 
to distort (White et al., 2008). The issue remains 
unresolved.

Conditional reasoning measures. Although 
intending to measure personality characteristics, 
these measures are presented as reasoning tests, 
attempting to disguise the purpose of measurement.  
James and colleagues’ ( James, 1998; James, McIntyre, 
Glisson, Bowler, & Mitchell, 2004) development of 
conditional reasoning measures of aggression and 
achievement represents one such novel approach. 
This approach stems from the premise that undesir-
able traits are associated with ego-protective cogni-
tive biases that individuals with these traits use to 
justify their actions. For example, aggressive indi-
viduals are more likely to perceive hostile intent in 
others (referred to as hostile attribution bias), mak-
ing their aggressive behavior seemingly justifiable. 

Items present scenarios that prime these justifica-
tion mechanisms. Although early estimates have 
suggested that the Conditional Reasoning Test of 
Aggression produced uncorrected validities substan-
tially larger (mean r = .44; James et al., 2004) than 
those of self-report measures, more recent meta- 
analytic evidence has suggested more conserva-
tive but still useful validities (e.g., mean r = .26 
for predicting counterproductive work behavior; 
Berry, Sackett, & Tobares, 2010). Conditional rea-
soning measures tend to be relatively uncorrelated 
with self-report measures, perhaps because of their 
implicit versus explicit nature.

COMPARABILITY OF SELF-REPORT 
MEASUREMENTS ACROSS TESTING 
MODES AND LANGUAGES AND CULTURES

The span of personality measurement at work has 
expanded considerably in recent decades, because of 
both the rise of globalization and the ease of admin-
istration afforded by the Internet. Thus, a body of 
research has emerged examining whether the 
responses provided in new languages, cultures, and 
methods of administration are comparable to those 
in which these measures were originally developed.

Mode of Testing
Technology has transformed the world of work, and 
employment testing is no exception. Today, large 
and small companies use both onsite and online 
computerized testing to screen applicants. Fortu-
nately, considerable research has examined the 
equivalence of personality scale measurements 
administered onsite or online, including proctored 
and unproctored testing and paper-and-pencil test-
ing. Other research, although limited, has compared 
the validity obtained and intentional distortion 
using the different test administration methods. An 
important issue for online administration of person-
ality scales is the effect of retesting.

Score and structural equivalence. Studies have 
reported somewhat different results, although the 
preponderance of evidence has supported simi-
lar score and structural equivalence. Results have 
indicated that scores are similar in proctored and 
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unproctored settings (W. Arthur, Glaze, Villado, 
& Taylor, 2009, 2010; Griffith, Chmielowski, & 
Yoshita, 2007). However, when comparing scores 
obtained in a supervised (proctored) online testing 
situation with those obtained in an unsupervised 
(unproctored) online testing situation, structural 
models of personality provided better fit in the 
supervised testing situation (Oswald, Carr, & 
Schmidt, 2001).

Validity. Very few studies have examined the 
criterion-related validity of personality scores 
obtained from the different testing modes (Tippins, 
2009). Two studies concluded that criterion-related 
validities are similar in the different testing modali-
ties (Beaty et al., 2011; Chuah, Drasgow, & Roberts, 
2006). One of the two studies (i.e., Beaty et al., 
2011, which was done after Tippins’s 2009 review) 
used meta-analytic techniques to analyze a database 
of 125 validity coefficients archived by a testing 
company, including both concurrent and predictive 
validity study designs as well as proctored onsite 
and unproctored online testing. Given the large 
number of validity coefficients involved, the results 
are likely stable.

Intentional distortion. Intentional distortion 
issues might, at first blush, be of less importance 
given the well-established finding that self-report 
personality measures are easily distorted. Assistance 
from others is unnecessary to distort self-report 
items. When test takers can, without assistance from 
others, distort their responses, it should not matter 
whether the testing setting is proctored or unproc-
tored. Nonetheless, important knowledge has been 
gained by examining intentional distortion in the 
various testing situations.

Research has suggested that mean-score differ-
ences between honest (low-stakes) conditions and 
faking (high-stakes) conditions in unproctored tests 
delivered remotely are similar to those in proctored 
test administration settings (W. Arthur et al., 2009, 
2010). Similarly, the magnitude of score elevation 
and percentage of individuals identified as providing 
overly virtuous self-descriptions are similar in the 
two conditions (Griffith et al., 2007). Another  
study with random assignment of participants to 
one of three testing conditions (paper and pencil, 

proctored computer lab, and unproctored online) 
used item response theory, mean-score difference, 
regression, and factor analyses to examine score and 
structural comparability in the three conditions 
(Chuah et al., 2006). They concluded that the three 
conditions produced equivalent scores.

A meta-analysis of intentional distortion in 
paper-and-pencil measures versus computerized 
measures has suggested that some variables moder-
ate the amount of distortion in the two testing con-
ditions (Richman, Kiesler, Weisband, & Drasgow, 
1999). The ability to backtrack and change answers 
increases the score equivalence of computerized and 
paper-and-pencil measures, and anonymity also 
moderates the equivalence between the two testing 
modes. When developing a computer-administered 
personality inventory, an important software feature 
is the capability to backtrack and change responses, 
especially if scores will be compared with scores 
obtained on paper-and-pencil measures.

An interesting possibility with computerized test-
ing is the use of latency measures to detect inten-
tional distortion, which is especially relevant given 
the evidence that participants take longer to respond 
when trying to distort their responses (e.g., Chen  
et al., 2004; Holden, 1995; Vasilopoulos, Reilly, & 
Leaman, 2000; Vasilopoulos et al., 2005). However, 
it is also important to note that response time is cor-
related with familiarity with the applied-for job 
(Vasilopoulos et al., 2000). Moreover, response 
latency is conceptually and empirically related to 
personality characteristics. For example, people who 
are low on Extraversion are likely to respond more 
slowly than people high on Extraversion. Research 
evidence has confirmed the conceptual relationship 
(Eysenck, 1967). People lower on Emotional Stabil-
ity take more time than those higher on the trait 
(Furnham, Forde, & Cotter, 1998). Conceptually, 
people who are high on attention to detail (Consci-
entiousness) are likely to respond more slowly than 
people low on attention to detail. In addition, coach-
ing and practice may change speed of response. 
Thus, although computerized testing provides an 
opportunity to examine additional ways of detecting 
intentional distortion, the process will not be a 
straightforward endeavor, and success will be diffi-
cult to achieve.
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A less complicated approach is to deter intentional 
distortion with intermittent prompts that warn 
respondents about the consequences of intentional 
distortion (W. Arthur & Glaze, 2011). Such prompts 
could be in response to extreme or unusual responses, 
although the effect of such messages on honest 
responders needs to be examined. At least three stud-
ies examined online warnings with real job appli-
cants. One study included online warnings delivered 
to applicants in real time on the basis of their 
responses to items (Evans & Waldo, 2009). They 
found that warnings affected scores on skepticism 
more than any other characteristic (they appeared less 
trusting after being warned), followed by social confi-
dence, detail orientation, and good impression. Need 
for control, goal orientation, and need to nurture were 
virtually unchanged, although standard deviations 
were not provided and effect sizes were not reported. 
A second study (Melcher, 2009) also examined  
the effects of warnings (combination warning– 
consequence) as well as onsite proctored and offsite 
unproctored conditions. The sample included 1,745 
applicants from 19 companies. The combination 
warning–consequence condition required each appli-
cant to read and agree to an “integrity agreement” 
acknowledging that he or she understood that “falsifi-
cations or misrepresentations of any kind will be con-
sidered just cause for rejection of the assessment or 
dismissal from employment, or employment-related 
opportunities” (Melcher, 2009, p. 5). Applicants in 
this condition were also required to identify which of 
two boxes correctly summarized the warning. 
Melcher (2009) found that compared with the no-
warning condition, the warning–consequence condi-
tion produced statistically significant lower scores on 
the lie scale. She also found, in contrast to the results 
obtained in other studies described earlier, that the 
offsite, unproctored condition produced statistically 
significant lower scores on the lie scale than the 
onsite, proctored condition. A third study examining 
job applicant online intentional distortion also found 
statistically significant lower lie scale scores in a com-
bination warning–consequences condition than in a 
no-warning condition (Chen et al., 2004).

Retesting. An important issue for online (Internet) 
testing is the possibility of retesting, potentially a 

significant amount of retesting with the risk of over-
exposure to item content (Tippins, 2009; Tippins  
et al., 2006). With the ease and accessibility of 
online administration, frequent retesting is a serious 
issue for which no straightforward or easy solution 
exists, at least not currently.

Comparability Across Languages  
and Cultures
Multinational corporations hire people from all over 
the world. If they are to use personality inventories 
as part of the selection process, issues similar to 
those explored in the Mode of Testing section are 
relevant. The work required to answer similar issues 
for dozens of languages and cultures is daunting if 
not impossible.

Many personality inventories have been devel-
oped in one language and translated into other lan-
guages. It is difficult but not impossible to do so  
and obtain similar score meanings, structures, and 
criterion-related validities with different transla-
tions. A few of the issues include construct equiva-
lence, which is hampered by the availability of other 
personality inventories in different languages, rele-
vant norm groups, differences in interpretation of a 
behavior, and differences in response style (Nyfield 
& Baron, 2000). The International Test Commission 
has published a set of standards for translating tests 
developed in one language into another language 
(Hambleton, 1999).

At least two lines of research have indicated that 
personality measures operate differently in different 
countries and languages. Studies examining the 
structure of personality in different countries and 
cultures have not necessarily “discovered” the Big 
Five personality factors (e.g., Ashton et al., 2004). 
Studies using differential item functioning analyses 
have concluded that items operate differently in dif-
ferent languages and cultures (Ellis, 1989; Ryan, 
Horvath, Ployhart, Schmitt, & Slade, 2000).

One of the more ambitious projects in this area 
developed a set of personality scales intended specif-
ically for cross-cultural use. Schmit, Kilm, and Robie 
(2000) involved psychologists from many different 
cultures, languages, and countries in all phases of 
test development and validation. Evidence has indi-
cated that construct measurement is similar across 
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several languages and cultures. Test development 
strategies such as these clearly can produce compa-
rable measurements useful in several cultures. 
Nonetheless, the laborious process of translating  
the items into the different languages such that 
scores retain their equivalence across the languages 
is required.

ALTERNATIVES TO TRADITIONAL  
SELF-REPORT TRAIT MEASURES

Although personality research and practice in I/O 
psychology has been dominated by the use of gen-
eral Likert-type or true–false self-report measures, 
emerging research has begun exploring the promise 
held in alternative approaches to measuring person-
ality. We discuss these in the sections that follow, 
describing alternatives that measure personality 
from a different rating source (e.g., peer reports or 
interviewers) or that capitalize on situational vari-
ability in the expression of personality traits.

Others’ Ratings
One simple variation on traditional, Likert-type per-
sonality measures is to solicit personality ratings 
from nonself sources. Specifically, peers (e.g., 
coworkers) can be asked to describe a target individ-
ual’s personality by completing an inventory in 
which first-person pronouns have been replaced 
with third-person pronouns. Although such 
approaches are common in basic personality 
research, which has found that well-acquainted 
observers are quite accurate in rating targets (Con-
nelly & Ones, 2010; Funder, 1995), use of observer 
reports has been scant in I/O psychology. Nonethe-
less, the empirical support for measuring personality 
via observers’ ratings is strong. Tupes (1957, 1959), 
for example, showed that such ratings predict per-
formance of Air Force officers 6 months later. 
Mount, Barrick, and Strauss (1994) further showed 
that observer ratings predict performance more 
strongly than do self-reports, with these findings 
holding across two small-scale meta-analyses (Con-
nelly & Ones, 2010; Oh, Wang, & Mount, 2011). 
Sample findings included that the operational valid-
ity of a single observer’s reports of Conscientious-
ness is ρov = .29 (vs. ρov = .21 for self-reports; 

Barrick, Mount, & Judge, 2001); an optimally 
weighted composite of the Big Five yields Rov = .38 
(vs. Rov = .27 for self-reports). The stronger predic-
tive validity of observer reports holds even for 
observers who are acquainted with targets outside 
the workplace (Connelly & Hülsheger, 2012) as 
well as for predicting a wide range of behaviors criti-
cal to leading a happy and healthy life (Connelly & 
Ones, 2010; Fiedler, Oltmanns, & Turkheimer, 
2004; Smith et al., 2008). These findings suggest 
that observers may have a more accurate view of tar-
gets than targets have of themselves. Moreover, 
observer ratings offer the potential to collect person-
ality ratings from multiple observers. Combining 
multiple raters could allow predictive validities to 
climb as high as ρ = .55 for Conscientiousness. 
Validities of this magnitude considerably exceed any 
previous estimates for personality and suggest that 
using a single rater—and especially a self-rater—has 
substantially underestimated the importance of per-
sonality in the workplace.

Although these findings are encouraging, they 
also raise numerous pragmatic questions about how 
observers’ reports might be obtained in personnel 
selection settings. Specifically, no studies have 
examined observer reports in a selection context. 
Thus, whether observers’ reports are more or less 
susceptible to faking and to adverse impact (particu-
larly from stereotypes and prejudices potentially 
held by raters) remains unclear. Further research 
addressing these pragmatic issues for selection is 
needed. Although use of observers’ ratings currently 
appears nonexistent for personnel selection, two 
inventories—the Campbell Leadership Index (D. P. 
Campbell, 1991) and the Leadership Multi-Rater 
Assessment of Personality (Warren, 2008)—use 
observers’ reports of personality for developmental 
feedback in a 360-degree-feedback type of approach. 
The stronger validity for observers’ reports com-
pared with self-reports suggests that observers may 
be a more useful and novel source of personality 
information for development.

Beyond measuring personality using knowledge-
able observers (i.e., observers well acquainted with 
targets), interest is emerging in measuring personal-
ity traits with interviews. Researchers have long 
known that interview ratings are positively influenced 
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by applicants’ Emotional Stability, Extraversion, 
Openness, Conscientiousness, and Agreeableness 
(Huffcutt, Conway, Roth, & Stone, 2001; Salgado & 
Moscoso, 2002). However, researchers have more 
recently explored organizing the content of struc-
tured interviews to measure personality traits specif-
ically. That is, rather than conceptualizing 
personality as an underlying influence on interview 
performance, interviews can represent a viable 
method of measuring personality traits. Measuring 
personality in interviews has long been a staple of 
diagnosis in clinical psychology, even for measuring 
“normal” personality traits (e.g., the Structured 
Interview for the Five-Factor Model; Trull et al., 
1998). Although strangers are generally poor judges 
of targets’ personality (Connelly & Ones, 2010), 
interviewers tend to be more accurate than strangers 
(Barrick, Patton, & Haugland, 2000), suggesting 
that they may be good judges of personality and par-
ticularly adept at detecting personality-related infor-
mation. More important, Van Iddekinge, Raymark, 
and Roth (2005) found that even under directed-
faking conditions, interview-based measures of per-
sonality did not show mean inflation or the 
collapsed factor structure that is common among 
self-report measures. These findings are certainly 
encouraging, but further research is needed compar-
ing the validity of interview-based measures of 
applicants’ personality to that of self-report mea-
sures and general job suitability–focused interviews.

Personality Measurement Capitalizing on 
Situational Variability
In response to the classic person–situation debate, per-
sonality psychologists have amassed an overwhelming 
amount of evidence indicating that personality traits 
endure over time and are expressed consistently across 
situations (Kenrick & Funder, 1988). Although this 
cross-situational stability is generally recognized, 
increasing research attention has turned toward study-
ing the variability in trait expression across contexts 
(for a wide variety of contemporary viewpoints of  
person–situation interactionism, see Donnellan, 
Lucas, & Fleeson, 2009). In the sections that follow 
we discuss ways that I/O psychology has begun to 
study situational variability, either by measuring it 
directly (via experience sampling methodology) or by 

asking respondents to consider only specific contexts 
(via frame of reference measures).

Experience sampling. Experience-sampling 
research has found that not only is there consid-
erable intraindividual variability in behavioral 
expression but there are also stable interindividual 
differences in intraindividual variability (Borkenau 
& Ostendorf, 1998; Fleeson, 2001; Fournier, 
Moskowitz, & Zuroff, 2008). More and more, per-
sonality researchers are studying stable differential 
personality expression across situations as a func-
tion of social roles (Roberts, 2007; Wood & Roberts, 
2006), the characteristics of interaction partners 
(Andersen & Thorpe, 2009; Fournier et al., 2008; 
Fournier, Moskowitz, & Zuroff, 2009), and the 
trait-activating characteristics of situations (Tett & 
Burnett, 2003). These findings raise two important 
questions for studying and measuring personality 
at work: (a) How is the work context a (measur-
ably) unique context for personality expression and 
(b) what implications does this variability in trait 
expression have for studying personality’s effects on 
work behaviors and attitudes?

Frame of reference. Frame-of-reference personal-
ity measures capitalize on the unique contextual 
expression of personality at work; they adjust typical 
self-report personality items by adding an at work 
suffix to the end of each item. Whereas a respondent 
may consider a variety of potential contexts when 
completing general personality measures, frame-
of-reference items direct respondents to consider 
personality expression only in the context related to 
the criterion of interest (Schmit et al., 1995). Frame-
of-reference measures produce stronger correlations 
with performance outcomes than do self-report 
measures (Bing et al., 2004; Schmit et al., 1995), and 
this effect is not driven only by increased reliability 
(Lievens et al., 2008). Parallel findings have been 
observed for predicting domain-specific satisfaction 
(Heller, Ferris, Brown, & Watson, 2009; Slatcher & 
Vazire, 2009). However, frame-of-reference measures 
(a) tend to correlate near the limits of their reliabil-
ity with general measures; (b) do not correlate any 
more strongly with coworkers’ ratings of traits than 
do general measures (Small & Diefendorff, 2006); 
and (c) have been researched using a concurrent 
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validity research design. As previously described, 
predictive validity appears to suffer when item con-
tent is obvious, and providing a frame of reference 
is intended to reduce ambiguity. Although provid-
ing the respondent with a context for the behavior 
might increase concurrent validity, the effect on 
predictive validity is unknown. Further research is 
needed on what mechanisms and frame-of-reference 
measures work through and on the boundary condi-
tions of their effectiveness.

Intraindividual variability. Few studies have 
directly examined workplace outcomes associated 
with intraindividual variability in trait expression. 
Minbashian, Wood, and Beckmann (2010), using 
experience sampling methodology, found that the 
workplace expression of conscientiousness varied 
predictably when momentary task demands were 
high, although people high in trait conscientiousness 
were less dependent on task demands than people 
low in trait conscientiousness. Heller, Weinblatt, and 
Rachman-Engel (2010) examined whether individu-
als were less satisfied at work when they engaged 
in behaviors inconsistent with their general level of 
extraversion. Interestingly, extraverts were less satis-
fied when exhibiting introverted behaviors, but there 
was no parallel effect for introverts. Future work 
should also explore whether state expression of traits 
is more or less effective when it is consistent with 
general trait standing. In addition, what effect greater 
intraindividual variability in trait expression has on 
performance remains unclear. Arguments for the 
importance of authenticity suggest that intraindivid-
ual variability in trait expression would have negative 
performance consequences, but the recent emphasis 
on adaptability would favor greater intraindividual 
variability. Although it is unlikely that this experi-
ence sampling methodology is feasible for selection 
purposes, further research could point toward useful 
and interesting developmental applications aimed at 
understanding intraindividual variability and situ-
ational contingencies of trait expression.

CONCLUSIONS

A vast amount of basic and applied research has 
been devoted to understanding the role of personality  

in the workplace. Knowledge has increased dramati-
cally even in the past 10 years. Among the findings 
are the following:

■■ The five-factor model has been a very impor-
tant organizing framework for understanding 
the influence of personality on important work 
criteria.

■■ The six-factor HEXACO model is an even better 
framework.

■■ Other strategies for developing a structure of per-
sonality variables, such as the nomological-web 
clustering approach, may provide greater insights 
for researchers seeking to understand the deter-
minants of work performance and work adjust-
ment criteria.

■■ Personality constructs predict many critically 
important workplace criteria, including overall 
job performance, contextual performance such as 
organizational citizenship and dedication, coun-
terproductive work behavior such as disciplinary 
problems and absenteeism, managerial effective-
ness, workplace safety, tenure and turnover, and 
team performance.

■■ Relationships between personality constructs and 
criterion constructs are logical; theoretical rel-
evance of the predictor for the criteria is a major 
factor in building good models of the determi-
nants of workplace performance and adjustment. 
Relationships are often indirect, moderated, and 
nonlinear.

■■ Measures of personality variables are useful for 
incrementing criterion-related validity over and 
above cognitive ability measures.

■■ Whites, African Americans, Hispanics, and men 
and women score similarly on most measures 
of personality variables; personality measures 
included in personnel selection procedures 
typically have little or no adverse impact on 
protected classes, although attending to mean-
score differences at the facet level is important to 
ensure the least amount of difference.

■■ Self-report Likert-type measures are susceptible 
to intentional distortion.

■■ Nonetheless, in real-life applicant settings,  
criterion-related validities of self-report Likert-
type measures remain essentially intact.



Hough and Connelly

522

■■ Self-report forced-choice (non-Likert) measures 
of personality, often thought to be immune to 
response distortion, are susceptible to distortion 
but to a lesser degree than self-report Likert-type 
measures.

■■ Mode of measurement—paper and pencil, online 
proctored, and online unproctored—has little 
or no effect on scores or validity of personality 
measures.

■■ The most effective strategy for reducing overly 
virtuous responding in high-stakes testing for all 
of these testing strategies and testing modes is 
a combination warning–consequence message. 
Consequences, such as informing respondents 
that (a) they will need to explain their answers 
in an interview or in writing; (b) their answers 
will be verified; or (c) they will be eliminated 
from the hiring process, all appear to reduce 
intentional distortion, although some likely have 
other unintended consequences as well.

■■ Less distortion occurs on verifiable items such as 
biodata items.

■■ Others’ reports of the target person’s personal-
ity provide scores on personality measures that 
correlate even higher with important workplace 
criteria, although they too have issues of inten-
tional distortion, especially descriptions obtained 
by family, parents, and close friends, who in 
research settings provide some of the most accu-
rate descriptions of the target person.

■■ Situations do matter, and incorporating them 
into measurements may increase personality–
criterion correlations, but providing situational 
context in measurements may decrease the  
personality–criterion correlations obtained in 
high-stakes testing situations, although this 
effect may be countered by including effective 
warning–consequence messages.

Many questions remain unanswered, many of 
which can only be answered with more sophisti-
cated research designs and more nuanced hypothe-
ses. There is much yet to learn.
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work SAmPlE TESTS
George C. Thornton III and Uma Kedharnath

Work sample tests (WSTs) are high-fidelity assess-
ment techniques that present conditions that are 
highly similar to essential challenges and situations 
on an actual job. WSTs have been used for a variety 
of purposes such as selection, certification, training, 
and performance evaluation for a wide variety of jobs.

Two quintessential work sample tests follow.

1. Applicants for a maintenance mechanic position 
in a large commercial construction company are 
required to complete a welding task in which 
they use an arc welder to build a steel frame to 
conform to a set of written specifications.

2. Candidates for certification as a software pro-
grammer are required to write computer code to 
apply discounts to orders of varying amounts of 
different products of the company.

Because WSTs are defined somewhat differently 
in different sources, we begin with definitions of 
terms as we use them here and some implications. 
We then describe a continuum of fidelity to the job 
and compare WSTs with assessment techniques 
with higher and lower levels of fidelity. Next, we 
provide examples of how work samples have been 
used for various purposes in work organizations and 
education for jobs with varying complexity. Scrutiny 
of these examples highlights the need to explicate 
several aspects of fidelity and points out the trade-
offs of building higher versus lower levels of fidelity 
into a WST. Next, we make the often overlooked 
distinction between the method of the WST and  
the constructs that a WST measures. We point out 
that most literature does not specify what a WST 

measures. That discussion leads to a summary of 
evidence related to validity of work samples. The 
foundation for psychometric quality begins with the 
test construction process, and thus we provide three 
frameworks for constructing WSTs that ensure that 
several aspects of fidelity are built into any WST. 
Sprinkled throughout the chapter are many exam-
ples. We end the chapter with a discussion of the 
research needed to fill gaps in what is not known 
about WSTs and then offer conclusions.

DEFINITIONS OF WORK SAMPLE TESTS 
AND FIDELITY WITH IMPLICATIONS

Basic definitions of WSTs were first provided by 
Guion in 1965—“Work samples . . . sample directly 
the kind of behavior required by the job” (p. 195)—
and then later in 1998—“a standard sample of a job 
content domain taken under standard conditions” 
(p. 509). We provide a more detailed definition of 
WSTs that explicates several dimensions of the 
notion of fidelity to the job.

A WST is a standardized and complex set of stimu-
lus materials that has a high level of similarity and 
fidelity to a critical portion of a job presented to an 
examinee who is required to produce a product or 
demonstrate complex observable behavioral responses 
representative of critical job-relevant knowledge, 
skills, or abilities. Our definition is very similar to that 
of Ployhart, Schneider, and Schmitt (2006) and Roth, 
Bobko, and McFarland (2005), but we expand the 
definition with an elaboration of various dimensions 
of fidelity. Our definition is different from that of 
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Asher and Sciarrino (1974) because we exclude tests 
of written knowledge and situational judgment and 
that of Truxillo, Donahue, and Kuang (2004) because 
we distinguish among exercises used in assessment 
centers (ACs). We show how some WSTs meet our 
definition and some do not. We weigh in on the dis-
cussion of how to determine criticality and how large 
a portion of a job should be covered by a WST.

Dimensions of Fidelity
Several dimensions in our definition of fidelity beg 
for expansion.

■■ Physical fidelity: The stimuli presented to the 
examinee entail complex testing materials, not 
just paper-and-pencil forms or questions on a 
computer screen. This procedure follows Trux-
illo et al. (2004). For example, applicants for a 
bank teller position could be asked to examine 
checks, verify signatures and account numbers, 
and dole out bills and coins.

■■ Content fidelity: The substance of the problems 
and challenges in the materials are highly similar 
to those of an actual job. For example, asking 
candidates for certification as human resource 
managers to discuss advantages and disadvan-
tages of various employee benefit plans and to 
recommend the most desirable has high content 
fidelity, but asking them to discuss and choose 
among objects in the desert survival exercise  
(D. W. Johnson & Johnson, 1994) does not.

■■ Situational fidelity: The context of the WSTs is 
highly similar to the actual work setting and 
organization. For example, in a WST for cus-
tomer service representatives applying to a call 
center, a high level of time pressure matching 
the job can assess whether candidates respond 
quickly, clearly, and accurately to inquiries.

■■ Behavior fidelity: The examinee must demon-
strate a complex set of overt behavioral responses 
as he or she would on the job, not just select 
among proffered alternatives, make key strokes, 
or state behavioral intentions. For example, a 
teacher certification WST can require candidates 
to explain a complex topic in their area of exper-
tise and answer questions from role player acting 
as a student.

■■ Psychological fidelity: The responses are indica-
tors of attributes, such as knowledge, skills, and 
abilities, related to job performance (Goldstein, 
Zedeck, & Schneider, 1993). This feature is not 
unique to WSTs; in fact, psychological fidelity is 
the sine qua non of all predictors.

As with any test, a WST is only a sample; here, 
the sample is an important sample of the domain of 
tasks in the target job. This sample may be relatively 
narrow, but it is essential for effective job perfor-
mance. In addition, as with all tests, the administra-
tion and scoring of WSTs is controlled; here, the 
scoring of behavioral responses or work products is 
standardized. These features distinguish WSTs from 
other high-fidelity assessments that are sometimes 
carried out on the job itself and may differ from one 
candidate to another.

Implications of Dimensions of Fidelity
The dimensions of fidelity of WSTs have strong 
implications for their design, administration, scor-
ing, and evaluation. In this section, we provide 
examples of how high fidelity on each dimension 
might look in a specific WST and discuss the impli-
cations. One implication is that different methods  
of job analysis may be particularly helpful when 
establishing fidelity on different dimensions. In  
the following paragraphs, we suggest analytic  
methods described in Brannik and Levine (2001) 
and Perlman and Sanchez (2010).

The physical fidelity of WSTs comes from differ-
ent aspects of the complex stimulus materials: com-
plex passages to read, complicated and possibly 
vague instructions, live or video tapes of human 
beings, or physical objects, tools, and equipment. 
The materials may have varying levels of physical 
fidelity. For example, a high-fidelity WST for a man-
ufacturing assembly job calls for tools, materials, 
and work space like those on the job. Any job analy-
sis method that involves direct observation of actual 
job performance on the work site will yield informa-
tion about the complexity of materials to build into 
a high-fidelity WST.

Fidelity in the content means the WST contains 
the problems and challenges encountered on the 
job. For example, the content of a WST to assess the 
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ability of marketing managers may require candi-
dates to prepare a written sales plan for a specific 
product for a specific region. This feature implies 
the designer has detailed information about the 
most critical tasks on the job to build into the WST. 
Criticality is typically determined by ratings of fre-
quency and importance of job tasks. Methods of 
work analysis, such as functional job analysis (Bran-
nik & Levine, 2001; Perlman & Sanchez, 2010), 
that are applicable to a wide range of jobs and task 
inventories applicable to each specific job would be 
particularly helpful. Criticality could also include an 
assessment of hazards and how essential it is for 
each incumbent to complete the task.

Situational fidelity ensures that features such as 
the industry and setting, time pressure, and stress 
match the actual conditions on the job. For exam-
ple, a one-on-one role-play activity may call for a 
candidate for promotion to captain in a police 
department to serve as public information officer 
and answer news reporters’ rapid-fire questions. Sit-
uational analysis (Thornton & Mueller-Hanson, 
2004) identifies contextual features of the job as the 
appropriate setting for the WST. One issue the orga-
nization faces is whether those conditions may cause 
adverse applicant reactions and whether they may 
not be an essential feature of the work of all police 
captains. Another issue is that the role players may 
not put the same level of stress on all candidates, 
thus raising the allegation of inconsistent and 
unstandardized administration.

WSTs have behavioral fidelity, that is, examinees 
must display complex overt behavior such as on-the-
job behavior. This means a WST is a performance test 
(Anastasi & Urbina, 1997): Observers can see the 
process that the examinee goes through in dealing 
with the challenge of the WST. Worker analysis meth-
ods such as the Position Analysis Questionnaire pro-
vide a comprehensive framework to study behaviors 
in a wide variety of jobs, whereas time and motion 
studies focus on physical behaviors. High fidelity in 
an exam at the end of a training program for financial 
analysts may ask trainees to sift through a variety of 
data, compute return on investment, present recom-
mendations and rationale to colleagues, come to con-
sensus, and answer challenging questions from 
assessors playing the role of an executive committee. 

Thus, raters must observe overt complex behavioral 
responses and make judgments of the quality of 
responses and products. An issue is that it may be dif-
ficult for raters actually to observe the behaviors of 
multiple participants in the fast-moving and disperse 
actions of complex interactions. To reduce subjectiv-
ity and to make judgments more objective, various 
scoring aids such as rubrics are often used. Such steps 
to reduce subjectivity may constrain assessors to 
accept only a limited number of behaviors that could 
effectively handle the work sample.

Psychological fidelity implies that the WST is 
measuring the knowledge, skills, abilities, and other 
characteristics required for effective job perfor-
mance. Although many job analysis techniques yield 
information about attributes needed for effective job 
performance, the job element method directly evalu-
ates these human attributes. This aspect raises the 
issue of what constructs the WST is actually measur-
ing and implies that the WST is neither deficient in 
measuring essential constructs nor contaminated 
with irrelevant variables. For example, reading abil-
ity may contaminate a physical ability test for truck 
drivers that presents complicated written instruc-
tions that are not representative of materials the job 
incumbent must read. We come back to this issue in 
our discussion of the validity of WSTs.

Our definition of WST includes two common 
requirements of a good test: a good sample and stan-
dardization. To say that a WST is a sample immedi-
ately raises the question of whether the sample is an 
adequate sample, that is, is it a large enough sample 
and is it representative of various facets of a 
domain? For example, a welder may be asked to use 
a stick welder with steel pieces, but the entire job 
may involve using aluminum and copper pieces 
with tungsten inert gas and metal inert gas welding 
equipment. The issue is whether the testing equip-
ment is representative of a broad enough sample of 
the equipment used in the actual job. A WST need 
not cover all tasks of a job or tasks that new employ-
ees are expected to perform immediately on entry 
into the job; it should cover all new tasks that new 
employees are expected to perform.

Standardization implies consistency in adminis-
tration and scoring. Standardization in the adminis-
tration of work samples that call for interactions 
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with other people such as role players, assessors as 
challengers, and other candidates may be problem-
atic. Various ways that role players interact differ-
ently with different candidates must be considered; 
some assessors may be harsher with follow-up ques-
tions, and the composition of participants in group 
discussions and games may affect the individual’s 
opportunity to show his or her competencies. The 
issue is whether precise standardization across can-
didates is essential. It may very well be that some 
variation in interactions with others may provide a 
more thorough and accurate assessment.

CONTINUUM OF FIDELITY OF 
ASSESSMENT TECHNIQUES

In this section, we briefly describe several related 
methods with a wide range of fidelity between the 
test and the performance domain (see Figure 29.1). 
For most jobs, the highest fidelity assessment is job 
probation and the lowest fidelity assessments are 
paper-and-pencil instruments. A paper-and-pencil 
WST may possess high fidelity for those occupations 
that involve many paper-and-pencil tasks, for exam-
ple, teachers and administrators. High-fidelity mea-
sures are quite concrete, whereas low-fidelity tests 
are abstractions of the job. High-fidelity tests involve 
samples of job behavior, whereas low-fidelity tests 
involve signs of behavior (Wernimont & Campbell, 

1968). The simulations that fall in the middle of this 
continuum have different combinations of high- and 
low-fidelity indicators. In this chapter, we focus on a 
narrow portion of the measures near the top of this 
continuum: We cover true work samples and very 
high-fidelity simulations that are sometimes 
included in such processes as the AC method.

Both signs and samples may be effective predic-
tors of job performance; the challenge is deciding 
when to use either type of test. Low-fidelity signs 
may be appropriate when people entering a field 
must have a general aptitude for learning but will 
receive extensive training after selection. For exam-
ple, in the medical field, measures of general apti-
tude may be appropriate for selection to medical 
school. By contrast, high-fidelity work samples may 
be more appropriate for highly specialized jobs in 
which the person must be highly skilled immedi-
ately on entering the job. For example, in the medi-
cal setting, a high-fidelity performance sample of a 
cardiologist would be appropriate.

Although the dimensions in our definition of 
fidelity clarify our meaning of work samples, not all 
distinctions are complete. It is still somewhat diffi-
cult to distinguish a work sample from other related 
types of measures. Anastasi and Urbina (1997) 
expressed this frustration: “Work samples and simu-
lations merge imperceptibly” (p. 492).

Continuum of Fidelity Among Techniques
Examples of the lowest fidelity tests are multiple-
choice cognitive ability tests and self-report person-
ality questionnaires. We consider multiple-choice 
and self-report tests to be the lowest fidelity simula-
tion because they appear to be quite different from 
the actual job (i.e., they lack face validity) and tend 
to measure abstract characteristics assumed to be 
related to job performance. These tests are called 
signs because they are signals of observable behav-
iors, not observable behaviors themselves (Thornton 
& Mueller-Hanson, 2004).

The next level of tests up the fidelity continuum 
includes situational judgment measures (Chan & 
Schmitt, 2005; Whetzel & McDaniel, 2009). These 
methods have been used for selection purposes (e.g., 
McDaniel, Hartman, Whetzel, & Grubb, 2007; 
Motowidlo, Dunnette, & Carter, 1990; Weekley & 

Low fidelity (signs of behavior)

Paper-and-pencil ability
and personality tests

Situational judgment 
tests and interviews

Simulations & ACs 

Work sample tests

High fidelity (samples of behavior)

Internships

Employment probation

FIGURE 29.1. Continuum of 
fidelity of assessment methods. 
ACs = assessment centers.
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Jones, 1999). They entail job-related scenarios that 
describe a problem or dilemma. Respondents are 
expected to apply their knowledge, skills, abilities, or 
other characteristics to respond to the scenarios 
(e.g., Clevenger, Pereira, Wiechmann, Schmitt, & 
Schmidt-Harvey, 2001). Situational judgment tests 
are administered in paper-and-pencil format or elec-
tronically. The respondent is usually given various 
response options from which he or she can choose 
the most appropriate response for each scenario. Sit-
uational judgment questions in the interview setting 
typically include hypothetical questions about how 
the interviewee would handle a situation (e.g., 
“What would you do if you were to get an angry cus-
tomer and the customer service line was already 
long?”). Tests and interviews of situational judgment 
focus on job applicants’ intentions to apply their 
knowledge, skills, abilities, or other characteristics to 
respond to the scenarios but do not require the 
applicant to actually demonstrate behaviors required 
on the job. Chapter 30 in this volume includes a full 
account of situational judgment measures.

The next level on the fidelity continuum consists 
of simulations and ACs (Thornton & Rupp, 2006). 
Simulation exercises are traditionally situational tests 
that use standardized procedures to elicit a sample of 
work-related behavior. The situations are very much 
like the actual job but are not replicas. The content 
includes the types of problems encountered on the 
job, but they may not be the exact, current organiza-
tional problems. Simulations call for observable and 
specific behaviors or skills that are needed for the job 
(Thornton & Mueller-Hanson, 2004). The exercises 
in ACs are more complex than the typically simple 
statement of problems and responses that express 
behavioral intention in situational judgment tests 
and interviews (for more information on these mea-
sures, see Chapter 30, this volume). ACs are consid-
ered to be higher fidelity than situational judgment 
tests and interviews because the assessees must 
exhibit complex, overt, and observable behaviors in 
the process of solving the hypothetical dilemmas, in 
contrast to statements of behavioral intentions in sit-
uational judgment measures. Trained assessors 
observe the assessees’ overt behaviors and rate the 
assessees’ performance on dimensions that are  
considered important for certain jobs, such as  

leadership skills for a managerial position (Thornton 
& Gibbons, 2009).

All exercises in ACs are not work samples, but 
some may be. AC exercises may have content that is 
different from the actual job; for example, exercises 
in a large financial organization may depict a situa-
tion in which assessees are required to solve a par-
ticular type of problem to perform successfully in 
the WST, when the target job actually requires 
employees to solve different types of problems. 
However, one large South African company posed 
current organizational issues in the leaderless group 
discussion exercise, making the exercise a work 
sample because it replicated a real task in the job of 
middle managers in that organization.

WSTs make up the next level on the continuum. 
WSTs are considered to be higher fidelity than ACs 
because they do not use hypothetical situations. 
Rather, they require that a candidate provide a sam-
ple of work-related behavior by completing a por-
tion of the tasks that he or she would perform for 
the actual job (Roth et al., 2005). The behaviors 
assessed in work samples are very similar to those 
assessed in ACs in that they are observable and spe-
cific. However, the behaviors assessed in WSTs tend 
to be more complex and job specific than the behav-
iors observed in most AC exercises.

The level of fidelity above WSTs is internships. 
Internships are defined as structured and career-
relevant work experiences that students obtain 
while they are still attending school (Taylor, 1988). 
Good internships are higher fidelity than work sam-
ples because interns tend to complete more than a 
small portion of the tasks that are required to per-
form well at the particular job. Unfortunately, not 
all internships involve important tasks; a carpentry 
intern may do little more than a few lowly activities 
such as cleaning up the job site.

Finally, the type of assessment with the highest 
fidelity is employment probation. Employment pro-
bation is a selection procedure in which new 
employees are hired under the condition that they 
will be retained after a specified probation period  
if their performance meets or exceeds expectations 
and terminated if their performance does not  
(e.g., De Corte, 1994; Ichino & Riphahn, 2005). We 
consider employment probation to be the highest 
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fidelity assessment because the organization sees a 
full range of employees’ performance in real job 
settings.

Comparison of Work Sample Tests  
With Other Methods
A main factor that differentiates WSTs from moderate- 
to low-fidelity assessment tools is that WSTs call for 
demonstration of overt, specific, and complex behav-
ior, production of a complex product that is identical 
to what is produced on the job, or both. Moderate- to 
low-fidelity measurement tools may test applicants’ 
reasoning abilities, personality traits, and intelligence 
as predictors of job success, but these measurement 
tools do not call for demonstrations of actual behavior 
required on the job. Work samples are also useful for 
observing assessees’ interactive skills that cannot be 
measured with low-fidelity instruments. For example, 
WSTs can be used to observe an insurance salesper-
son’s interactions with potential clients or a medical 
intern’s interactions with patients (Howard, 1983; 
Rupp & Searles, 2011).

Methods at the top of the continuum have more 
fidelity on more facets, but WSTs are more standard-
ized than internships and employment probations. 
Whereas internship and job probation experiences 
tend to vary within and between organizations, all 
candidates participate in the same activities in WSTs. 
In addition, the scoring involved in work samples is 
more systematic than the performance evaluations in 
most internships and work probations.

As a general rule, the cost of assessment methods 
is greater at higher levels of fidelity. Whereas paper-
and-pencil tests may be relatively inexpensive to 
administer and score on line, interviews may be more 
expensive because of the time to prepare, conduct, 
and evaluate the interview. Although some off-the-
shelf simulations cost relatively little, the cost of 
administration, observation, and scoring can be con-
siderable. The true cost of an AC includes a full 
accounting of development time, assessors, and 
expenses for lodging, meals, and rooms if assessors 
come from remote locations. The cost of work sam-
ples can be comparable to ACs. Hiring a person on 
probation incurs the cost of salary and benefits for 
the new employee plus the cost for training and 
supervision.

Although we primarily discuss high-fidelity mea-
sures in this chapter, we want to emphasize that we 
do not endorse one type of measurement tool over 
the others. Each type of measurement tool can  
make a contribution to assessment for selection and 
training. We do, however, endorse incorporating 
multiple measurement tools and techniques when 
possible to obtain different kinds of information and 
therefore assess a bigger part of the picture.

USES OF WORK SAMPLE TESTS

WSTs have been used for several different purposes 
in jobs with differing levels of complexity. Some of 
the applications of WSTs are described next.

Selection
WSTs are most often used in personnel selection 
(e.g., Callinan & Robertson, 2000). They have 
appeal for selection because they are among the 
most valid predictors of job performance (Hunter & 
Hunter, 1984; Jackson, Harris, Ashton, McCarthy, 
& Tremblay, 2000; Schmidt & Hunter, 1998). They 
have relatively low levels of adverse impact and 
subgroup differences (Callinan & Robertson, 
2000), but recent analyses have shown they may 
not be as immune to racial differences as once 
thought (Dean, Roth, & Bobko, 2008). Speculation 
has abounded about the reasons for any racial dif-
ferences and any changes in differences over time: 
differences in comparison samples in earlier and 
later studies, increasing real differences in achieve-
ment gaps, opportunities to learn occupationally 
specific skills or to acquire the necessary knowl-
edge, and so forth. Research is needed to study 
these knotty issues. Aside from differences in group 
means, it would be important to know whether the 
use of WSTs in high-stakes selection results in pre-
diction bias. To our knowledge, research on the 
issue has not been reported.

Research has shown, however, that applicants’ 
reactions to work samples have generally been posi-
tive (Hausknecht, Day, & Thomas, 2004). Appli-
cants react positively to selection procedures that 
exhibit a strong relationship to the job content, 
appear to be fair, are not administered in a paper-
and-pencil format, and appear to have a face-valid 
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format (Rynes, 1993; Rynes & Miller, 1983), and 
WSTs meet these criteria.

The two types of selection scenarios are achieve-
ment oriented and aptitude oriented. In the former, 
the candidate is expected to be able to perform the 
job immediately on selection; here, all aspects of 
fidelity are high. In the aptitude scenario, the candi-
date must have the basic abilities to do the job but 
will receive some training on organization-specific 
equipment or processes; here, behavioral and psy-
chological fidelity will be high, but physical, content, 
and situational fidelity may be somewhat lower.

Robertson and Downs (1989) described the dif-
ference between normal WSTs and trainability tests: 
Normal WSTs are used for people who are already 
trained, and trainability tests are used for people 
who are not trained and when a learning period is 
expected. For more information on trainability tests, 
see Robertson and Mindel (1980). Robertson and 
Downs conducted a meta-analysis on WSTs of train-
ability and found that trainability WSTs tend to pre-
dict short-term training success more accurately 
than longer term training success. They also sug-
gested that greater situational variability may occur 
when short-term follow-up periods are used.

Certification
WSTs are used for the certification of professional 
competence in a variety of jobs. For example, the 
teacher work sample methodology of Western Ore-
gon University (Schalock, 1998) assesses preservice 
and in-service teachers’ standing on national and 
state teaching standards and their impact on their 
students’ learning (Denner, Salzman, & Bangert, 
2001). The work samples collected from teachers 
help to differentiate performance along the contin-
uum from beginning to expert teaching. Denner  
et al. (2001) examined the validity and reliability of 
this test and found some evidence that it can credi-
bly connect teachers’ performance to learning.

Work samples are used in many education set-
tings, often with the goal of assessing competency  
in teachers or for selection purposes. An applied 
example of a work sample in the educational setting 
is a teacher work sample used to assess preservice 
teachers’ use of technology in their future career 
(Graham, Tripp, & Wentworth, 2009). Preservice 

teachers are typically college students who get guid-
ance and supervision from currently employed 
teachers, who act as their mentors. The Teacher 
Work Sample (Renaissance Partnership, 2001) 
requires preservice teachers to develop and imple-
ment a teaching plan during their field experience, 
and it is meant to assess the candidate’s best work. 
In this case, the raters are groups of faculty mem-
bers. See Chapter 20 in this volume for an account 
of performance tests in education.

Another way in which WSTs can certify profes-
sional competence is to set cutoff scores and stan-
dards against which applicants’ scores can be 
compared. Cascio and Aguinis (2005) described 
using work samples to set minimum standards and 
define low and high proficiency in the analytical 
judgment method. Work samples for each question 
are given to panelists who rate each examinee’s 
work sample on a classification scale, for example, 
starting from basic and working up to proficient and 
advanced. The average score on the work samples 
becomes the point estimate of that performance 
standard. A full account of credentialing exams is 
presented in Volume 3, Chapter 19, this handbook.

Skill-Based Pay
Using work samples to certify professional compe-
tence ties into using work samples to determine 
skill-based pay for employees. Skill-based pay is dis-
tinct from traditional job-based pay because pay is 
contingent on employees acquiring and demonstrat-
ing proficiency in a new skill (Shaw, Gupta, Mitra, 
& Ledford, 2005). For example, firefighters may be 
given skill-based pay for demonstrating proficiency 
in the use of a new piece of first aid equipment.

Training
Work samples can be used to evaluate the effective-
ness of training programs. For example, if the objec-
tive of a training program is to teach employees how 
to use a specific software program, then a WST can 
be administered at the end of the training to deter-
mine whether the training objectives were achieved. 
The effectiveness of training can also be evaluated 
by giving WSTs to job incumbents who have been 
working for several months after the training. If the 
incumbents are able to do the tasks at a predetermined 
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level of competence, then the organization can 
assume that the knowledge and skills learned in 
training have been transferred to the work setting 
(Felker, Curtin, & Rose, 2007).

Criterion Measurement
WSTs can also be used as criteria for proficiency in job 
performance. Criterion measures are used to determine 
pay, job retention, and performance levels in validation 
of selection methods. Some of the exemplary work in 
this use of WSTs can be seen in the military. Carey 
(1991) used measures of job performance to validate 
training outcomes for U.S. Marine Corps duties such as 
assembling radios, preparing a launcher for firing, or 
throwing dummy grenades. Hedge and Teachout 
(1992) examined the feasibility of using interviews to 
measure work sample criteria. They administered 
hands-on tests and interview WSTs to Air Force per-
sonnel across various job specialties. In the interview 
approach, candidates were asked to describe how they 
would perform a task. The candidates were assessed 
with a method similar to hands-on testing. Hedge and 
Teachout concluded that the two types of assessment 
methods were equivalent and resulted in the same rank 
ordering of candidates. They also concluded that the 
two assessment methods were not equivalent for diag-
nosing training needs because the correlations at the 
task level between the two methods varied between 
and within job specialties or areas.

Campbell and Knapp (2001) described extensive 
use of WSTs as one set of criteria of job performance 
in Project A for the U.S. Army. WSTs were devel-
oped to measure job performance for nine select 
military occupations and supervisors at the end of 
training during the first 3-year tour of duty and dur-
ing the second tour of duty during Years 4 and 5. 
Examples include repairing a vehicle, safety and sur-
vival tasks, and personnel counseling with a role 
player. These and other measures were used as crite-
ria against which experimental and existing predic-
tors of job performance were validated.

WORK SAMPLE TESTS FOR JOBS OF 
DIFFERENT COMPLEXITY: O*NET

The term work sample begs the question: a sample 
of what? The purpose of this section is to describe 

different job levels at which WSTs can sample  
performance-related behaviors. We use the Occupa-
tional Information Network (O*NET) database as a 
framework to describe these levels because O*NET 
provides an elaborate structure to describe the dif-
ferent aspects of jobs. O*NET is an ongoing research 
program sponsored by the U.S. Department of Labor 
(Peterson & Sager, 2010). It classifies a large num-
ber of occupations and replaced the 70-year-old Dic-
tionary of Occupational Titles (U.S. Department of 
Labor, 1991). O*NET is available online and is 
updated periodically. A major benefit of using the 
O*NET database is that a common language is used 
to categorize occupations in terms of six domains: 
(a) worker characteristics, (b) occupation character-
istics, (c) worker requirements, (d) occupational 
requirements, (e) occupation-specific requirements, 
and (f) experience requirements. These domains 
include a general categorization framework under 
which more specific occupational information can 
be organized. For example, the worker characteris-
tics domain includes information regarding the 
required abilities, interests, work values, and work 
styles for particular jobs (Peterson et al., 2001).

The use of a common language allows users to 
describe and contrast occupations with relative ease 
(LaPolice, Carter, & Johnson, 2008). O*NET has 
been used for several purposes, including providing 
information to develop assessment systems to select 
and promote employees (Peterson et al., 2001).

On the basis of the level of experience, educa-
tion, and training that an individual needs to do a 
job, O*NET provides a taxonomy of job zones, with 
Zone 1 jobs requiring the least preparation and Zone 
5 jobs requiring the most preparation. Examples of 
work samples at all levels of jobs are presented next.

Zone 1 jobs need little or no preparation, includ-
ing fast-food cooks, parking lot attendants, and con-
struction laborers. An organization interested in 
using work samples to hire construction laborers 
might ask applicants to position, align, and seal 
pipes; unload and identify building materials; and 
position forms for pouring concrete.

Jobs in Zone 2 require some preparation. This 
zone includes jobs such as animal trainers, bus driv-
ers, and receptionists. If one is interested in select-
ing bus drivers for a public transit job, one might 
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ask applicants to drive vehicles on specified routes 
according to the time schedule and according to 
traffic regulations, park the vehicle at pickup areas 
for passengers, and load and unload bags in baggage 
compartments.

Jobs in Zone 3 require medium preparation and 
include jobs such as air traffic controllers, acute care 
nurses, electricians, and plumbers. A WST for 
plumbers might include measuring, cutting, thread-
ing, and bending pipe to specified angles and using 
the appropriate power tools (e.g., pipe cutters) to 
complete the task. Other tasks may include studying 
building plans and inspecting structures to assess 
the materials and equipment needed, establishing 
the sequence of pipe installations, and planning the 
installation around obstacles such as wiring.

Jobs in Zone 4 need considerable preparation 
and include accountants, personnel recruiters, and 
computer programmers. A WST for computer pro-
grammers may include correcting errors and 
rechecking the program, writing and analyzing pro-
grams, and performing systems analysis. Jobs in 
Zone 5 need extensive preparation and include biol-
ogists, dentists, and nurse practitioners. A WST for 
nurse practitioners may include prescribing medica-
tion dosages and frequencies on the basis of patients’ 
characteristics, developing treatment plans on the 
basis of scientific rationale and professional practice 
guidelines, and prescribing medications on the basis 
of safety and cost.

It is important to note that the work samples that 
are chosen to be included in a selection test are gen-
erally considered to be the most important or essen-
tial tasks of the job. Systematic task analysis is 
recommended to decide which tasks are the most 
central for a job in each organization.

EVIDENCE OF RELIABILITY AND VALIDITY

In this section, we review the types of evidence of 
reliability and validity that have been marshaled in 
the past to support various inferences from scores 
on WSTs. First, we cover research findings on the 
reliability of WSTs. Then, we discuss the various 
types of evidence that have been found for the valid-
ity of WSTs. We endorse the basic principle of the 
Standards for Educational and Psychological Testing 

(American Educational Research Association, Amer-
ican Psychological Association, & National Council 
on Measurement in Education, 1999) that conclu-
sions about the validity of test scores should be 
made on the totality of accumulated evidence about 
the use of test scores (see Chapter 13, this volume, 
for a full discussion of the Standards). Note that 
some terms for types of evidence, such as content, 
criterion, and construct validity, are now outdated. 
We summarize this section with conclusions about 
the overall validity of WSTs.

Reliability
Roth et al. (2005) found four test–retest reliability 
estimates for work samples (.76, .74, .71, and .61) 
and used these values to correct for attenuation in 
the WSTs. A reliability coefficient of .60 has been 
found in previous literature for supervisory ratings 
of performance (e.g., Viswesvaran, Ones, & 
Schmidt, 1996), and a reliability coefficient of .80 
has been found in previous literature for objective 
performance measures (e.g., Roth, Huffcutt, & 
Bobko, 2003). Test–retest reliability for WSTs has 
been supported in the context of job performance in 
the military. For example, Mayberry (1990) studied 
infantrymen in the Marine Corps and found a test–
retest reliability of .77 with an alternate form of a 
work sample test. Test–retest reliabilities for auto-
motive mechanics and helicopter mechanics were 
reported to be .79 and .88, respectively, and split-
half reliability estimates for automotive mechanics 
and helicopter mechanics were .92 and .97, respec-
tively (Mayberry, 1992).

In addition to evidence of test–retest reliability, 
some evidence of high interrater agreement on 
scores for WSTs has been found, especially in the 
military context. For example, Felker et al. (1988) 
and Carey (1990) found interrater agreement higher 
than .90, and other researchers have found pairwise 
agreements between .74 and .90 across different 
teams and occupations (Doyle & Campbell, 1990; 
Hedge, Lipscomb, & Teachout, 1988). More evi-
dence along these lines is needed, as Roth et al. 
(2005) said in their meta-analysis that they could 
not find many studies that reported reliabilities. 
Variation in reliability estimates, the range of  
existing estimates, and the dearth of studies with 
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comparable data for paper-and-pencil tests may be 
due to the time demands of administering and scor-
ing WSTs and the inherent difficulties of developing 
totally objective scoring methods. Caution is also 
warranted in generalizing from the results of meta-
analyses of reliabilities of WSTs because studies 
have examined many different types of WSTs.

Content Representativeness  
(Content Validity)
In the context of WSTs, content representativeness 
addresses whether the content of the test is shared 
with the content of the actual job. In other words, a 
test is said to have content evidence of validity if the 
content of and the performance needed to do well 
on the test is highly similar to the content of and the 
performance needed to do well in the actual job. 
This type of evidence is strong if the test is based on 
a systematic job analysis including information on 
working conditions, tools and materials used, and 
job requirements (Felker et al., 2007). For example, 
Denner et al. (2001) looked for and found initial 
evidence that the teacher work sample tasks they 
were using aligned with the national, state, and 
institutional standards (e.g., planning for and teach-
ing actual lecture material).

Correlations With Performance Criteria 
(Criterion, Concurrent, or Predictive 
Validity)
A considerable amount of research has been done on 
the correlation of WSTs with measures of work per-
formance. The criterion may be a score or rating that 
is available at the time the predictor is measured 
(i.e., concurrent validity) or later (i.e., predictive 
validity). Hunter (1983) performed a meta-analysis 
of WSTs and reported a work sample supervisory 
rating mean correlation of .42 (K = 7, N = 1,790) 
for nonmilitary studies and a mean correlation of 
.27 (K = 4, N = 1,474) for military studies, correct-
ing for criterion unreliability.

A commonly cited source for the validity of work 
samples is the meta-analysis conducted by Hunter 
and Hunter (1984). They reported a validity coeffi-
cient of .54 for WSTs predicting supervisory ratings, 
correcting for the unreliability of the supervisor  
ratings. Schmitt, Gooding, Noe, and Kirsh (1984) 

conducted a meta-analysis including studies pub-
lished between 1964 and 1984 in the Journal of 
Applied Psychology and Personnel Psychology and 
found an uncorrected validity coefficient of .32  
(K = 7, N = 382) when the criterion was ratings on 
job performance. Russell and Dean (1994, as cited in 
Roth et al., 2005) extended Schmitt et al.’s (1984) 
study by focusing on research published between 
1984 and 1992. They reported a validity coefficient 
of .37 (K = 20, N = 3,894) in relation to job 
performance across a variety of jobs. Using a crite-
rion of trainability, Robertson and Downs (1989) 
found the correlation for WSTs was significant, 
albeit lower than that for cognitive ability tests  
(.41 vs .56, respectively).

More recently, studies have found lower validity 
estimates than those previously obtained. For exam-
ple, Roth et al. (2005) reported a corrected validity 
coefficient of .33, which is noticeably lower than the 
estimates reported by Hunter and Hunter (1984) and 
Schmidt and Hunter (1998), that is, .54. They con-
cluded that research could overestimate work sample 
validity. Although some recent validity estimates have 
been lower than those previously obtained, these 
newer estimates took into account some important 
limitations that have been noted in previous literature 
(e.g., conceptual and methodological limitations;  
see Asher & Sciarrino, 1974). Differences in meta-
analytical estimates of validity may be due to the sam-
pling of jobs, examinees, type of WST, and research 
reports aggregated. Also, different corrections for 
range restriction and unreliability of measures have 
been used. Overall, recent studies have found lower 
validity coefficients for WSTs but still support the idea 
that WSTs are valid predictors of job performance.

Incremental Validity
The results found for the incremental validity of 
WSTs have been mixed. For example, Schmidt and 
Hunter (1998) found that adding a WST to a general 
mental ability or cognitive ability test would add 
.12, or a sizable 24% increase in correlation. Roth  
et al. (2005) found an incremental correlation of .06 
of WSTs over cognitive ability tests alone, that is, a 
12% increase. Overall, studies have shown that 
WSTs have incremental validity over cognitive abil-
ity tests.
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Demographic Differences
WSTs have been known to show smaller subgroup 
differences than other selection tools such as cogni-
tive ability tests. For example, previous research has 
consistently found a subgroup effect size of .38 for 
Black and White comparisons in WSTs and no sub-
group differences when comparing Hispanics and 
Whites (Schmitt, Clause, & Pulakos, 1996). Schmitt 
et al. (1996) also found that WSTs favored women 
slightly over men (d = 0.38). Schmitt and Mills 
(2001) found smaller subgroup differences on simu-
lations than on paper-and-pencil tests. However, 
more recently, Roth, Bobko, McFarland, and Buster 
(2008) found a much higher Black–White difference 
(d = 0.73) among job applicants than had previous 
studies. Potential reasons for group differences were 
described earlier in this chapter.

Convergent and Discriminate 
Relationships (Construct Validity)
Salgado, Viswesvaran, and Ones (2002) noted that 
the research is very limited on the correlation of 
WSTs with other similar and different measures of 
similar and different constructs. Salgado et al. sug-
gested that previous meta-analytic studies have 
found considerable generalizability across situations, 
which hints that different WSTs share a core con-
struct. Among the limited literature in this vein is 
Schmidt and Hunter’s (1992) process model, which 
predicted that one’s performance on WSTs can be 
explained by the relationships of test performance to 
general mental ability, motivation, and experience.

Ones and Viswesvaran (1998) found correlations 
between WSTs and interviews (.20), overt integrity 
tests (.07), personality-based integrity tests (.27), 
and job knowledge tests (.36). Roth et al. (2005) 
found an overall correlation of .32 between WSTs 
and cognitive ability tests (K = 43, N = 17,563), 
which increased to .38 when correcting for work 
sample unreliability and increased to .48 when cor-
recting for range restriction. They also reported a 
correlation of .13 between WSTs and situational 
judgment tests (K = 3, N = 1,571).

A relationship between physical ability tests and 
work samples that require significant muscular 
strength to complete tasks involving equipment, 
tools, or apparatus (e.g., using hand tools, attaching 

fire hose, carrying gear boxes) has been found in 
previous literature. Researchers have suggested that 
strength tests measure some of the same constructs 
that underlie these sorts of WSTs. This construct 
overlap may be the reason that strength measures 
have been strongly correlated with such work sam-
ples. The methodology and methods of measure-
ment used to test the underlying constructs in 
strength tests and WSTs also appears to be similar; 
specific behaviors are tested in both (Blakley, Qui-
nones, Crawford, & Jago, 1994).

Summary
These results begin to show what attributes WSTs 
measure. They measure constructs underlying per-
formance on a variety of jobs. These constructs 
include something akin to general cognitive ability, 
specific abilities (e.g., problem solving), declarative 
and procedural knowledge, personality variables 
(e.g., conscientiousness and adaptiveness), and 
physical abilities. They are related to interviews, 
personality-based integrity tests, and job knowledge 
tests, but not to overt integrity tests.

THREE SETS OF GUIDELINES FOR 
BUILDING WORK SAMPLE TESTS

Whereas much has been written about building 
multiple-choice tests and self-report questionnaires, 
relatively little advice has been published about 
building WSTs. On the surface, the WST develop-
ment process may seem simple: Just ask candidates 
to complete a task or two important to the job. In 
some cases that may be feasible; for example, some 
jobs entail only a very small number of highly repet-
itive narrow tasks. In most situations, however, jobs 
are more complex, and candidates cannot be asked 
to do the exact job itself because of physical, secu-
rity, safety, or financial restrictions. In addition, 
even if candidates could do an actual job task, there 
are still many other considerations that make such a 
simple extraction rather unrealistic and unsatisfac-
tory. Thus, the WST must be at least somewhat 
removed from the job itself. Furthermore, one also 
needs to consider time limits, instructions, adminis-
tration, scoring, norms, or other ways to interpret 
the meaning of scores.
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In this section, we provide three sets of sugges-
tions for building a WST. First, we summarize steps 
described by Truxillo et al. (2004). Second, we 
expand guidance from a model for building simula-
tions into ideas for building WSTs. Third, we show 
how considerations of the five aspects of fidelity 
help design WSTs for different purposes.

Steps
Truxillo et al. (2004) provided a detailed description 
of steps and practical considerations for the develop-
ment, administration, and scoring of work samples 
and simulations. To prepare for the development of 
this process, designers must select the right subject 
matter experts. Subject matter experts must be will-
ing to participate, have sufficient knowledge of the 
job, and possess good written and oral communica-
tion skills. The next step is to specify the perfor-
mance domain. This specification might be done 
through traditional job analysis of tasks, critical 
incidents, or competencies (for a discussion of  
job analysis techniques, see Chapter 23, this vol-
ume, and Perlman & Sanchez, 2010). This step  

culminates in the specification of a defensible test 
plan. Developing the test entails preparation of task 
situations to present to examinees. If high-fidelity 
situations are to be used, the developer must com-
promise between replication of the job and practical 
considerations of time and expense. Practically, the 
designer must obtain high-quality information from 
subject matter experts and decide the format for  
presentation of test material, either on paper or via 
videos. Truxillo et al. also described issues in 
administering the test.

Model
Guidance for building a WST is provided by a model 
for building simulation exercises contained in 
Thornton and Mueller-Hanson (2004). Figure 29.2 
shows that any test construction project begins with 
a thorough analysis of several aspects of the situation 
one wants to simulate. Central to building a work 
sample is the analysis of the tasks in the job in ques-
tion. Any WST calls for the examinee to complete 
just one task or a very few tasks in the job. The task 
analysis must determine the most important, critical, 

         Phases 
              Summative 

Situation Analysis Specifications  Construction  Pilot Testing  Application  Evaluation 

               18 

Dimension      Dimensions       Rating scales           Relevance 
 Analysis       1             6                           of dimensions 

Competency     Difficulty       Role player and   
 Analysis        3           8          administrator 

     guides            
               13  Try out      Analyses 
         materials       Application       of ratings 

Task analysis       Type of              14 
            4   Exercise/       10      16     Relevance 
  Content     Stimulus materials          of exercise 
                content 

Organization       Setting            11      
 Analysis         5    

19

151272

0271esiverdna9

FIGURE 29.2. Model for constructing simulation exercises. Model 2.1 from Developing Organizational Simulations: 
A How-To Guide for Practitioners and Students (p. 18), by G. C. Thornton III and R. A. Mueller-Hanson, 2004, 
Mahwah, NJ: Erlbaum. Copyright 2004 by Lawrence Erlbaum Associates. Used with permission.
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or essential task required of all job incumbents (Link 
4 in Figure 29.2). If the work sample test is to be 
used for selection, the task must be one that all new 
employees must be able to accomplish when hired; it 
should not be a task new employees can be readily 
trained to do after selection. Possible accommoda-
tions for candidates with disabilities must be consid-
ered: If the job task is essential, then the organization 
is responsible for determining whether reasonable 
accommodations can be made so that individuals 
with various physical and mental disabilities can 
complete the task. If accommodations can be made 
in the job, then accommodations should be made in 
administering the work sample test.

The task analysis provides specifications for the 
content of the work sample test, including the 
instructions, equipment, supplies, work space, and 
so forth. On the basis of test specifications, actual 
testing materials can be selected or built (Link 10 in 
Figure 29.2). To illustrate this process, consider the 
construction of a work sample test for welders who 
must build a metal frame on the basis of a set of 
written instructions and drawings. The testing mate-
rials might include a welding machine, tools, vari-
ous pieces of metal, safety equipment, instructions, 
and so forth.

A competency analysis provides guidance on 
how difficult the work sample will be (Link 3). 
Organizational members specify the level of profi-
ciency that examinees must demonstrate to pass the 
test. Given the required level of proficiency, the 
assignment for the work sample task can be deter-
mined (Link 9): For the welding task, a simple or 
complex design can be required, and a loose or tight 
set of tolerances can be specified. The specified level 
of difficulty also provides guidance for constructing 
the rating scales and the level of accuracy that is 
needed to earn credit for task completion (Link 8). 
For example, on the welding work sample, the 
examiner can be told the required degree of accu-
racy in the angles of the final product or the time 
limits allowed for completing the task.

For some types of work samples, examinees may 
interact with the administrator or role players. The 
competency analysis will inform these individuals 
how to interact with the examinee, for example, 
whether to be supportive or obstructionist. For 

example, in the welding task, the administrator may 
entertain questions or provide no guidance or a role 
player may simulate the person commissioning the 
welded product and request a change in design or 
criticize the product so as to introduce work-related 
stress.

Finally, the situation analysis will inform the test 
developer of the dimensions of the behavior and 
output that will be scored (Link 1). The process of 
completing the work sample, the quality of the out-
put, or both may be evaluated. On the welding work 
sample, the final welded piece may be evaluated on 
the accuracy of the angles, the smoothness of the 
joints, and so forth. Scrutiny of the welder’s behav-
ior may include observance of safety practices and 
maintenance of a clean and tidy workplace. Rating 
scales may be used to provide support to the exam-
iner (Links 6 and 7). The rating scales may be  
simple Likert-type scales (e.g., poor to excellent)  
or more systematically developed behaviorally 
anchored rating scales. The latter are sometimes 
referred to as rubrics.

After all the testing materials are constructed, 
pilot testing is highly recommended before applica-
tion. Summative and formative evaluation can then 
be undertaken. Further details on the specific steps 
of each phase of WST construction can be found in 
Thornton and Mueller-Hanson (2004).

Arguments for Less Than Maximum 
Fidelity of All Dimensions of Fidelity
There are compelling reasons for building WSTs 
with high fidelity, as noted throughout this chapter: 
They are among the most effective predictors of job 
performance, their face validity makes them appeal-
ing to candidates, and they provide measures of spe-
cific elements of job performance. All WSTs have a 
high degree of fidelity in comparison with other 
assessment techniques, as depicted in Figure 29.1. 
At the same time, there are also compelling argu-
ments for not having the very highest levels of fidel-
ity on all dimensions in all situations. When 
designing WSTs for certain purposes, some aspects 
of fidelity may be somewhat removed from the job. 
For example, consider the example of the WST for 
computer programmers to write software for figur-
ing discounts. Performance may be contaminated by 
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insider knowledge of the exact specifications of the 
products and their advantages over other similar 
products. The issue the user faces is to decide how 
much he or she wants to assess this specific knowl-
edge versus more general programming skills. To 
the extent that content and physical fidelity are 
heightened, the test may exclude people who have 
the basic skills but not the specific knowledge to 
score well. For some purposes, it may be ill advised 
for the WSTs to have the highest levels on all dimen-
sions of fidelity.

Table 29.1 presents suggestions for the levels of 
five dimensions of fidelity desirable for WSTs used 
for several different purposes. The reader will 
quickly note that a very high level of psychological 
fidelity is suggested for all purposes. However, there 
may be advantages to reducing to some extent the 
level of fidelity on some dimensions for some assess-
ment purposes.

WSTs might be used for selection of personnel 
who must be fully capable of doing the job from Day 
1; we call this achievement-oriented selection. In such 
situations, the WST will have full fidelity in all 
dimensions. In a somewhat different scenario, the 
organization may want to select candidates with a 
strong aptitude to do the job, but newly hired staff 
will receive training in the specific equipment, 
methods, and so forth on the job. We call this  
aptitude-oriented selection. Thus, the WST may entail 
the use of a piece of equipment that is not on the 
job, or a situation that is not quite as dangerous as 
the most stressful actual job challenge. In general 

educational settings, in which students may end up 
pursuing different career paths, work samples may 
reasonably relax some fidelity requirements (R. L. 
Johnson, Penny, & Gordon, 2008). By contrast, in a 
technical training program for a specific occupation, 
work samples may have very high levels of fidelity 
on all dimensions.

RESEARCH NEEDS

More theory and research is needed to advance psy-
chologists’ understanding of the science and practice 
of the work sample method. In this section, we pose 
questions in five areas based on some of the needs 
mentioned throughout the chapter. First, what are 
the trade-offs in relaxing the highest level of one or 
more of the dimensions of fidelity on different out-
comes such as predictive correlations? In other 
words, “What difference does it make when WSTs 
do not have maximum fidelity? Such studies would 
address Roth et al.’s (2005) call for future research 
on the fidelity of predictors.

Second, how broad of a sample of work behav-
iors in the job domain must be covered by the WST 
to justify making inferences about job competence? 
Third, we underscore Roth et al.’s (2005) call for 
continued focus on the constructs measured by 
WSTs. The literature on WSTs does not clearly 
make a distinction between method and construct 
(Arthur & Villado, 2008). It appears that WSTs 
often measure some ill-defined combination of 
declarative knowledge, procedural knowledge,  

TABLE 29.1

Variations in Levels of High Fidelity for Different Applications

Aspects of fidelity

Selection

General 

education

Specific  

job training

Criterion 

measurement Certification

Achievement 

oriented Aptitude oriented

Physical fidelity HH H H HH HH H
Content fidelity HH H H HH HH HH
Situational fidelity HH H H HH HH H
Behavioral fidelity HH HH H HH HH H
Psychological fidelity HH HH HH HH HH HH

Note. HH = very high level of fidelity; nearly replicating the job; H = high level of fidelity; work sample clearly resem-
bles the job.
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general cognitive ability (g, intelligence), specific 
abilities (e.g., problem solving), various physical 
skills, and personality variables such as conscien-
tiousness or adaptability. More research is needed to 
answer the question, “Just what psychological vari-
ables are measured by any given WST?”

Fourth, more generally, to what extent do work 
samples measure “can do” or “will do” variables? 
Stated differently, are WSTs maximum performance 
measures or typical performance measures? (See 
Klehe & Anderson, 2005, for a discussion of this dis-
tinction.) What kinds of contextual job performance 
and citizenship behaviors are predicted by WSTs?

Fifth, what legal issues arise in the use of WSTs? 
How have judges in employment discrimination liti-
gation evaluated the job relatedness and business 
necessity of WSTs? The use of ACs has received 
mixed reactions in the legal arena (Thornton, Wil-
son, Johnson, & Rogers, 2009), but researchers need 
more information on these legal reactions. Is it legally 
defensible to measure only one narrow but essential 
job task? As noted previously in this chapter, 
research on the potential prediction bias in the use of 
WSTs for various subgroups covered by employment 
discrimination legislation is sorely needed. Finally, 
for any given WST what kinds of accommodations 
are needed to comply with the Americans With Dis-
abilities Act? Discussion of many legal issues in test-
ing is contained in Chapter 38 of this volume.

CONCLUSIONS

In this chapter, we made several theoretical and 
practical contributions to the understanding and 
application of WSTs. The theory of fidelity was 
extended by explicating five dimensions of fidelity, 
namely physical, content, situational, behavioral, 
and psychological. Furthermore, we questioned the 
assumption that high levels of fidelity on all dimen-
sions are desirable and proposed that it may be pref-
erable in some situations to somewhat reduce the 
requirement for high fidelity on some dimensions 
for some applications of WSTs. We note that rela-
tively little theory or research has investigated the 
actual constructs measured by WST methods. 
Although considerable research has demonstrated 
that WSTs predict, with incremental accuracy, job 

performance criteria, more theory and research are 
needed to explain why this occurs. We propose that 
WSTs measure some combination of general cogni-
tive ability, technical knowledge, and physical abili-
ties. However, more research is needed to establish 
what facets of cognitive and physical abilities are 
operative in different WSTs.

This chapter included several practical sugges-
tions. A wide variety of more than 30 examples of 
WSTs in prior studies and possible work samples 
might be used for jobs across the range of job com-
plexity shown in O*NET job levels (e.g., welders, 
computer programmers). Three different guidelines 
for constructing WSTs were presented, including a 
model for building simulation exercises. Table 29.1 
listed proposals for how the dimensions of high 
fidelity might be relaxed for different applications of 
work samples.
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SITuATIonAl judGmEnT mEASurES
Robert E. Ployhart and Anna-Katherine Ward

Measures of situational judgment are increasingly 
used in work and educational settings. Most situa-
tional judgment measures present respondents with 
a realistic scenario or situation and then ask them 
how they would or should handle the situation. The 
situations usually involve dilemmas or competing 
goals so that respondents are forced to make diffi-
cult judgments and decisions. Situational judgment 
measures have a long history in industrial and orga-
nizational psychology, but their popularity has 
exploded in the past 20 years. They are also increas-
ingly being applied in educational contexts. How-
ever, despite widespread use in practice, many 
fundamental questions remain about how to best 
measure and assess situational judgment.

The purpose of this chapter is to review the sci-
ence and practice of situational judgment measures 
and identify areas in need of further research. First, 
the chapter briefly describes the underlying theory 
and nature of situational judgment measures. Sec-
ond, the validity and reliability of situational judg-
ment measures are reviewed. Third, how situational 
judgment measures are usually developed, scored, 
and administered is summarized. Finally, the chap-
ter identifies areas in which future research is war-
ranted. In particular, we describe the need to 
develop homogeneous and construct-valid mea-
sures, the need for more dynamic process models of 
judgment, the impact of multimedia assessment 
methods, and cross-cultural assessment.

Note that many comprehensive reviews of situa-
tional judgment measures are available (Chan & 
Schmitt, 2005; Lievens, Peeters, & Schollaert, 2008; 

McDaniel & Nguyen, 2001; Schmitt & Chan, 2006) 
as well as an entire edited volume on situational 
judgment measures in organizational settings 
(Weekley & Ployhart, 2006). This focused review 
summarizes and builds on these earlier reviews.

SITUATIONAL JUDGMENT MEASURES  
IN PRACTICE

The chapter begins with a description of what situa-
tional judgment measures are and what they are not. 
Next how these measures have been used in differ-
ent areas of psychology is illustrated.

To describe assessments of situational judgment, 
it is first important to make a distinction between 
latent constructs and manifest measures (Arthur & 
Villado, 2008; Ployhart, Schneider, & Schmitt, 
2006, Chapter 7). Latent constructs are the types of 
knowledge, skill, ability, or other characteristics 
(KSAOs) of theoretical interest. They are not 
directly observable or measurable, so they must be 
inferred through manifest indicators (i.e., mea-
sures). There are many potential ways to measure 
any particular KSAO. For example, the personality 
trait conscientiousness may be measured by a self-
report paper survey, an online implicit measure that 
uses reaction times, a conditional reasoning 
approach, an interview, or the perceptions of other 
observers.

This chapter emphasizes the distinction between 
latent constructs and manifest measures because sit-
uational judgment measures are widely recognized 
to be multidimensional measurement methods 
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(Chan & Schmitt, 2005). There is no unidimen-
sional latent construct assessed by past or contem-
porary situational judgment measures. Rather, as 
explained later, situational judgment measures  
actually assess a variety of latent constructs simulta-
neously (hence, their description as a multidimen-
sional method). Moreover, the same situational 
judgment measurement methodology can be used  
to measure different latent constructs in different 
contexts.

The underlying logic of a situational judgment 
measure is that effective performance in many real-
world contexts requires sound judgment (Brooks & 
Highhouse, 2006). Hastie and Dawes (2001) referred 
to judgment as one’s ability to “infer, estimate, and 
predict the character of events” (p. 48). Individual 
differences in judgment are found, with these indi-
vidual differences being formed by differences in 
experience, education, cognitive ability, and person-
ality (Hastie & Dawes, 2001; Payne, Bettman, & 
Johnson, 1993). Thus, situational judgment is one’s 
ability to make sound predictions or conclusions 
about the outcomes of behaviors in a given context. 
As implied by the name, situational judgment mea-
sures are to a large degree contextually bound. This 
does not mean they are situationally specific; to the 
extent that the context shares the same situational 
elements, the same situational judgment measure 
may be appropriate. For example, the validity of a 
situational judgment measure of customer service in 
one setting is likely (within sampling variability) to 
be similar to its validity in another setting, to the 
extent that the two settings share similar features 
(e.g., coworker dynamics, reward structures).

Many different types of situational judgment 
measures exist, but they all share some common 
features. First, they present respondents with realis-
tic situations. Here, the term realistic is used simply 
to note that the situations presented to respondents 
are representative of situations drawn from some 
context of interest. For example, the relevant situa-
tions for a situational judgment measure designed 
to predict retail sales performance will be drawn 
from the retail organization’s actual customer ser-
vice situations (how this is done is described in the 
section Developing and Administering Situational 
Judgment Measures later in this chapter). Second, 

they will ask respondents to identify what they 
should do, would do, or think is appropriate in that 
situation. In this manner, situational judgment is 
not an open-ended question but rather a form of  
a multiple-choice assessment (or at least uses a  
constrained-response option format). In this man-
ner, measures of situational judgment are different 
than situational interviews that present respondents 
with hypothetical questions and then allow them to 
freely respond in their own words how they might 
handle those situations (Ployhart & MacKenzie, 
2010). They are also different from work samples 
because work samples provide respondents with 
identical work tasks and then have them actually 
perform the behaviors needed to accomplish the 
work task. Finally, situational judgment measures 
can be distinct from pure knowledge tests in that 
the focus is not on knowledge but on judgment, 
that is, the application of knowledge and critical 
analysis to make predictions (see Brooks & High-
house, 2006).

Thus, because situational judgment measures 
tend to be more realistic than a more context-
generic assessment (e.g., cognitive ability, personal-
ity) but less realistic than work samples and related 
simulations, situational judgment measures are 
often considered a low-fidelity simulation (Motow-
idlo, Dunnette, & Carter, 1990). An example situa-
tional judgment item for the job of grocery cashier 
follows:

It is a slow time of the day, and you are 
operating the only cash register in a gro-
cery store. Unexpectedly, your cash reg-
ister quits working, and a manager comes 
over to fix it. While it is getting repaired, 
the line at your register keeps getting 
longer, and customers are increasingly 
upset and impatient. Suppose your man-
ager has to run to his office to get a key 
to access the machine. What would you 
say to the customers in this situation?

(a) Say nothing; it is better to remain 
silent.

(b) “The manager is having difficulty 
fixing the register, so you will need to 
wait a few more minutes.”
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(c) “I’m sorry for the delay, but we’ll 
get you through as fast as possible.”

(d) “These machines always break 
down; don’t you hate technology?”

Notice that in this example, the respondent must 
pick from a set of options that are themselves 
derived from realistic situations. However, situa-
tional judgment items have many different formats. 
Some situational judgment measures use shorter sit-
uations, and others use longer situations. Instruc-
tions can also vary such that some ask what one 
should do, what one would do, or what the correct 
answer is. Occasionally, a situational judgment mea-
sure is developed so that there is one broad situation 
and several sets of more specific follow-up situations 
and questions. Most situational judgment measures 
have respondents evaluate between four and six 
response options, but some measures use only two 
options. Finally, some situational judgment mea-
sures use forced-choice formats, and others use  
Likert-type response formats in which respondents 
provide a rating for each option. Weekley, Ployhart, 
and Holtz (2006) provided a detailed review of vari-
ations in situational judgment measure formats (see 
also Lievens et al., 2008; Ployhart & MacKenzie, 
2010). However, the sample item presented here is 
perhaps the most commonly used type of situational 
judgment format. Table 30.1 summarizes the key 

dimensions on which situational judgment measures 
frequently differ.

CONSTRUCT VALIDITY AND RELIABILITY 
OF SITUATIONAL JUDGMENT MEASURES

The construct validity and reliability evidence for 
situational judgment measures are summarized 
next. Obviously, the way these measures are struc-
tured (i.e., instructions, format, scoring) can influ-
ence validity and reliability, but the data on different 
types of situational judgment methods is not suffi-
cient to make comparisons across types of structure. 
Therefore, this summary is necessarily broad and 
treats situational measures somewhat generically.

Construct Validity
Situational judgment measures tend not to have 
construct validity in the traditional sense because 
they are measurement methods (Chan & Schmitt, 
2005; Schmitt & Chan, 2006). Instead, one needs to 
consider whether the content and structure of the 
measure is an appropriate assessment for the con-
structs it is designed to assess (American Educa-
tional Research Association, American Psychological 
Association, & National Council on Measurement in 
Education, 1999; Arthur & Villado, 2008). Weekley 
et al. (2006) reported many different dimensions on 
which situational judgment methods may differ, 

TABLE 30.1

Elements Distinguishing Different Situational Judgment Items

Dimension Representative examples and variations

Situation complexity Relatively short, simple situations to complex, detailed situations
Response format Multiple choice, true–false, constructed response (open ended), oral, verbal, behavioral enactment
Response instructions Would do, should do, most or least appropriate, best, worst, Likert-type scales
Reading level Irrespective of complexity, items can be written at low or high reading levels
Test length Short (roughly five to 10 items) to approximately 100 items; most between 20 and 40 items
Item independence Nonindependent (e.g., branching, where response to an item influences the administration of 

subsequent items) to independent
Homogeneity Some tests written to target a single construct, but most a multidimensional composite of 

constructs
Scoring A single correct answer, points for multiple correct answers, different points depending on the 

appropriateness of responses, penalties (loss of points) for choosing inappropriate responses, 
continuous (Likert-type) scores on an item

Media or presentation format Paper and pencil, video (real media or computer-generated avatars), audio only, Web or 
smartphone applications
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implying that differences exist which types of con-
structs are most amenable to different types of mea-
surement structure (see also Table 30.1). Research 
has primarily examined the consequences of 
response instructions on construct validity, finding 
that there is some distinction between “would do” 
and “should do” instructions (McDaniel, Hartman, 
Whetzel, & Grubb, 2007; McDaniel & Nguyen, 
2001; Ployhart & Ehrhart, 2003). Would-do 
instructions tend to correlate more strongly with 
personality, and should-do instructions tend to cor-
relate more strongly with cognitive ability. However, 
the differences for criterion-related validity are neg-
ligible (Lievens, Sackett, & Buyse, 2009; McDaniel 
et al., 2007). Although important, these findings are 
far from compelling evidence that situational judg-
ment structure influences construct validity, and 
more systematic research needs to manipulate situa-
tional judgment structure to see its effects on con-
struct validity. For example, one might expect to see 
a lower relationship with cognitive ability when 
constructed-response formats are used (relative to 
multiple-choice formats).

The nature of construct relationships found with 
situational judgment measures may (to a degree) 
also differ across contexts (McDaniel & Nguyen, 
2001). For example, agreeableness should be more 
strongly related to situational judgment measures in 
customer service settings, and cognitive ability 
should be more strongly related to situational judg-
ment measures in managerial settings.

These caveats aside, the limited data available on 
the construct validity of situational measures is 
based on meta-analyses linking situational judgment 
measures with a host of individual-difference 
KSAOs. Even though most situational judgment 
measures are intended to assess leadership skills, 
social skills, teamwork skills, knowledge, or person-
ality (see Christian, Edwards, & Bradley, 2010), the 
measures actually have little homogeneity. Lievens 
et al. (2008) and Ployhart and MacKenzie (2010) 
reviewed the literature on situational judgment mea-
sure construct validity. Their reviews showed that 
situational judgment measures are moderately 
related to cognitive ability, personality (based on the 
five-factor model), and knowledge. McDaniel et al. 
(2007) provided meta-analytic evidence for many of 

these relationships. The correlations corrected for 
methodological artifacts were cognitive ability, .32; 
knowledge, .26; and the five-factor model, ranging 
from .13 to 27. These findings are consistent with 
the theory presented earlier suggesting that situa-
tional judgment is a multidimensional construct 
determined by more homogeneous individual differ-
ences in ability, knowledge, and personality.

A recent alternative conceptualization of situa-
tional judgment measures has been proposed by 
Motowidlo, Hooper, and Jackson (2006a, 2006b). 
They argued that situational judgment measures 
are actually assessments of procedural knowledge. 
However, this procedural knowledge may relate 
not just to task knowledge but also to knowledge 
about how trait expression may be appropriate in 
different situations. They termed this latter 
knowledge implicit trait policies. For example, 
those who have higher standing on agreeableness 
will be more likely to identify behaviors manifest-
ing agreeableness as more appropriate in a given 
situation. Motowidlo and Beier (2010) have 
shown that it is possible to develop situational 
judgment measures to assess the implicit trait 
policies and, in doing so, provide stronger infer-
ences of construct validity. These results are 
encouraging, but more research is necessary to 
understand the construct validity of the implicit 
trait policy approach.

Overall, meta-analytic evidence has suggested 
that situational judgment measures assess several 
individual-difference KSAO constructs simultane-
ously, and yet the magnitude of these relationships 
suggest they are not redundant with these KSAOs. 
This evidence is consistent with the theory underly-
ing situational judgment measures; sound judgment 
requires a composite of cognitive ability, personal-
ity, and knowledge. However, as Ployhart and 
MacKenzie (2010) noted, this meta-analytic evi-
dence fails to address two of the key questions in the 
situational judgment literature: Can a situational 
judgment measure be designed to assess specific 
aspects of judgment (i.e., more homogeneous con-
structs), and what types of structural design features 
may influence the nature of these construct relation-
ships? These questions are addressed at the end of 
this chapter.
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Reliability
Within the situational judgment measure literature, 
there is some ambiguity about the appropriate forms 
of reliability. Most have argued that internal consis-
tency reliability is inappropriate given the multidi-
mensional nature of situational judgment (i.e., the 
latent construct is not homogeneous). For example, 
McDaniel, Morgeson, Finnegan, Campion, and 
Braverman (2001) reported internal consistency 
estimates ranging from .43 to .94 (M =.60), but 
then later McDaniel et al. (2007) did not report 
internal consistency reliability because they claimed 
it was inappropriate to do so. To our knowledge, no 
successful attempts have been made to develop 
 construct-homogeneous situational judgment mea-
sures; consequently, it would seem inappropriate to 
use estimates of internal consistency reliability. To 
illustrate, a technical report prepared by one of the 
authors of this chapter (Ployhart, 2008) summarized 
internal consistency reliabilities for nearly all situa-
tional judgment measures published up until 2008. 
He found these estimates ranged from .26 to .85, but 
the latter measures were based on composites and 
large numbers of items. In general, the number of 
items correlated .42 with internal consistency reli-
ability, which is likely an underestimate because the 
relationship is not linear (additional information on 
internal consistency reliability may be found in 
Chapter 2, this volume).

Other research has examined the challenges of 
creating alternate forms in situational judgment 
measures. Lievens and Sackett (2007) found that 
different ways of creating alternative forms (e.g., 
randomly sampling vs. item cloning) result in differ-
ences in internal consistency reliability. Simply ran-
domly sampling items will not create homogeneous 
composites. This is perhaps to be expected, given 
that situational judgment measures are multidimen-
sional. Oswald, Friede, Schmitt, Kim, and Ramsay 
(2005) and Lievens and Sackett (2007) presented 
many issues that need to be addressed when devel-
oping item clones and alternate forms.

Many scholars have, however, argued that test–
retest reliability is the more appropriate form of reli-
ability for situational judgment measures (Lievens et 
al., 2008; McDaniel et al., 2007; Motowidlo et al., 
1990). Schmitt and Chan (2006) described a few 

studies reporting test–retest reliability and suggested 
that these estimates are typically, but not always, 
higher. These estimates can range from the .20s to 
the .90s, but most cluster at .60 and higher. Perhaps 
more important, Schmitt and Chan (2006) posed 
the question of how large test–retest reliabilities 
should be, given that they are partly dependent on 
experience that is clearly malleable and changing 
over time. Of course, other ways of estimating reli-
ability for multidimensional measures or composites 
are available, and these forms of reliability should be 
explored with situational judgment measures.

Applications of Situational  
Judgment Measures
Measures of situational judgment have become 
widely used in employment personnel selection set-
tings since the early 1990s. They are now being 
applied in other domains such as education, certifi-
cation testing, and training and development.

Personnel selection. The vast majority of research 
on situational judgment measures has been con-
ducted within the context of personnel selection 
(see Lievens et al., 2008, for a comprehensive 
review). Early versions of situational judgment 
measures have existed since the late 1800s and 
have been used with varying degrees of popular-
ity ever since (see DuBois, 1970; McDaniel et al., 
2001). However, the birth of the contemporary 
situational judgment measurement was stimu-
lated by Motowidlo et al. (1990). They presented 
the situational judgment measure as a low-fidelity 
simulation and showed that it had relatively strong 
validity (uncorrected correlations approximately 
.30), thus rivaling many of the most valid selection 
predictors available. Shortly thereafter, Chan and 
Schmitt (1997) showed how video-based situational 
judgment measures can have considerably smaller 
racial subgroup differences than written situational 
judgment measures, suggesting that higher fidelity 
measures of situational judgment may be a means 
for reducing adverse impact.

The Motowidlo et al. (1990) and Chan and 
Schmitt (1997) studies sparked considerable interest 
in situational judgment measures for selection pur-
poses because they have high validity but smaller 
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subgroup differences. More recent meta-analyses 
have largely supported these earlier findings. 
McDaniel et al. (2007) found the correlation 
between measures of situational judgment and over-
all job performance to be .26 (corrected; the uncor-
rected correlation is .20). Christian et al. (2010) 
found similar validities but further showed that the 
validities can differ by the constructs intended to be 
measured (note the small number of studies for 
some of the constructs in this meta-analysis make it 
difficult to compare across constructs). Likewise, 
Ployhart and Holtz (2008) reported that Whites 
score approximately 0.5 standard deviation higher 
than Blacks, Hispanics, and Asians. These differ-
ences are smaller than those found for cognitive 
ability (with the exception that Asians tend to score 
higher than Whites on cognitive ability). Sex differ-
ences favor women but are small (approximately 
0.10 standard deviation). Thus, measures of situa-
tional judgment help balance validity with diversity.

However, it must be emphasized that nearly all of 
this research has been conducted on job incum-
bents. Indeed, the meta-analysis by McDaniel et al. 
(2001) identified only six studies conducted with 
job applicants, and the criterion-related validity in 
those studies was only half as large as that found in 
incumbent settings. More recent research has fur-
ther found that mean scores tend to be lower in 
applicant settings (MacKenzie, Ployhart, Weekley, 
& Ehlers, 2009). These results are quite different 
from the usual finding with noncognitive predictors 
(e.g., personality) showing that applicants score 
higher than incumbents. MacKenzie et al. (2009) 
also found that inferences of construct validity were 
partially affected by context, such that the relation-
ships with cognitive ability were stronger in incum-
bent samples (no differences were found for 
relationships with personality).

Test takers often view situational judgment mea-
sures favorably because they present realistic work-
related situations (as opposed to more generic 
assessments such as cognitive ability and personal-
ity; e.g., Chan & Schmitt, 1997). In our experience, 
they also tend to get more buy in by hiring manag-
ers, partly because they help develop the measure 
(see the section Developing and Administering Situ-
ational Judgment Measures later in this chapter) and 

partly because they are created using realistic situa-
tions. Indeed, the realism of the situational measure 
may also contribute to it’s serving as a realistic pre-
view of the job. Bauer and Truxillo (2006) provided 
a detailed discussion of how applicants may perceive 
situational judgment measures.

Thus, over the past 20 years, situational judg-
ment measures have found widespread application 
in practice. Nearly every major vendor of personnel 
selection instruments offers a measure of situational 
judgment. Moreover, many larger vendors have 
developed situational judgment measures for differ-
ent occupations (e.g., managerial, customer service). 
One potentially major limitation of this work is that 
nearly the entire literature base is composed of con-
current validities. Nevertheless, as a result of their 
success in the employment selection field, they are 
now being used in other areas.

Education. Interest is growing in exploring the 
usefulness of noncognitive predictors for making 
college admissions decisions. This interest stems in 
part because of the public’s negativity toward stan-
dardized ability testing for admissions purposes. 
Situational judgment measures are a particularly 
appealing option, relative to other noncognitive 
predictors such as personality, because they have 
greater face validity and may also be more aligned to 
the criterion domain (cf. Lievens, Buyse, & Sackett, 
2005). Work in this area is just emerging, but to date 
the results have been encouraging. Lievens et al. 
(2009) showed that situational judgment measures 
could predict academic GPA in a medical student 
population (uncorrected correlations approximately 
.15). In an undergraduate sample, Oswald, Schmitt, 
Kim, Ramsay, and Gillespie (2004) similarly found 
a criterion-related validity of .16 (uncorrected) with 
GPA and also a correlation of −.27 with absentee-
ism. More important, they also found that the situ-
ational judgment measure provided incremental 
validity over more cognitive-oriented standardized 
tests (SAT and ACT), yet had smaller subgroup 
differences. There appear to be opportunities to 
supplement traditional college admissions processes 
with situational measures (see also Cullen, Sackett, 
& Lievens, 2006; Schmitt et al., 2007). That said, 
a number of practical concerns are associated with 
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this suggestion, such as the effects of coaching and 
preparation on situational judgment scores and chal-
lenges (e.g., cost, difficulty) with item generation, 
cloning, and equivalence.

Certification testing. Certification testing differs 
from personnel selection testing in many ways, but 
perhaps the most important difference is in terms 
of their focus (American Educational Research 
Association et al., 1999). Certification testing 
emphasizes whether a candidate passes some thresh-
old on the underlying latent construct. If a candidate 
meets or passes the threshold, she or he is deemed 
to be competent or capable, and no limit is set on 
the number of people who may meet or pass the 
threshold. In contrast, personnel selection empha-
sizes the rank ordering of applicants, such that those 
applicants who score highest will be hired first. Cut 
scores are frequently used to establish a threshold, 
but unlike certification testing, they are used pri-
marily to screen out large numbers of candidates to 
make the process more manageable.

Because of the multidimensional nature of situa-
tional judgment measures, it can be challenging to 
use them for certification purposes. First, situational 
measures tend to have lower estimates of internal 
consistency reliability than standardized tests of 
knowledge, skill, or ability, making it difficult to set 
precise cut scores. Second, situational measures do 
not assess homogeneous constructs, making it diffi-
cult to isolate the specific threshold in a given 
domain. For example, it is possible that some people 
manifest sound judgment because of their experi-
ence, and others do so because of greater cognitive 
ability. There are multiple ways to reach the same 
judgments in a given context, so it can be difficult to 
set cut scores that are fair to all respondents. These 
challenges aside, it is possible to use situational 
judgment measures for certification. For example, 
the Canadian Council of Human Resources Associa-
tions uses a situational judgment measure for 
human resource certification. One of the potential 
benefits of this approach is that the assessment is 
seen as more realistic and hence more acceptable to 
test takers, who consist largely of working adults.

Training and development. Situational judgment 
measures are just starting to be used as tools for 

training and development. Although no published 
studies have used these measures in this manner, 
Fritzsche, Stagl, Salas, and Burke (2006) presented 
several technical reports and conference papers in 
which such situational judgment measures have 
been used effectively for training evaluation pur-
poses. Moreover, they developed an agenda for 
integrating situational judgment measures into the 
broader literature and science on scenario-based 
training. The authors of this chapter have them-
selves developed situational judgment measures (a) 
to identify training needs among personnel, (b) as 
an evaluation of training effectiveness, and (c) as a 
diagnostic tool for development. For example, they 
have used situational judgment measures as a means 
to gauge one’s understanding of ethical issues in 
human resources. They have also developed situ-
ational judgment measures to be used as tools for 
training in cross-cultural sensitivity. For example, 
trainees first learn about cultural differences 
between their host country and those of the target 
country. They are then tested to see whether they 
can assimilate to the dominant cultural manifesta-
tions of good judgment in work-related situations. 
To date, these results have been encouraging, but 
considerably more research is necessary.

DEVELOPING AND ADMINISTERING 
SITUATIONAL JUDGMENT MEASURES

The chapter now addresses how situational judg-
ment measures are usually developed, scored, and 
administered. Because they are measurement meth-
ods, there is much variation in the way situational 
judgment measures are developed. However, little is 
known about how these structural features may 
influence validity and reliability. Weekley et al. 
(2006) summarized most of the available literature 
and presented an agenda for future research on 
design features. Most of their implications are sum-
marized here.

The most common development procedure for 
situational judgment measures follows a three-step 
process. The first step involves sampling from the 
situational domain those situations that are rela-
tively important and common but difficult and chal-
lenging to handle (Ployhart & MacKenzie, 2010). 
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That is, one adopts a domain-sampling approach to 
situations. Usually, one will use the critical incident 
method to record these situations (see Motowidlo et 
al., 1990; Weekley & Jones, 1999). The critical inci-
dent method is an approach in which participants 
identify the antecedent of a behavior, the behavior 
itself, and then the context within which it occurs. 
However, it is possible to identify job-relevant situa-
tions simply by meeting with experts and having 
them describe the context of their work. These 
experts are normally job incumbents who are cur-
rently performing the job, and they are asked to 
describe the situations as they actually occurred (not 
as how they might wish they had occurred). Regard-
less of how it is done, what is most important is that 
the situation domain is exhaustively sampled and is 
representative of the actual context. The following 
are samples of situations from customer service con-
texts that have to do with impression management 
(taken from Ployhart, 1999):

A customer is telling you a story that is 
not particularly interesting to you. It is 
a long story, and you have several other 
customers who need help.

You are helping a customer who keeps 
talking and talking. You have more cus-
tomers to help.

A customer tells a joke that you don’t 
find the least bit funny. The customer 
seems surprised that you are not laughing.

The second step involves identifying appropriate 
and inappropriate behaviors for each situation. For 
example, in each of the situations just noted, job 
incumbents will describe how they or other employ-
ees might handle the situation. They are asked to 
record all relevant types of behavioral responses, 
both effective and ineffective, which will often pro-
duce a list of four to eight response options for each 
situation. However, these options are often redun-
dant with each other, and so the final list is usually 
reduced to four. It is important to note that, again, 
one should ask respondents to report what is actu-
ally done, not how it should be done. One continues 
with this step until there is some redundancy and 
consistency in the behavior response options identi-
fied. At that point, the researcher will edit the final 

list to the desired number of response options (usu-
ally four or five per situation).

The final step involves creating the scoring key. 
This step differs from the first two steps in that 
supervisors, rather than job incumbents, are used. 
Supervisors may simply identify the most appropri-
ate response option, identify the most and least 
appropriate response options, or rate each option on 
its effectiveness. For no apparent reason other than 
precedent (Motowidlo et al., 1990), most developers 
score the items such that respondents must pick the 
most and least appropriate behavioral response 
options for that situation. If the respondent correctly 
chooses the most appropriate option, she or he will 
receive 1 point. If the respondent correctly chooses 
the least appropriate option, she or he will again 
receive 1 point. If the respondent incorrectly picks 
the worst option as the best, she or he will lose 1 
point. If the respondent incorrectly picks the best 
option as the worst, she or he will lose 1 point. If the 
respondent picks neither the best nor worst options, 
she or he will receive no points. Thus, item scores 
range from −2 to 2. However, this is just one 
approach, and depending on the goals and purpose 
of the measure, it is appropriate to use other scoring 
methods (e.g., Likert, single correct answer, modal 
response); see Weekley et al. (2006). However, no 
published research has suggested that one scoring 
system is preferable to another, and such research is 
sorely needed.

Earlier in this chapter, it was noted that there is a 
distinction in the instructions used for situational 
judgment measures (see McDaniel et al., 2007). 
Some measures use would-do instructions for each 
item, and others use should-do instructions. 
Research conducted in high-stakes field settings has 
found little difference between the two instruction 
formats in terms of criterion-related validity 
(although some modest differences have been found 
in construct validity; see Lievens et al., 2009; 
McDaniel et al., 2007).

SITUATIONAL JUDGMENT  
RESEARCH NEEDS

This review of situational judgment measures con-
cludes by identifying areas in which future research 
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is particularly needed. These research needs stem 
from an understanding of the literature and from 
experience as practitioners.

Structure for Validity
Weekley et al. (2006) argued that research should 
examine how changing the development and scoring 
of situational judgment measures might influence 
construct validity, criterion-related validity, and reli-
ability. Research has been done on should-do versus 
would-do instructions, but almost none has been 
done relating to other aspects of situational judg-
ment measure structure. This is a bit curious, con-
sidering the abundance of research on structure 
relating to other predictor methods such as inter-
views and assessment centers. If one broadly sum-
marizes those literatures, it is clear that structure 
determines the nature of the constructs assessed, 
which simultaneously means that the constructs one 
wishes to assess should determine structure. The 
only published attempt we found that adopts this 
approach is Motowidlo and Beier (2010), who 
attempted to develop situational judgment measures 
of implicit trait policies. Other approaches need 
consideration, and there are many interesting 
possibilities.

First, we echo the sentiments of Brooks and 
Highhouse (2006), who questioned why the situa-
tional judgment research has included no serious 
consideration of judgment. Indeed, it is rare in situ-
ational judgment research to even define the nature 
of the intended constructs to be assessed, much less 
show any construct validity evidence. Many 
researchers are guilty of this failing. However, if 
one truly believes that situational judgment is a 
construct representing individual differences in 
one’s ability to predict events and reach conclu-
sions about situations (Hastie & Dawes, 2001), 
then this conceptualization should drive the mea-
sure’s structure, development, and scoring. The 
obvious place to start is for scholars to become 
familiar with the more basic research on judgment 
and decision making and to incorporate this theory 
into their design of situational judgment measures 
(cf. Brooks & Highhouse, 2006). Indeed, it would 
be refreshing to see more theoretical attention paid 
to situational judgment as a construct and process 

rather than as a sole focus on measurement. For 
example, scholars could adopt the methods and 
designs of judgment and decision-making research 
(e.g., cognitive tracing, cognitive task analysis, 
think-aloud protocols) to determine how respon-
dents complete situational judgment measures. 
That said, perhaps situational judgment measures 
are not so much measures of judgment as they are 
measures of other individual differences such as 
cognitive ability and personality—and if so, then 
including judgment in the label of such measures is 
misleading.

Second, we continue to believe that research 
must identify whether it is possible to create situa-
tional judgment measures that can assess homoge-
neous constructs, or at least homogeneous subsets 
within a heterogeneous overall composite. This 
involves more than just obtaining greater under-
standing of construct validity (although that is cer-
tainly a worthy goal!); it also involves understanding 
how one can structure situational judgment mea-
sures to target specific constructs. It is dangerous 
practice to administer a test when one cannot con-
vincingly explain what it measures and why it may 
be related to criteria of interest, yet test constructors 
do this all the time with measures of situational 
judgment. Understanding how to structure situa-
tional judgment measures to assess specific con-
structs would also enhance internal consistency 
reliability and possibly reduce hurdles and concerns 
about using these measures in high-stakes contexts 
such as licensure, credentialing, and educational 
testing.

However scholars choose to study situational 
judgment structure, we encourage them to think big 
and not manipulate very minute aspects of struc-
ture. Instead, we believe such research will only pro-
ceed in a productive manner if it tackles structural 
elements capable of producing big effects. Video 
versus paper-and-pencil comparisons represent one 
such major element, as does branching versus inde-
pendent item formats. Researchers should draw 
from findings in the situational interview literature 
and the simulation literature to identify the factors 
that are likely to produce the largest effects on valid-
ity rather than simply vary all possible combinations 
of structure.
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Process Models of Judgment
The basic judgment and decision-making literature 
has suggested that judgments do not occur in a vac-
uum but are influenced by context and may evolve 
dynamically over time (Hastie & Dawes, 2001; 
Payne et al., 1993). Sound judgment should change 
as information about contingencies, situational fea-
tures, and experience evolves, which implies that 
judgment is not a static event but a process that 
occurs over time (even if time is measured in milli-
seconds). Brooks and Highhouse (2006) briefly 
introduced these issues and noted that situational 
judgment items may differ in their response laten-
cies, depending on whether the judgments are more 
intuitive (fast) or analytical (slow). Yet, studies of 
the psychological response process underlying situa-
tional judgment are rare, even though such process 
models are recognized as a form of validity evidence 
in the Standards for Educational and Psychological 
Testing (American Educational Research Association 
et al., 1999).

Drawing on psychological response process mod-
els from the survey and attitude literatures (Krosnick, 
1999; Tourangeau, Rips, & Rasinski, 2000), Ployhart 
(2006) offered a process model for situational judg-
ment measures. The predictor response process 
model posits that interpreting and responding to a 
situational judgment item requires four distinct pro-
cesses: comprehension, retrieval, judgment, and 
response. Individual-difference KSAOs, such as cog-
nitive ability and personality, have differential rela-
tionships to these different processes. For example, 
cognitive ability is likely related to how well (and 
quickly) one comprehends and retrieves from mem-
ory relevant examples of appropriate behavior. How-
ever, the judgment and response may also be driven 
by individual differences in personality. The predictor 
response process model represents just one approach 
to understanding the cognitive processes that under-
lie situational judgment measures, but it could be 
used to merge the literature on judgment and deci-
sion making into the situational judgment literature 
to assist in the design of experiments informing con-
struct validity. For example, respondents may be 
asked to read the situation, and then some partici-
pants could also complete an interference task as they 
try to retrieve from memory relevant examples of 

effective behavior. Thus, by decomposing the psycho-
logical response process into cognitive operations, it 
becomes possible to apply the experimental methods 
of cognitive psychology to understand situational 
judgment construct validity.

Multimedia Methodologies
Since Motowidlo et al. (1990), attempts have been 
made to adapt the paper situational judgment meth-
odology into a multimedia format. For example, 
Chan and Schmitt (1997) showed how administer-
ing a situational judgment measure using a video-
based format can reduce racial subgroup differences 
(because of reduced reading requirements). Lievens 
and Sackett (2006) further showed that a video-
based situational judgment measure can have higher 
criterion-related validity (for GPA and interpersonal 
criteria) than a written version. A further benefit of 
higher fidelity situational judgment measures is that 
they usually engender more favorable reactions 
(Chan & Schmitt, 1997; Richman-Hirsch, Olson-
Buchanan, & Drasgow, 2000). However, prior 
research has barely scratched the surface of the tech-
nological opportunities for making situational judg-
ment measures more realistic and higher fidelity. It 
is now possible to develop incredibly real simula-
tions that can be administered and scored quickly 
and efficiently over the Internet. Situational judg-
ment measures may be adapted such that they no 
longer require a multiple-choice type of format but 
instead allow respondents to behave by playing the 
game. Indeed, one of the authors of this chapter 
helped develop a Web-based situational judgment 
measure in which respondents had to adapt dynami-
cally to changes in the situation and broader context 
(e.g., Lozzi, Cracraft, McKee, Ployhart, & Zaccaro, 
2004). They were never administered multiple-
choice questions but instead manifested their behav-
iors directly via their actions with the mouse. These 
technological opportunities create incredible opera-
tional and psychometric challenges because they can 
generate mountains of data that may or may not 
produce scores relevant to the construct or criterion.

Cross-Cultural Assessment
Most situational judgment measure research has 
been conducted in the United States, but these 
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tests are now being applied all around the globe. 
However, Lievens (2006) discussed a variety of 
issues that may arise when a situational judgment 
test is applied in a culture in which it was not 
designed. To begin, cultural differences may affect 
the transportability of item characteristics (see 
Volume 3, Chapter 26, this handbook). For exam-
ple, the same situation and behavior may be linked 
to a particular construct in one culture but to a 
completely different construct in another culture. 
In other words, the item-construct relationship 
may vary from culture to culture. In addition, 
judgment is influenced by cultural norms and val-
ues. For example, MacKenzie, Ployhart, and Week-
ley (2007) found modest relationships between 
Schwartz’s (1992) cultural values and situational 
judgment test responses. Therefore, what is judged 
to be the appropriate response choice by subject 
matter experts in the United States may not corre-
spond with what is considered to be appropriate in 
another country. For instance, Nishii, Ployhart, 
Sacco, Wiechmann, and Rogg (2001) found that 
respondents from countries that value individual-
ism deem item choices involving task orientation 
and direct communication to be the most appro-
priate, whereas those from more collectivistic cul-
tures preferred options focusing on group harmony 
and saving face.

Lievens (2006) also discussed the problem of 
attempting to match predictor and criterion domains 
across cultures. He emphasized that using a situa-
tional judgment measure in a different culture than 
the one in which it was developed is comparable to 
applying it to a job for which it was not specifically 
designed. If the predictor (situational judgment test) 
is developed in the United States (as currently is 
typically the case), but criterion-related data are 
gathered in another country, the data do not neces-
sarily represent the criterion for which the predictor 
is designed. This “imposed etic” approach (Berry, 
1969) assumes that existing techniques can be 
applied regardless of culture, which may not be the 
case with situational judgment measures. For exam-
ple, Such and Schmidt (2004) found that a situa-
tional judgment test based on a cross-cultural job 
analysis was valid in the United Kingdom and Aus-
tralia (which are culturally similar countries), but 

not in Mexico (which is culturally different from the 
other two).

This is not to say that situational judgment 
tests cannot be used effectively in a variety of cul-
tures; rather, one must be cautious as to where 
and how they are developed and validated. Lievens 
(2006) suggested that situational judgment mea-
sures that are cognitively loaded may show less 
variance across cultures, because cognitive con-
structs, in general, are more culturally invariant. 
Also, situational judgment measures can be devel-
oped and applied within the specific culture being 
targeted. For example, Bank and Latham (2009) 
found that a situational judgment test developed 
in Iran and based on Middle Eastern values and 
scenarios relevant to Iranian culture was a valid 
predictor of job performance in a population of 
Iranian employees. This emic approach (Berry, 
1969), in which a test is developed and validated 
in a single country, has been successful in Asia 
(e.g., Chan & Schmitt, 2002) and in Europe (e.g., 
Born, 1994; Funke & Schuler, 1998; Lievens & 
Coetsier, 2002).

CONCLUSION

Situational judgment measures represent an 
increasingly popular methodology in selection con-
texts. They are also starting to be applied in educa-
tional testing, certification, and training and 
development. Although industrial and organiza-
tional psychology has learned much about situa-
tional judgment measures in the past 20 years, most 
of this work has been limited to attempts to deter-
mine whether they can have criterion-related valid-
ity and the types of constructs with which they are 
associated. In terms of directions for future 
research, we suggest researchers take a more active 
investigation of situational judgment by adopting 
experimental methods to understand their validity, 
using technology to improve the user experience 
and create administrative efficiencies, and under-
standing their applicability across cultures. The 
field has much to learn about situational judgment 
measures, but one might suspect that future 
research will also lead to many exciting develop-
ments in practice and application.
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holISTIC ASSESSmEnT for 
SElECTIon And PlACEmEnT

Scott Highhouse and John A. Kostek

Holism in assessment is a school of thought or belief 
system rather than a specific technique. It is based 
on the notion that assessment of future success 
requires taking into account the whole person. In its 
strongest form, individual test scores or measure-
ment ratings are subordinate to expert diagnoses. 
Traditional standardized tests are seen as providing 
only limited snapshots of a person, and expert intu-
ition is viewed as the only way to understand how 
attributes interact to create a complex whole. Expert 
intuition is used not only to gather information but 
also to properly execute data combination. Under 
the holism school, an expert combination of cues 
qualifies as a method or process of measurement. 
For example, according to Ruscio (2003), “Holistic 
judgments are premised on the notion that interac-
tions among all of the information must be taken 
into account to properly contextualize data gathered 
in a realm where everything can influence every-
thing else” (p. 1). The holistic assessor views the 
assessment of personality and ability as an ideo-
graphic enterprise, wherein the uniqueness of the 
individual is emphasized and nomothetic generaliza-
tions are downplayed (see Allport, 1962). This belief 
system has been widely adopted in college admis-
sions and is implicitly held by employers who rely 
exclusively on traditional employment interviews to 
make hiring decisions. Milder forms of holistic belief 
systems are also held by a sizable minority of organi-
zational psychologists—ones who conduct manage-
rial, executive, or special-operation assessments.

In this chapter, the roots of holistic assessment 
for selection and placement decisions are reviewed 

and the applications of holistic assessment in college 
admissions and employee selection are discussed. 
Evidence and controversy surrounding holistic prac-
tices are examined, and the assumptions of the 
holistic school are evaluated. That the use of more-
standardized procedures over less standardized ones 
invariably enhances the scientific integrity of the 
assessment process is a conclusion of the chapter.

HISTORICAL ROOTS

The traditional testing and measurement tradition is 
associated with people such as Sir Francis Galton 
and James McKeen Cattell (see DuBois, 1970, for a 
review). The holistic assessment tradition for selec-
tion and placement, however, was developed by psy-
chologists outside of this circle. The intellectual 
forefathers of holistic assessment were influenced by 
gestalt concepts and were concerned with personal-
ity diagnosis for the purposes of selecting officers 
and specialists during World War II. The most 
prominent of these were Max Simoneit of Germany, 
W. R. Bion of England, and Henry A. Murray of the 
United States.

Max Simoneit
Max Simoneit was the chief of German military psy-
chology during World War II. The Germans 
believed that victory depended on the superior lead-
ership and intellect of the officer (Ansbacher, 1941). 
Simoneit, therefore, believed that psychological 
diagnosis (i.e., character analysis) of officer candi-
dates and specialists should be the primary focus of 
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military psychology. Assessments were qualitative 
rather than quantitative and subjective rather than 
objective (Burt, 1942). Simoneit believed that intel-
ligence assessment was inseparable from personality 
assessment (Harrell & Churchill, 1941) and that an 
officer candidate needed to be observed in action to 
assess his total character. Although little is known 
about Simoneit, it is believed that he studied under 
the psychologist Narziss Ach (Ansbacher, 1941). 
Ach believed that willpower could be studied exper-
imentally using a series of nonsense syllables as 
interference while a subject attempted to produce a 
rhyme (Ach, 1910/2006). As with Ach, assessment 
of will power was a central theme in Simoneit’s work 
(Geuter, 1992). He devised tests such as obstacle 
courses that could not be completed and repeated 
climbs up inclines until the candidate was beyond 
exhaustion (Harrell & Churchill, 1941). These tests 
were accompanied by diagnoses of facial expres-
sions, handwriting, and leadership role-plays. Simo-
neit’s methods were seen as innovative, and the use 
of multiple and unorthodox assessment methods 
inspired officer selection practices used in Australia, 
Britain, and the United States (Highhouse, 2002).

W. R. Bion
W. R. Bion was trained as a psychoanalyst in Eng-
land and became an early pioneer of group dynamics 
(Bion, 1959). He was enlisted to assist the war effort 
by developing a method to better assess officers and 
their likelihood of success in the field. According to 
Trist (2000), the British War Officer Selection Board 
was using a procedure in which psychiatrists inter-
viewed officer candidates, and psychologists admin-
istered a battery of tests. This procedure created 
considerable tensions concerning how much weight 
to give to psychiatric versus psychological conclu-
sions. Bion replaced this process with a series of 
leaderless group situations—inspired by the German 
selection procedures—to examine the interplay of 
individual personalities in a social situation. Bion 
believed that presenting candidates with a leaderless 
situation (e.g., a group carrying a heavy load over a 
series of obstacles) indicated their capacity for 
mature social relations (Sutherland & Fitzpatrick, 
1945). More specifically, Bion believed that the pres-
sure for the candidate to look good individually was 

put into competition with the pressure for the can-
didate to cooperate to get the job done. The chal-
lenge for the candidate was to demonstrate his 
abilities through the medium of others (Murray, 
1990). Candidates underwent a series of tests and 
exercises over a period of 2.5 days. Psychiatrists and 
psychologists worked together as an observer team 
to share observations and develop a consensus 
impression of each candidate’s total personality.

Henry A. Murray
Henry A. Murray was originally trained as a physi-
cian but quickly abandoned that career when he 
became interested in the ideas of psychologist Carl 
Jung. He developed his own ideas about holistic per-
sonality assessment while working as assistant direc-
tor, and later director, of the Harvard Psychological 
Clinic in the 1930s. During the war, Murray was 
enlisted by the Office of Strategic Services (OSS) to 
develop a program to assess and select future secret 
agents. Murray’s medical training involved grand 
rounds, in which a team of varied specialists con-
tributed their points of views in arriving at a diagno-
sis. He believed that one shortcoming of clinical case 
studies was that they were produced by a single 
author rather than a group of assessors working 
together (Anderson, 1992). Accordingly, Murray 
and his colleagues assembled an OSS assessment 
staff that included clinical psychologists, animal 
psychologists, social psychologists, sociologists,  
and cultural anthropologists. Conspicuously absent 
from his team were personnel psychologists (Cap-
shew, 1999). Murray developed what he called an 
organismic approach to assessment. The approach, 
described in detail in Assessment of Men (OSS, 
1948), involved multiple assessors inferring general 
traits and their interrelations from a number of spe-
cific signs exhibited by a candidate engaged in role 
plays, simulations, group discussions, and in-depth 
interviews—and combining these inferences into a 
diagnosis of personality. Murray’s procedures were 
the inspiration for modern-day assessment centers 
used for selecting and developing managerial talent 
(Bray, 1964).

The three figures discussed in this section were 
mavericks who rejected the prevailing wisdom  
that consistency is the key to good measurement. 
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Examiners were often encouraged to vary testing 
procedures from candidate to candidate and to give 
special attention to tests they preferred. In other 
words, there was little appreciation for the concepts 
of reliability and standardization. Although many 
celebrated the fresh approach brought about by the 
holistic pioneers, others questioned the appropriate-
ness of many of their practices (Eysenck, 1953; 
Older, 1948).

APPLICATIONS IN SELECTION AND 
PLACEMENT

Much has been written on the application of holistic 
principles in clinical settings (see Grove, Zald, 
Lebow, Snitz, & Nelson, 2000; Korchin & Schuld-
berg, 1981), but their application to selection and 
placement decisions has received considerably less 
attention (cf. Dawes, 1971; Ganzach, Kluger, & 
Klayman, 2000; Highhouse, 2002). It is notable, 
however, that one of the earliest debates about the 
use of holistic versus analytical practices involved 
the employee selection decision-making domain 
(Freyd, 1926; Viteles, 1925). Morris Viteles (1925) 
objected to the then-common practice of making 
decisions about applicants on the basis of test scores 
alone. According to Viteles,

It must be recognized that the compe-
tency of the applicant for a great many 
jobs in industry, perhaps even for a 
majority of them, cannot be observed 
from an objective score any more than 
the ability of a child to profit from one 
or another kind of educational treat-
ment can be observed from such a score. 
(p. 134)

Viteles (1925) believed that the psychologist in 
industry must integrate test scores with clinical 
observations. According to Viteles, “His judgment is 
a diagnosis, as that of a physician, based upon a con-
sideration of all the data affecting success or failure 
on the job” (p. 137). Max Freyd (1926) responded 
that psychologists are unable to agree, even among 
themselves, on a person’s abilities by simply observ-
ing the person. Rather than diagnosing a job candi-
date, Freyd argued that the psychologist should 

make subjective impressions objective by incorpo-
rating them into a rating scale. According to Freyd,

The psychologist cannot point to the fac-
tors other than test scores upon which 
he based his correct judgments unless 
he keeps a record of his objective judg-
ments on the factors and compares these 
records with the vocational success of the 
men judged. Thus he is forced to adopt 
the statistical viewpoint. (p. 353).

Most modern-day organizational psychologists 
share Freyd’s (1926) view of assessment for selec-
tion, but those who practice assessment at the mana-
gerial and executive level are less likely to do so 
(Jeanneret & Silzer, 1998; Prien, Schippman, & 
Prien, 2003).

The most common applications of holism in 
assessment and selection practice are discussed 
next. These include (a) college admissions decision 
making, (b) assessment centers, and (c) individual 
assessment.

College Admissions
Colleges and universities have continuously strug-
gled with how to select students who will be suc-
cessful while at the same time ensuring opportunity 
for underrepresented populations (see Volume 3, 
Chapters 14 and 15, this handbook, for more infor-
mation on this type of testing). Standardized tests 
provide valuable information on a person’s degree of 
ability to benefit from higher education. Admissions 
officers, however, are charged with ensuring a cul-
turally rich and diverse campus and accepting stu-
dents who will exhibit exceptional personal qualities 
such as leadership and motivation. In 2003, the U.S. 
Supreme Court (Gratz v. Bollinger, 2003) ruled that 
it is lawful for admissions decisions to be influenced 
by diversity goals, but that holistic, individualized 
selection procedures, not mechanical methods, must 
be used to achieve these goals (see McGaghie & 
Kreiter, 2005). This decision was in response to the 
University of Michigan’s then practice of awarding 
points to undergraduate applicants based on, among 
other things, their minority status. These points 
were aggregated into an overall score, according to a 
fixed, transparent formula. Justice Rehnquist argued 
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that consideration of applicants must be done at the 
individual level rather than at the group level. Race, 
according to the majority decision, is to be consid-
ered as one of many factors, using a holistic, case-
by-case analysis of each applicant. In his dissenting 
opinion, Justice Souter argued that such an 
approach only encourages admissions committees to 
hide the influence of (still illegal) racial quotas on 
their decisions (Gratz v. Bollinger, 2003).

In 2008, Wake Forest University became the first 
top-30 U.S. university to drop the standardized test 
requirement for undergraduate admissions. Wake 
Forest moved to a system in which every applicant is 
eligible for an admission interview (Allman, 2009). 
The Wake Forest interviews do not follow any spe-
cific format, and interviewers are free to ask different 
questions of different applicants. Although the Wake 
Forest interviewers make overall interview ratings 
on a scale ranging from 1 to 7, the admissions com-
mittee explicitly avoids using a numerical weight in 
the overall applicant evaluation (Hoover & Supiano, 
2010). Wake Forest is a clear exemplar of what 
Cabrera and Burkum (2001) referred to as the holis-
tic era of college admissions in the United States.

Assessment Centers
The notion that psychologists could select people 
for higher level jobs was not widely accepted until 
after World War II (Stagner, 1957). The practices 
used to select officers in the German, British, and 
U.S. militaries were seen as having considerable 
potential for application in postwar industry (Brody 
& Powell, 1947; Fraser, 1947; Taft, 1948). Perhaps 
most notable was Douglas Bray’s assessment center 
(Bray, 1964). Bray, inspired by the 1948 OSS report 
Assessment of Men, put together a team of psycholo-
gists to implement a program of tests, interviews, 
and situational performance tasks for the assessment 
of the traits and skills of prospective AT&T manag-
ers. Although the original assessment center was 
used exclusively for research, the procedure evolved 
into operational assessment centers still in use 
today. Unlike the original, clinically focused center, 
the operational assessment centers of today focus on 
performance in situational exercises, and they com-
monly use managers as assessors. The focus on stan-
dardization and objective rating is in contrast to the 

earlier holistic practices advocated by the World 
War II psychologists (Highhouse, 2002). One simi-
larity that remains between the modern and early 
assessment centers, however, is the use of rater con-
sensus judgments. The consensus judgment process 
is predicated on the notion that observations of 
behavior must be intuitively integrated into an over-
all rating (Thornton & Byham, 1982). This consen-
sus judgment process involves discussion of 
everyone’s ratings to arrive at final dimension rat-
ings and ultimately an overall assessment rating for 
each candidate. The group discussion process can 
take several days to complete and does not involve 
the use of mechanical or statistical formulas.

Individual Assessment
One area of managerial selection practice that has 
maintained the holistic school’s emphasis on consid-
ering the whole person and intuitively integrating 
assessment information into a diagnosis of potential 
is commonly referred to as individual assessment (see 
Ryan & Sackett, 1992). Although the label is not 
very descriptive, it does emphasize the focus on idio-
graphic (as opposed to nomothetic) assessment. 
Practices vary widely from assessor to assessor, but 
individual assessment typically involves intuitively 
combining impressions derived from scores on stan-
dardized and unstandardized psychological tests, 
information collected from unstructured and struc-
tured interviews, a candidate’s work and family his-
tory, informal observation of mannerisms and 
behavior, fit with the hiring organization’s culture, 
and fit with the job requirements. The implicit belief 
behind the practice is that the complicated character-
istics of a high-level job candidate must be assessed 
by a similarly complicated human being (Highhouse, 
2008). According to Prien, Shippmann, and Prien 
(2003), the holistic process of integration and inter-
pretation is a “hallmark of the individual assessment 
practice” (p. 123; see also Ryan & Sackett, 1992).

Next, the evidence and controversy surrounding 
the use of holistic methods for making predictions 
about success in educational and occupational 
domains are reviewed. A summary of studies that 
have directly contrasted holistic versus analytical 
approaches in college admissions and employee 
selection is also provided.
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EVIDENCE AND CONTROVERSY

The first study to empirically test the notion that 
experts could better integrate information holisti-
cally than analytically was conducted by T. R. Sarbin 
in 1942. Sarbin followed 162 freshmen who entered 
the University of Minnesota in 1939. Using a mea-
sure of 1st-year academic success, Sarbin compared 
the earlier prediction of admissions counselors with 
a statistical formula that combined high school rank 
and college aptitude test score. The counselors had 
access to these two pieces of information as well as 
information from additional ability, personality, and 
interest inventories. The counselors also interviewed 
the students before the fall quarter of classes. Of 
interest to Sarbin was the performance of the simple 
formula against the counselors’ predictions. The 
results showed that the counselors, who had access 

to all of the test data and interview observations, did 
significantly worse in predicting 1st-year success 
than the simple (high school rank plus aptitude test 
score) formula. Subsequent studies on college 
admissions have supported the idea that a simple 
combination of scores is not only effective but is in 
many instances more effective than holistic assess-
ment for predicting success in school.

Table 31.1 provides a summary of research com-
paring holistic to analytical approaches to college 
admissions. The table shows that in almost every 
case, holistic evaluations based on test scores, 
grades, and other personal evaluations (e.g., inter-
views, letters, biographical information) were 
equaled or exceeded by simple combinations of 
standardized tests scores and grades.

Organizational psychologists took note of find-
ings like Sarbin’s (1942), which were documented 

TABLE 31.1

Empirical Comparisons of Holistic and Analytical Approaches to College Admissions

Source Method Results

Alexakos (1966) Guidance counselors made predictions of 
college GPA on the basis of information 
collected from testing and interviews over a 
4-year period.

The holistic judgments of counselors were slightly 
outperformed by a statistical combination of 
high school GPA, standardized test scores, and 
demographic variables.

Dawes (1971) Psychology faculty predicted the success of 
incoming graduate students on the basis of 
a standardized test, undergraduate GPA, and 
letters of recommendation.

A mechanical model of the committee’s judgment 
process predicted faculty ratings of graduate 
success better than the committee itself.

Hess (1977) A medical school admissions committee 
predicted success in 1st-year chemistry on 
the basis of standardized tests, interviews, 
transcripts, and biographical data.

The holistic judgments of the committee did not 
predict success in 1st-year chemistry, whereas 
high school performance data alone were 
successful.

Rosen & Van Horn (1961) A scholarship award committee predicted 
1st-year GPA using high school rank, 
standardized test scores, biographical 
information, and letters of recommendation.

The holistic judgment of the award committee 
was equal to the use of only high school rank in 
predicting 1st-semester GPA in college.

Sarbin (1943) College admissions officers predicted 
success on the basis of high school rank, a 
standardized test, and an intensive interview.

The holistic judgments of the admissions officers 
were inferior to a simple combination of high 
school rank and standardized test score.

Schofield (1970) A medical school admissions committee 
predicted success on the basis of college 
GPA, a standardized test, biographical data, 
and letters of reference.

The holistic judgment of the admissions 
committee was equal to a statistical 
combination of only college GPA and 
standardized test scores.

Watley & Vance (1964) Guidance counselors made predictions of 
college GPA and participation in activities, 
using high school rank, standardized tests, 
and biographical information.

The holistic judgments of counselors equaled a 
mechanical formula that included high school 
rank and test scores.

Note. Only studies using actual counselors, faculty, or admissions officers as assessors are included in this table. 
GPA = grade point average.
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in Paul Meehl’s classic 1954 book Clinical Versus 
Statistical Prediction: A Theoretical Analysis and a 
Review of the Evidence. Moreover, early organiza-
tional studies seemed to support Meehl’s findings 
that holistic integration of information was not liv-
ing up to the claims of the personality assessment 
pioneers (e.g., Huse, 1962; Meyer, 1956; Miner, 
1970). However, an influential review of judgmental 
predictions in executive assessment—dismissing the 
relevance of this controversy to the organizational 
arena (Korman, 1968, p. 312)—eased the mind of 
many industrial psychologists involved in assess-
ment practice. Also, assessment center research was 
showing impressive criterion-related validity, sug-
gesting that an approach with many subjective com-
ponents could be quite useful in identifying effective 
managers (Howard, 1974).

Table 31.2 provides a summary of research com-
paring holistic to analytical approaches to selection 
and placement in the workplace. Although the studies 
vary in rigor and sometimes do not provide fair com-
parisons of holistic and analytical approaches, some 
broad inferences can be drawn from this compilation:

■■ There are surprisingly few studies on the relative 
effectiveness of holistic assessment for employee 
selection, especially as it regards individual 
assessment.

■■ Only one study clearly favored holistic assess-
ment (i.e., an assessor with knowledge of a 
cognitive ability test score did better than the 
score alone; Albrecht, Glaser, & Marks, 1964), 
compared with at least five that clearly favored 
analytical approaches and at least seven that were 
a draw.

■■ The few studies to examine the incremental 
validity of holistic judgment have not provided 
encouraging results.

Our summary shows that evidence for the supe-
riority of holistic judgment is quite rare in educa-
tional and employment settings. A meta-analysis 
comparing clinical to statistical predictions in pri-
marily medical and health diagnosis settings found 
that statistical methods were at least equal to clinical 
methods in 94% of the cases and significantly supe-
rior to them in as much as 47% of studies (Grove  
et al., 2000). Despite the fact that clinicians often 

had access to more information than the formulas, 
the statistical methods were estimated to be approxi-
mately 10% better in overall accuracy.

Recall that advocates of the holistic school have 
suggested that experts may take into account the 
interactions among various pieces of assessment evi-
dence and understand the idiosyncratic meaning of 
one piece of information within the context of the 
entire set of information for one candidate (Hollen-
beck, 2009; Jeanneret & Silzer, 1998; Prien et al., 
2003). Given such expertise, one might expect that 
holistic judgments—which consider all of the infor-
mation at hand—should unequivocally outperform 
dry formulas based on ratings and test scores. This 
has not been the case.

The existing research on selection and placement 
decision making has provided disappointingly little 
evidence that subjectivity and intuition provide 
added value. Traditional employment interviews 
provide negligible incremental validity over stan-
dardized tests of cognitive ability and conscientious-
ness (Cortina, Goldstein, Payne, Davison, & 
Gilliland, 2000; see Chapter 27, this volume, for 
more information on employee interviews). 
Research has also unequivocally shown that the 
more the interview is structured or standardized to 
look like a test, the greater its utility for predicting 
on-the-job performance (Conway, Jako, & Good-
man, 1995; McDaniel, Whetzell, Schmidt, & Mau-
rer, 1994). Having assessors spend several days 
discussing job candidates in assessment centers, and 
arriving at an overall consensus rating for each, pro-
vides no advantage over taking a simple average of 
each person’s ratings (Pynes, Bernardin, Benton, & 
McEvoy, 1988). Assessing a candidate’s fit with the 
job—a common practice in individual assessment—
also appears to provide little advantage in predicting 
a candidate’s future job performance (Arthur, Bell, 
Villado, & Doverspike, 2006). Taken together, this 
research has suggested that considering each candi-
date as a unique prediction situation has not 
resulted in demonstrably better prediction. As Grove 
and Meehl (1996) noted in their review of the 
debate between ideographic versus nomothetic 
views of prediction: “That [debate] is clearly an 
empirical question rather than a purely philosophi-
cal one decidable from the armchair, and empirical 



Holistic Assessment for Selection and Placement

571

evidence is, as described above, massive, varied, and 
consistent” (p. 310).

As such, the holistic approach to selection and 
placement as commonly practiced in hiring and 
admissions is not consistent with principles of  
evidence-based practice (Highhouse, 2002, 2008).

ASSUMPTIONS OF HOLISTIC  
ASSESSMENT

Given that the early promise of the holistic approach 
has not held up to scientific scrutiny, it is reasonable 
to ask why many people continue to hold this point 

TABLE 31.2

Empirical Comparisons of Holistic and Analytical Approaches to Employee Selection and Placement

Source Method Results

Albrecht, Glaser, and Marks 
(1964)

Psychologists ranked managers on the basis of 
an intensive interview, cognitive ability tests, 
and projective tests.

The holistic judgments of psychologists 
outperformed the cognitive ability test score 
alone.

Borman (1982) Military recruiters provided assessment center 
exercise effectiveness ratings and consensus 
overall assessment ratings.

A mechanical combination of unit-weighted 
exercise ratings slightly outperformed the 
holistic discussion-based judgments.

Feltham (1988) Assessors provided exercise scores and 
consensus overall assessment ratings in a 
police assessment center.

A unit-weighted composite of exercise scores 
outperformed the holistic discussion-based 
judgments.

Ganzach, Kluger, and Klayman 
(2000)

Judgments of interviewers from the Israeli 
military were used as predictors of military 
transgressions.

Adding a holistic interviewer rating to mechanically 
combined interview dimension ratings slightly 
increased the prediction of the criterion.

Huse (1962) Psychologists made final ratings on the basis 
of an intensive interview and standardized 
and projective tests.

The validities of holistic ratings based on complete 
data were not higher than validities based solely 
on standardized (paper-and-pencil) tests.

Meyer (1956) Manager judgments were made on the basis of 
interview and standardized test scores.

Four of the five validity coefficients for holistic 
judgments were below the validity of a cognitive 
ability test alone.

Mitchel (1975) Assessors provided overall potential ratings on 
the basis of exercise performance and test 
scores.

The multiple correlation of the predictors strongly 
outperformed the holistically derived overall 
assessment, but the two converged over cross-
validation.

Pynes, Bernardin, Benton, and 
McEvoy (1988)

Assessors provided preconsensus and 
postconsensus dimension ratings and 
overall consensus ratings in a police 
assessment center.

The mechanically and holistically derived 
dimension ratings were indistinguishable  
(r = .83) and correlated strongly with the 
overall holistic judgment (r = .71 for both).

Roose & Doherty (1976) Manager judgments were made on the basis of 
64 cues from personnel files, including test, 
biographical, and objective interview data.

The mean increase in R2 achieved by adding the 
holistic combination of cues by the judges over 
a linear combination of cues was 0.7%.

Sackett & Wilson (1982) Assessors provided preconsensus and 
postconsensus dimension ratings and 
overall consensus ratings in a managerial 
assessment center.

A simple average of dimension ratings predicted 
postdiscussion ratings 93.5% of the time.

Trankell (1959) One psychologist made predictions of Swedish 
airline pilot success in training on the basis 
of observations and standardized test 
scores.

The holistic evaluations slightly outperformed each 
of the test scores alone.

Tziner & Dolan (1982) Assessors subjectively combined ratings, 
cognitive ability tests, and exercise ratings 
into an overall assessment.

The R of the predictors outperformed the 
holistically derived overall assessment.

Wollowick and McNamara  
(1969)

Assessors subjectively combined tests, 
dimension ratings, and exercise ratings into 
an overall assessment.

The R of the predictors strongly outperformed the 
holistically derived overall assessment.
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of view. Some common assumptions held by holistic 
assessors are outlined here.

Assessors Can Take Into Account 
Constellations of Traits and Abilities
Advocates of holistic assessment have argued that 
the expert combination of information is a sort of 
nonlinear geometry that is not amenable to standard-
ization in some sort of simple formula (Prien et al., 
2003, p. 123). This argument implies that holistic 
assessment is a sort of mystical process that cannot 
be made transparent. Ruscio (2003) compared it 
with the arguments of astrologers who, when faced 
with mounds of negative scientific evidence, reverted 
to whole-chart interpretations to render their profes-
sional judgments. Aside from the logical inconsisten-
cies involved with the claim that assessors can take 
into account far more unique configurations of data 
than can be cognitively processed by humans, con-
siderable evidence has shown that simple linear 
models perform quite well in almost all prediction 
situations faced by assessors (e.g., Dawes, 1979).

It has long been recognized that it is possible to 
include trait configurations in statistical formulas 
(e.g., Wickert & McFarland, 1967). However, very 
little research on the effectiveness of doing so in 
selection settings has been conducted, likely because 
predictive interactions are quite rare. Dawes (1979) 
noted that relations between psychological variables 
and outcomes tend to be monotonic. In contrast to 
conventional wisdom, nonmonotonic interactions 
(e.g., certain types of leaders are really good in one 
situation and really bad in another situation) are 
quite rare. Furthermore, the evidence has suggested 
that assessors could not make effective use of such 
interactions, even if they existed.

Assessors Can Identify Idiosyncrasies 
That Formulas Ignore
Meehl (1954) described the “broken leg case” in 
which a rare event may invalidate a prediction made 
by a formula. Meehl used the example of predicting 
whether Professor X would go to the cinema on a 
particular Friday night. A formula might take into 
account whether the professor goes to the movie on 
rainy or sunny days, prefers romantic comedies to 
action movies, and so forth. The formula may not, 

however, take into account the fact that Professor X 
broke his leg on the previous Monday. A human 
assessor could take into account such broken-leg 
cues. Although the example is compelling and is 
commonly used to justify the use of holistic assess-
ment procedures, evidence has not supported the 
usefulness of broken-leg cues (see Camerer & John-
son, 1991). The problem seems to be that assessors 
overrely on idiosyncratic cues, not distinguishing 
the useful ones from the irrelevant ones. Assessors 
find too many broken legs.

Assessors Can Fine-Tune Predictions 
Made by Formulas
A related argument is the idea that assessors may 
use their experience and wisdom to modify predic-
tions that are made mechanically (Silzer & Jean-
neret, 1998). The problem with this argument is 
that it assumes that a prediction can be fine-tuned. 
As noted by Grove and Meehl (1996),

If an equation predicts that Jones will do 
well in dental school, and the dean’s com-
mittee, looking at the same set of facts, 
predicts that Jones will do poorly, it would 
be absurd to say, “The methods don’t 
compete, we use both of them.” (p. 300)

If a mechanical procedure determines that an 
executive is not suitable for a position as vice presi-
dent, then fine-tuning the procedure involves over-
ruling the mechanical prediction. Certainly, 
intuition could be used to alter the formula-based 
rank ordering of candidates. We have yet to find evi-
dence that this results in an improvement in predic-
tion of job performance.

Some Assessors Are Better Than Others
There are experts in many domains, but evidence for 
expertise in intuitive prediction is lacking. The 
renowned industrial psychologist Walter Dill Scott 
concluded long ago, “As a matter of fact, the skilled 
employment man probably is no better judge of men 
than the average foreman or department head” 
(Scott & Clothier, 1923, p. 26). Subsequent research 
on assessment centers has found few differences 
among assessors in validity (Borman, Eaton, Bryan, 
& Rosse, 1983). Similar findings have emerged for 
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the employment interview (Pulakos, Schmitt, Whit-
ney, & Smith, 1996). After reviewing research on 
predictions made by clinicians, social workers, 
parole boards, judges, auditors, and admission com-
mittees, Camerer and Johnson (1991) concluded, 
“Training has some effects on accuracy, but experi-
ence has almost none” (p. 347). The burden of proof 
is on the assessor to demonstrate that he or she can 
predict better than someone with rudimentary train-
ing on the qualities important to the assessment.

Candidates for High-Level Jobs Do Not 
Differ Much on Ability and Personality
One common assumption of holistic assessment is 
that variability of test scores is restricted for people 
being selected at the highest levels of organizations. 
As one example, Stagner (1957) contended about 
executive assessment that

simple, straightforward tests of intel-
ligence and other objective measures 
seem not to have too much value, largely 
because an individual is not considered 
for such a position until he has already 
demonstrated a high level of aptitude in 
lower level activities. (p. 241)

Large-scale testing programs at Exxon and Sears 
in the 1950s, however, demonstrated that using a 
psychometric approach to identifying executive tal-
ent can be quite effective (Bentz, 1967; Sparks, 
1990). Personality tests better predict behavior for 
jobs that provide more discretion (Barrick & Mount, 
1993), and the validity of cognitive ability measures 
increases as the complexity of the job increases 
(Hunter, 1980). Research has also shown that man-
agers and executives are more variable in cognitive 
ability than conventional wisdom would suggest 
(Ones & Dilchert, 2009). Test scores can predict for 
higher level jobs.

Formulas Become Obsolete
A final assumption to consider is the idea that for-
mulas are static and inflexible and thus are not use-
ful for making predictions about performance in the 
chaotic environments of the marketplace. According 
to Prien et al. (2003), “Economic conditions and cir-
cumstances and the nature of client businesses might 

be evolving, dynamic and in flux, changing so that 
any particular algorithm, no matter how carefully 
developed, could be obsolete” (p. 128). The problem 
with this argument is that assessors are somehow 
assumed to be more flexible and attuned to subtle 
changes in effectiveness criteria. In fact, assessors are 
likely to rely on implicit theories developed from 
past training and experience. Moreover, these 
implicit theories have likely become resistant to 
change as a result of positive illusions and hindsight 
biases (Fisher, 2008). Formulas may be updated on 
the basis of new information and empirical research.

FINAL THOUGHTS

As noted by Hogarth (1987), people’s intuitive judg-
ments are based on information processed and trans-
formed by their minds. Hogarth noted that there  
are four ways in which judgments may derail (see 
Table 31.3): (a) selective perception of information, 
(b) imperfect information processing, (c) limited 
capacity, and (d) biased reconstruction of events.

Although humans have limited resources to 
make judgments, they paradoxically cope with this 
by adding more complexity to the problem. For 
example, people often create elaborate stories to 
make sense of disparate pieces of information, even 
when the stories themselves are too elaborate to be 
predictive (Gilovich, Griffin, & Kahneman, 2002; 
Pennington & Hastie, 1988). This chapter has 
shown that assessors are not immune to the limita-
tions of human judgment. Indeed, assessment expe-
rience may only serve to exacerbate issues such as 
professional biases and overconfidence (Sieck & 
Arkes, 2005).

One benefit of the holistic school of thought is 
that it encourages people to look more broadly at the 
predictors and the criteria: to consider what the per-
son brings to the educational or work environment 
as a whole. This broader perspective may encourage 
one to more thoroughly examine noncognitive attri-
butes of the candidate, along with nontask attributes 
of job performance. The research does not, however, 
support the use of a holistic approach to data inte-
gration. Assessors are still needed to select the data 
on which the formulas are based and to assign rat-
ings to the data points that are subjective in nature 
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(e.g., interpersonal warmth in the interview). If 
assessors heed the advice of Freyd (1926) by making 
subjective impressions objective, assessment will 
move out of the realm of philosophy, technique, and 
artistry and into the realm of science.
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EmPloymEnT TESTInG And 
ASSESSmEnT In mulTInATIonAl 

orGAnIzATIonS
Eugene Burke, Carly Vaughan, and Ray Glennon

Recognition of the value of scientifically valid 
assessment of the talents and potential of people 
applying for work at or already employed by private 
and public sector organizations has grown signifi-
cantly in recent years. This increased recognition is 
partly the result of increased confidence in the evi-
dence base supporting the criterion-related evidence 
of validity for cognitive ability tests and self-report 
questionnaires (e.g., Bartram, 2005; Hurtz & Dono-
van, 2000; Judge & Ilies, 2002; Ones, Dilchert, 
Viswesvaran, & Judge, 2007; Robertson & Smith, 
2001; Salgado et al., 2003; Schmidt & Hunter, 
1998). The importance of identifying and develop-
ing talent has also become more imperative across 
organizations and has acted to promote the use of 
tests and assessments in employment settings. In a 
recent review and synthesis of the literature on high 
potential, Silzer and Church (2009) stated that

ever since the “war for talent” was popu-
larized by the 1997 McKinsey study . . . 
the idea of identifying and managing 
high-potential talent has become increas-
ingly important for organizations. At the 
very center of talent management . . . 
the singular ability to define and identify 
that elusive variable known as potential 
in an individual or group of individuals 
is considered a competitive advantage in 
the market place . . . today there is sig-
nificant pressure on organizations and 
their leadership teams to ensure that they 
have well-validated and useful measures 
of potential. (pp. 377–378)

With increased globalization and labor mobility 
and the growth of the Internet, the context for 
employment testing and assessment has also 
changed significantly. Whereas testing programs 
might previously have been developed within a sin-
gle national, cultural, and language context, many 
organizations now operate across national borders 
and require assessment solutions that meet their tal-
ent acquisition and talent development needs wher-
ever they operate. Thus, the context for employment 
testing and assessment has become more complex. 
As House (2004) commented,

The increasing connection among 
countries, and the globalization of cor-
porations, does not mean that cultural 
differences are disappearing or diminish-
ing. On the contrary, as economic bor-
ders come down, cultural barriers could 
go up, thus presenting new challenges 
and opportunities in business. (p. 5)

These connections have important measurement 
implications both within a business assessment con-
text and beyond.

Consider a global leader in the retail sector that, 
having established itself as a market leader in West-
ern Europe, is now expanding into Eastern Europe, 
Asia, and the United States. This organization is one 
that recognizes the value of people to its business 
and that talent acquisition (i.e., recruitment and 
selection) has a critical influence on the customer’s 
experience in its stores and, therefore, on footfall, 
revenues, and sustaining the strength of its brand 
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locally, nationally, and internationally. Consider 
next the choices facing this organization as it 
expands in its various geographic markets, includ-
ing those that it might at one point have referred to 
as its home geography. On one hand, it recognizes 
that the diversity of local markets will need to be 
reflected in its local operations, including the people 
staffing its stores, yet on the other it also recognizes 
the need to maintain consistent standards for the 
people that it hires to manage and operate those 
stores, wherever they may be. So, how should this 
organization approach such issues, and as develop-
ers of assessment solutions and consultants on tal-
ent issues, how should testing professionals advise 
such a client?

This example typifies the type of assignment and 
assessment needs that today’s globalized world now 
present to the assessment designer and consultant 
and to the manager concerned with acquiring and 
developing the talent required for the organization 
to be successful. The need to address diversity in 
terms of language, nationality, and culture is also 
true of mature markets in which employment test-
ing and assessment are well established. In the late 
1990s and early 2000s, for example, the United 
Kingdom saw substantial immigration from Eastern 
Europe by those seeking employment opportunities 
outside their country of origin. During that time, it 
was not unusual for us to receive requests from U.K. 
organizations operating solely within the United 
Kingdom for assessments in the languages of East-
ern European countries in addition to British Eng-
lish. Thus, even within national boundaries, issues 
of whether a test or assessment is effective across 
multiple languages and cultures are likely to arise 
because of the simple fact that labor is now more 
mobile internationally.

As other countries and geographic regions 
emerge as economic powers, and as their economic 
development creates demand for talent manage-
ment, and specifically talent assessment methodolo-
gies and processes, then similar challenges to those 
already alluded to will emerge within those geo-
graphic areas. So, the same questions will arise. For 
example, to what extent would these areas need to 
develop assessments that are specific to their lan-
guages and cultures, and, if they were to develop 

them, how would they gauge the effectiveness of 
those assessments compared with those used else-
where in the world, particularly because economic 
competition is global, which in effect means that tal-
ent management is also global. Indeed, even within 
these emerging economies, issues of diversity in lan-
guage and culture already exist—South Africa being 
an example of this point—and so the issues of 
addressing the challenge of linguistic and cultural 
issues in assessment can be seen as truly global and 
local or, to use a term that has become popular in 
the management literature, glocal in nature.

SCOPE AND FOCUS OF THIS CHAPTER

The original scope for this chapter was to focus on 
employment testing in multinational organizations. 
As just indicated, however, such a focus masks the 
fact that labor is as geographically mobile as are 
organizations, and the issues and solutions explored 
also apply to the need for tests and assessments that 
function within as well as across geographic areas. 
As such, the scope of this chapter was broadened to 
employment testing in multinational settings. The 
goal of this chapter is to share experiences and per-
spectives that will help inform the development of 
employment tests and assessments that are general-
izable across populations, languages, and cultures 
and to offer knowledge from client engagement as 
well as product development in terms of processes 
and methods that can be used to guide testing and 
assessment from the original conception of a test or 
assessment through to evaluations of its effective-
ness in a multinational context.

Before moving on, consider what is meant by 
employment testing. The most obvious manifestation 
of an employment test is in the form of an instru-
ment assessing general and specific cognitive abili-
ties that tends to be made up of items that have 
only one correct answer. These tests are also fre-
quently referred to as maximal performance mea-
sures, given that one’s score reflects how many 
correct responses were given across all the items in 
the test. In the more colloquial vernacular of indus-
trial and organizational psychology, these tests are 
sometimes also referred to as assessments of peo-
ple’s “can-do” qualities.
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Another frequently used form of employment 
test is the self-report questionnaire used to assess 
personality, motivation, and personal values. This 
class of test also includes integrity tests used to 
screen for counterproductive behaviors such as sub-
stance abuse and theft. Personality tests are also 
referred to as measures of typical performance 
because they are constructed to obtain information 
on the style of behavior that a person is likely to 
manifest, and therefore they explore the strength of 
a particular style rather than present items for which 
there is a single correct answer. Although maximal 
performance tests are seen as being related to assess-
ments of people’s can-do qualities, measures of per-
sonality, motivation, and values are sometimes 
referred to as measures of people’s “will-do” 
qualities.

This chapter also covers a form of assessment 
that has become increasingly popular in both 
research and practice in employment testing, namely 
situational judgment tests (SJTs). Given that the title 
of this class of test includes the words situation and 
judgment, it, perhaps more than any other form of 
employment test, encapsulates the challenges of 
multinational testing and assessment. Such tests are 
widely used to assess how a person will respond to 
situations that are likely to occur in a job or role and 
can be used either as maximal performance mea-
sures when the task is to identify the most or least 
effective responses to a situation or as typical perfor-
mance measures when the task is to select the 
answers that reflect the most or least typical 
response a person would give in that situation.

These are all examples of instruments or tests 
that are widely used in high-stakes assessments for 
preemployment screening, recruitment, selection, 
placement, and promotion of people within organi-
zations. Their technical qualities therefore have real 
consequences for the people to whom these tests are 
administered and for the people who base employ-
ment decisions on the information such tests pro-
vide. Although this chapter does not focus on other 
forms of testing and assessment specifically, the 
experience and learning shared in this chapter are 
also relevant to them. Examples include simulations 
in the form of assessment center exercises (e.g., role 
plays and in-basket exercises) as well as instruments 

such as 360-degree appraisals (in which a person is 
rated on a number of dimensions by his or her supe-
rior, peers, direct reports, and others) that are 
widely used in lower stakes contexts such as per-
sonal development. Whether the test is used in a 
high- or low-stakes setting, the principal message is 
that its technical qualities must be shown to be ade-
quate across the languages and cultures in which it 
is deployed. Given the wider application of the 
methods and processes that are described, we hope 
that the reader will not mind too much if we tend, 
on occasion, to use the terms test and assessment 
almost interchangeably.

Several core and fundamental issues in multina-
tional testing and assessment are illustrated through 
case examples, that is, by taking a case and explor-
ing it in terms of an issue that it helps to highlight. 
The first such case involves a client engagement 
with a global retailer and the development of an SJT 
to be deployed initially in Turkey, the United King-
dom, and the United States. For the reasons 
explained earlier, this class of test provides an 
opportunity to evaluate whether constructs are gen-
eralizable across language and cultural settings. No 
published research has examined whether an SJT 
can be deployed in a multinational context, and this 
challenge was particularly demanding in that one of 
the fundamental questions regarding SJTs is what 
they measure.

The second issue is that of localization, which is 
defined as a process that is more than just translation, 
although translation is obviously a key component. 
The reader may be surprised that this issue is not 
addressed first, but the case of the multinational 
deployment of an SJT serves to emphasize the need to 
be clear about the constructs that tests and assess-
ments are designed to measure and to build into the 
process of test and assessment development those 
frameworks and procedures that evaluate upfront 
whether the constructs are generalizable and which 
linguistic and cultural factors need to be addressed 
early in constructing a solution to an assessment need.

Many texts on localization tend to focus on the 
statistical procedures and the evidence provided by 
those procedures on the psychometric equivalence 
of items, scales, and instruments across different 
languages and cultures. Acquiring the data required 
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by such procedures is an expensive and time- 
consuming undertaking, and should such data show 
technical inadequacies in any given language or cul-
ture, repairing the item, scale, or instrument adds to 
the cost of and delay in delivering an assessment 
solution. An examination of current practice can be 
used to develop a proactive series of process steps 
that mitigate against the risk of failure at the point 
of statistical checks. No claim is made that the pro-
cess presented is the only solution to localization 
and adaptation of tests and assessments, but the  
evidence gathered to date has shown that it offers 
promise and that it does deliver efficiencies and  
cost savings.

The third issue addressed is that of norms. 
Norms are beginning to receive more attention but 
are still subject to confusion, particularly in the con-
text of the multinational use of employment tests 
and assessments. Returning to the example of the 
global retailer, among the choices facing such a user 
of tests and assessments is to apply local national or 
language norms, international norms, or a combina-
tion of the two. In advising such a client, what data 
and relative benefits should a test provider or an 
assessment–talent consultant present and discuss 
with the client? This question is one example of 
many that need to be considered in addressing the 
issue of what norms are inappropriate in a multina-
tional setting.

The fourth issue discussed is that of online deliv-
ery of assessments and test security. As much as the 
past decade or so has seen increased economic glo-
balization, it has also seen the rapid growth and 
impact of the Internet on how businesses and orga-
nizations operate and how people in their personal 
lives carry out everyday transactions. In a world in 
which software-as-a-service models are widely used 
to drive business processes, and in which many of 
those applications are operated through cloud com-
puting, the push for organizations to move their 
assessments online has increased markedly. The pull 
toward online testing and assessment is also strong 
when one considers the ease with which people now 
expect to execute transactions in their personal 
lives, such as purchasing, banking and investments, 
and even transactions with public bodies responsi-
ble for taxation and health. Thus, for reasons of 

speed, cost, the access to talent pools that it offers 
organizations, and the convenience it offers those 
seeking employment opportunities, Internet testing 
and assessment are growing. This growth presents a 
real challenge to the science and practice of valid 
assessment in how to safeguard the value of testing 
and assessment when such measures are adminis-
tered under conditions in which a supervisor or a 
proctor is not physically present. It also makes test 
security a truly international issue in that Internet-
delivered content can be accessed anywhere in the 
world.

Finally, trends that may become features of a 
future world of testing and assessment are explored 
(after all, every chapter such as this must have its 
crystal-ball moment). That section begins by refer-
encing Samuel Messick’s (1989, 1995, 1998) semi-
nal work on validity as a framework for a general 
approach to developing and deploying employment 
tests and assessments in a multinational context  
(see also Chapter 4, this volume).

RECONSIDERING MESSICK AND THE 
ISSUES TO BE ADDRESSED IN PROVIDING 
EVIDENCE OF VALIDITY

Messick’s (1989, 1995, 1998) work has continued to 
guide the measurement community’s understanding 
of test validity. He originally proposed six facets of 
validity, which are briefly summarized here:

1. content validity, or evidence of content relevance, 
representativeness, and technical quality;

2. substantive validity, which refers to the theoreti-
cal rationale for respondents’ observed responses 
and empirical evidence that the respondents 
engage in these processes;

3. structural validity, or evidence of the fidelity of 
the scoring structure to the construct domain;

4. generalizability, or the extent to which scoring 
properties and interpretations generalize across 
populations, settings, and tasks;

5. external validity, which incorporates convergent 
and discriminant evidence from multitrait and 
multimethod comparisons and criterion rel-
evance and utility and which most closely relates 
to concerns regarding construct validity; and
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6. consequential validity, which appraises value 
implications of score interpretations as a basis for 
action as well as the actual and potential conse-
quences of test use, including bias, fairness, and 
distributive justice.

To these original six facets, Messick (1989) 
added a seventh in referring to construct-irrelevant 
variance in his later writing, a facet that gains in 
importance when one considers how a test or assess-
ment can morph when it undergoes translation and 
localization into other languages. Indeed, when 
localizing self-report questionnaires into several lan-
guages, wording and context in the original lan-
guage can present a significant barrier to 
maintaining construct and measurement equiva-
lence. Test and assessment designers naturally tend 
to reflect the language and cultural biases of their 
backgrounds, and even minor biases in the form of a 
verb, adverb, noun (e.g., how many Americans own 
a conservatory?), or phrase (consider the difficulty 
of localizing the English phrase tends to cut corners) 
will present difficulties.

Why are these facets of validity important in the 
context of multinational testing? After all, is it not 
just a matter of translation? Consider the example of 
a multinational governmental agency that has 
deployed tests for the selection of staff across several 
national populations and has found that score differ-
ences are such that pass rates vary by nationality. 
The natural tendency may be to question whether 
the test or assessment is operating consistently 
across the different populations. However, it could 
also be that the people are indeed different and that 
this difference is reflected in the score differences 
observed. It could also be that variation occurred in 
the processes with which the test or assessment was 
administered (e.g., a recruitment advertisement that 
attracted applicants to the test or assessment ses-
sion) or in the way in which administration was exe-
cuted in different locations. These issues, and 
Messick’s facets of validity, can be summed up in the 
form of three questions:

1. Is it the test? That is, does evidence exist that 
differences in scores across populations are the 
result of how the test was constructed and how 
it is scored? This question can be answered in 

part by looking at whether test items are biased 
against different populations, whether scoring 
keys operate in different ways across popula-
tions, whether scales fail to operate in an equiva-
lent way across populations, or whether content 
such as the language and the context in which an 
item is seated and phrased has an impact on the 
generalizability of a construct as measured by a 
test or questionnaire.

2. Is it the people? It is entirely possible that, when 
evidence exists that a test or assessment is func-
tionally and psychometrically equivalent across 
cultures, true differences across populations and 
national settings will be found. The question 
that naturally follows and should then be inves-
tigated is, what is it about the people that may be 
related to the differences observed in the scores? 
Are there demographic factors that are known to 
influence test scores? Finding such relationships 
may not, in itself, resolve the issues arising from 
test score differences, but identifying such differ-
ences may help to explain not only why scores 
differ but also whether a one-size-fits-all deploy-
ment of the tests will meet an organization’s 
needs or whether that deployment would benefit 
from greater emphasis on the organization’s 
local needs once the talent pools in different 
geographic areas are better understood. Either 
way, the differences may well have to do with the 
people rather than with the test.

3. Is it the process? Our experience in addressing 
the question of whether it is the people has often 
unveiled factors related to differences in prac-
tice and process across regional and national 
settings. For example, an organization’s brand 
and its employer value proposition may vary 
in their appeal to talent in different geographic 
areas, something that often comes as a surprise 
to an organization used to its strong employer 
brand being recognized in those areas in which 
its presence is more established. As such, data 
may reveal a need for that organization to review 
its talent attraction and recruitment processes 
in those geographic areas in which it is not 
attracting the same bench strength of talent as 
in others. The possibility also exists that those 
responsible for, say, recruitment in certain  
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geographic areas are operating by different crite-
ria than those in others. In one case, we helped a 
client to understand that recruiters in some geo-
graphic areas were using criteria that considered 
both volume and quality of hire, whereas those 
in other areas were focusing on volume rather 
than the quality of hire attracted. So, data may 
reflect the simple fact that variations in processes 
within which the test or assessment is deployed 
can have a significant impact on the scores 
observed across different geographic areas and 
that such variations may have little to do with 
the quality of the test or assessment itself.

Although in practice variations in scores may be 
influenced by a combination of all three factors 
(tests, people, and processes), translating Messick’s 
facets into these three more general considerations 
significantly benefits multinational employment 
testing from initial design through the evaluation of 
data gathered from the deployment of a test or 
assessment. Tests, people, and processes provide 
the key themes of this chapter, and we begin by 
considering the question “Is it the test?”—that is, 
whether the constructs that underpin a test or 
assessment to be deployed in a multinational setting 
are generalizable.

BUILDING GENERALIZABILITY INTO 
TESTING AND ASSESSMENT THROUGH 
THE COMBINED EMIC–ETIC APPROACH

House and Javidan (2004) defined a construct as 
referring to “the construction of conceptions or 
ideas by the investigator. A construct is the product 
of an investigator’s creativity” (p. 20). Earlier in 
their overview of the Global Leadership and Organi-
zational Behavior Effectiveness (GLOBE) research 
program, they pointed to a fundamental debate that 
has persisted in cross-cultural research and that has 
spread to the issue of multinational and cross- 
cultural employment testing and assessment:

Two central aspects of cultures are 
frequently discussed in cross-cultural 
literature: culturally generalizable and 
culturally specific aspects. . . . A phe-
nomenon is culturally generalizable if 

all cultures can be assessed in terms of a 
common metric and cultures can be com-
pared in terms of such phenomena. In 
contrast, culturally specific phenomena 
occur only in a subset of cultures, and 
are not comparable across all cultures. 
(p. 19)

The GLOBE program exemplifies the issues and 
challenges of multinational employment testing 
and assessment. Is it possible to develop measures 
that are robust and operate across languages and 
cultures so that nations can be compared on vari-
ous aspects of leadership? Here, then, is the basis 
of the emic–etic debate in cross-cultural research 
that stems from the views articulated by Pike in the 
1950s (Berry, 1980; Geisinger, 2003; Pike, 1967) 
and from which the emic perspective, derived from 
phonemic and phonemes, argues that constructs are 
culturally bound and best understood from the per-
spective of the insider in the context of a given cul-
ture. In contrast, the etic perspective, derived from 
phonetic, argues that constructs can be culturally 
generalizable and objectively evaluated from the 
perspective of an outsider to a culture. As argued 
by Jahoda (1995), both perspectives play a role in 
developing tests and assessments that generalize 
to a multinational setting but, because this debate 
is inherently bound up with language, linguistic 
 differences are often highlighted at the expense of 
the value of an etic perspective to the end user of 
the information provided by tests and assessments. 
 Consider again the global retailer operating in 
 several geographic areas, languages, and cultures. 
The extreme emic view would argue that each 
assessment should be developed from within the 
unique linguistic and cultural context of each 
 geographic area. That approach could, in addition 
to the significant economic investment required, 
deliver to the organization a test or assessment 
that is unique to each context. The question that 
naturally arises is whether the test or assessment 
is operating with a common metric and equivalent 
constructs; although such issues are surmount-
able, such a solution adds considerable complexity 
in constructing and using tests and assessments 
developed in this way.
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An example of what might be seen as an etic 
approach to this problem, and one that has been 
actual practice for many years, would be to export 
tests and assessments from a host language and cul-
ture, say an instrument developed in the United 
Kingdom or United States, where many employ-
ment tests originate. The assumption in such an 
approach is that the articulation of the constructs 
measured by the test or assessment is appropriate 
to the target language and culture. This may not be 
the case. The content can, of course, be adapted to 
attempt to overcome any shortcomings identified 
by various statistical analyses, but then the risk 
again arises of several iterations of adaption and the 
cost and time delay associated with executing those 
iterations.

Given the weaknesses of an either–or approach, 
the reader will not be surprised that a combined 
emic—etic approach is adopted here. This position 
is predicated on the following:

■■ That it is possible to develop and apply an etic 
taxonomy of work behaviors that generalizes 
across national, language, and cultural settings. 
Support for this approach comes from the work 
of those such as the GLOBE program already 
mentioned as well as the work of Hofstede 
(2001; Hofstede & Hofstede, 2005) and Schwartz 
(Schwartz, 1994; Schwartz & Bilsky, 1990; 
Schwartz & Boehnke, 2004) that has shown 
that it is possible to develop etic dimensions and 
models for constructs related to values and cul-
ture. Furthermore, as Hofstede’s (2001; Hofstede 
& Hofstede, 2005) work has shown, such models 
are able to capture diversity within as well as 
between countries and are sensitive to organiza-
tional differences as well.

■■ That this taxonomy can be used to apply a  
criterion-centric approach to defining the behav-
iors that are critical to effective performance in a 
job or role irrespective of the geographic, language, 
or cultural setting in which that job or role needs 
to be performed. Bartram, Robertson and Callinan 
(2002) argued that descriptions of behavior can be 
developed that are context free, and these descrip-
tions can then be interpreted alongside other emic 
information in the context of an organizational 

and a geographic setting. We discuss and expand 
on this conceptual framework later.

■■ That assuming that a test or instrument can be 
shown to offer equivalent psychometric function-
ing and a common metric for evaluating people’s 
qualities irrespective of the language in which it 
is administered, and on the basis of the evidence 
that personality constructs such as the Big Five 
personality dimensions are generalizable across 
country, language, and cultural settings (D. P. 
Schmitt, Allik, McCrae & Benet-Martinez, 2007), 
predictors of performance can be constructed 
that are robust across multinational settings.

■■ That this combined emic–etic approach to 
developing a predictor–criterion model of the 
relationship between people’s qualities and the 
organization’s expectations for performance pro-
vides a theory-driven framework for evaluating 
the generalizability tests and assessments in a 
multinational context. It also provides a simple 
explanatory framework through which the value 
of what is being assessed by a test or assessment 
can be explained to stakeholders across the geo-
graphic locations of an organization who may 
not be testing or assessment specialists.

Another argument in support of this approach 
comes partly from organizational and cross-cultural 
research and partly from practical organizational need. 
The leadership literature has shown that leadership 
behaviors exist that are universally accepted as effec-
tive. For example, Bass (1997) and Bass, Burger, Dok-
tor, and Barrett (1979) reported common qualities 
related to effective leadership across a range of diverse 
cultures and countries. House, Wright, and Aditya 
(1997) pointed to examples of how transformational 
leadership may be a common factor across culturally 
diverse settings, but the style in which transforma-
tional qualities are manifested also reflects different 
values within those settings. These findings suggest 
that it is possible to define commonalities in behavior 
and the personal qualities that relate to them while also 
capturing differences in the expression of behavior that 
reflect differences in the values within those settings. 
In other words, etic dimensions of behavior can be 
combined with emic dimensions of values to capture 
essential differences across contexts. The aim of the 
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combined emic–etic approach discussed here is very 
similar: to apply a generalizable framework that links 
behaviors to people’s qualities, such as ability, person-
ality, and motivation, while also capturing information 
about the style of behavior, such as values that reflect 
the organizational setting as well as the wider cultural 
setting in which work performance will be judged.

Practical organizational need is a critical factor. 
To paraphrase Weick (2001), organizations and 
those that lead and manage them are in the business 
of sensemaking, that is, making sense of the choices 
they have to make and of the consequences of the 
choices that are made. To enable organizations to 
make those choices and articulate them coherently, 
today’s leaders and managers rely on metrics that 
enable them to set and measure achievements 
against objectives and targets across their organiza-
tions, and the management of talent is no different 
in its need for coherent and generalizable metrics. 
As Silzer and Church (2009) pointed out, defining 
what “good” looks like in terms of talent is no easy 
task, and it is dynamic because circumstances and 
organizational needs change. However, a criterion-
centric framework based on a combined emic–etic 
approach is a significant contribution from the field 
to that endeavor, and one that provides a coherent 
strategy for developing solutions to the assessment 
needs of both national and multinational organiza-
tions. As an example, a multinational SJT developed 
for a global retailer is described next.

APPLYING THE COMBINED EMIC–ETIC 
APPROACH TO THE DEVELOPMENT OF 
SITUATIONAL JUDGMENT TESTS

The focus of the assignment was recruitment of cus-
tomer assistants who would work in stores with 

responsibilities ranging from maintaining stock and 
assisting customers to checking out customers. 
Although the project was phased in with an initial 
proof of concept in the United Kingdom, the longer 
term multinational and multilanguage requirements 
were clear in that the solution would have to meet 
the needs of local operations across Asia, Europe 
including Turkey, and the United States. Within the 
United Kingdom, the client operated a variety of 
store formats ranging from smaller local stores to 
larger regional superstores, or “hypermarkets,” so 
the test also had to be relevant to the working con-
texts across these different store formats.

SJTs are both an old and a new test format because 
items in the form of SJTs can be traced back to U.S. 
Civil Service exams in the 1870s and the work of Binet 
in the early 1900s (Weekley & Ployhart, 2006). Their 
more recent popularity can be traced to a publication 
by Motowidlo, Dunnette, and Carter (1990), and 
since that time journal articles and conference presen-
tations on SJTs have grown almost exponentially 
(Burke, Vaughan, & Fix, 2009b). SJTs present several 
text, illustrated, animated or video-based  scenarios 
and a set of possible response options. Respondents 
indicate which response they consider to be most 
effective or to most reflect how they would typically 
deal with the problem described in the  scenario. As 
can be seen from the example provided in Figure 32.1, 
they appeal to job applicants and to stakeholders 
within organizations because of their immediate job 
relevance, and published research has lent them the 
reputation of being valid in terms of  criterion-related 
evidence of validity (one aspect of Messick’s external 
validity) and of being fair in showing small differences 
between reference groups (e.g., men, Whites, and 
younger job applicants) and focal groups (e.g., 
women, non-Whites, and older job applicants).

Watch your colleague for a moment to see if your help is needed.

Help your colleague deal with the situation by calling the cleaning staff. 

Stay focused on completing your current task of re-filling the shelves in time.

A customer has accidentally broken a bottle of oil.  There is broken glass and the oil is 
quickly spreading across the floor.  One of your colleagues is helping the customer. You 
still have to re-fill a lot of shelves before your break.  Do you:

FIGURE 32.1. Example of a situational judgment test item. Copyright SHL 
Group Ltd. Used with permission.
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A specific need led to SJTs being the choice of 
assessment type: The job applicant might also be a 
customer, and so stakeholders within the organiza-
tion had to be reassured that processes and assess-
ments leading to a decision not to hire would also 
help to minimize the loss of a customer as a result of 
those hiring decisions. From the client’s perspective, 
this need was seen as met if the assessment had high 
face validity and credibility to stakeholders and job 
applicants, and hence SJT became the assessment 
format of choice. To depart from the main thrust of 
this section of the chapter for a moment, the issue of 
the job applicant as an existing or potential cus-
tomer has become a recent trend with clients, and it 
is one reason why SJTs are growing in popularity in 
Australia, New Zealand, the United Kingdom, the 
United States, and Western Europe, to mention but 
a few geographic areas in which this trend has 
developed.

SJTs tend to use one of three response formats: 
(a) rational, in which the judgments of subject mat-
ter experts are used to define scoring keys (e.g., 
which responses are more effective or indicate a bet-
ter fit to a job or role); (b) behavioral tendency, in 
which respondents to an SJT item are asked to indi-
cate which response would be most or least typical of 
them in a work situation; and (c) knowledge instruc-
tions, in which the respondent is asked to indicate 
which response would be more or less effective in 
resolving the situation portrayed in the SJT item. The 
term knowledge instructions is perhaps unfortunate in 
that it implies that the person taking the SJT has job-
related knowledge that is being tested. In fact, the 
knowledge that is being tested is procedural and 
relational in nature rather than declarative, because 
the person’s comprehension of the salient features of 
a situation and the responses most likely to lead to a 
resolution of that situation is what is being tested 
rather than any prior or acquired knowledge related 
to the specific job or role.

Meta-analyses synthesizing the results of several 
separate studies, such as those of McDaniel, Hart-
man, Whetzel, and Grubb (2007), have suggested 
that although knowledge instructions and behav-
ioral tendency offer similar levels of criterion valid-
ity, the knowledge instructions format is more 
difficult to fake. Given that many of the assessment 

solutions used in employment settings are high 
stakes and are delivered online, we adopted the 
knowledge instructions format for this client.

Although SJTs have been used in personnel 
selection for several decades (McDaniel, Morgeson, 
Finnegan, Campion, & Braverman, 2001), very little 
research has addressed how to best build and score 
SJTs (N. Schmitt & Chan, 2006; Weekley, Ployhart, 
& Holtz, 2006), and virtually no published research 
has addressed how to develop and evaluate SJTs in a 
multinational and multilanguage context. SJTs are 
also subject to a more fundamental question: 
Although many approaches have evolved for devel-
oping and scoring SJTs (Bergman, Drasgow, Dono-
van, Henning, & Juraska, 2006; Weekley et al., 
2006), what do they actually measure?

The practice of developing SJTs has largely been 
founded on an inductive and highly empirical 
approach, starting with critical incidents workshops 
(Flanagan, 1954) through which situations typifying 
effective and ineffective job performance are cap-
tured. The developers are then confronted with the 
task of inductively developing dimensions from the 
data gathered and then classifying both situations 
and the responses to them provided by subject mat-
ter experts (e.g., job incumbents and their supervi-
sors or managers) into items and item clusters with 
scoring keys. Evidence supporting the validity of SJT 
scores tends to rely principally on criterion valida-
tion data showing the scores’ relationship to perfor-
mance ratings. Although criterion validity is critical 
to the evidence base supporting employment tests, it 
is only one aspect of the evidence proposed by Mes-
sick (1989, 1995, 1998) for external validity and, 
similar to empirical approaches to the development 
of biographical data or biodata instruments used to 
screen job applicants (such as the English method; 
see articles in Stokes, Mumford, & Owens, 1994; see 
also Chapter 25, this volume), empirical approaches 
to developing SJT scoring keys based on the rela-
tionship between responses to items and measures 
of job performance may have a very short half-life. 
This approach to developing a scoring key collects 
data on an SJT (or biodata questionnaire) from a 
sample of job incumbents and then identifies which 
responses to items are related to higher versus lower 
job performers. As such, the key may hold for that 
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sample of employees but may not generalize to a 
subsequent sample or to a future in which the 
dimensions through which job performance is eval-
uated have changed. The one substantive feature 
that this empirical approach lacks is a clear theory of 
the job or role and the qualities of people that are 
related to effective performance.

As such, one can claim that much of the practice 
in developing SJTs has lacked a coherent set of psy-
chological constructs and a coherent measurement 
theory, and the deductive approach to these prob-
lems we developed seeks to address this gap by com-
bining a clear set of constructs with several 
empirical checks to test the theory of the test, the 
scoring key for SJT items, and the relationship 
between SJT scores and job performance.

This deductive approach to SJTs also incorporates 
an interactionist model by using trait activation the-
ory (TAT; Tett & Burnett, 2003) in the construction 
of SJT items. TAT focuses on the interaction between 
a person and a situation and seeks to explain behav-
ior through the person’s responses to trait-relevant 
cues within the situation. As such, the approach 
described here develops the situational component 
of an SJT item by inserting into that component cues 
or stimuli drawn from a taxonomy of traits within a 
meta-taxonomy of behaviors, as described later. The 
design of the alternates used to capture responses to 
the SJT’s situational component measures the 
strength of the trait in terms of the answer options 
selected by the respondent. This fits well with a com-
bined emic–etic approach in that the emic perspec-
tive is captured by workshops and through situations 
reflecting typical work situations in the context of a 
specific role or job in a specific organizational con-
text. The etic perspective is captured through a 
defined set of trait constructs drawn from a context-
free framework of work-related behaviors, which 
are used to index the work situations in terms of 
the traits related to them, thus providing emic–etic 
 linkages used to construct assessment content. 
 Readers may be interested to note that TAT has 
largely been researched and discussed in relation to 
assessment center exercises (e.g., Lievens, Chasteen, 
Day, & Christiansen, 2006) and what is described in 
relation to SJTs therefore has applicability to the 
development of assessment center exercises.

Our deductive approach to SJTs has been devel-
oped across several research and client engagements 
(Burke & Vaughan, 2011; Burke et al., 2009b) and 
uses the universal competency framework (UCF; 
Bartram, 2006; Burke, 2008b) to provide the behav-
ioral and trait constructs through which a theory of 
the job or role is developed and through which TAT 
is applied to create a theory of the item. The UCF is 
the result of several years of research into the rela-
tionships between observed behaviors, as repre-
sented by competency models, and measures of 
personality, ability, and motivation (Bartram, 2005; 
Bartram & Brown, 2005; Burke, 2008b). The UCF 
operates at three levels of description, with eight 
factors, known as the Great Eight; 20 dimensions, 
with each dimension linked to a specific Great Eight 
factor; and 112 specific behaviors linked to specific 
UCF dimensions. Table 32.1 summarizes the first 
two levels of the UCF and shows how they link to 
personality as described by the Big Five motivation 
and cognitive ability constructs.

The UCF enables the articulation of an integrated 
theory of the job that brings together both predictor 
constructs (qualities of people such as cognitive 
abilities, personality, and motivational dimensions) 
and criterion constructs (the behavioral dimensions 
represented in the UCF). This facilitates a criterion-
centric approach to specifying assessment require-
ments by first starting with the identification of 
those UCF behaviors that are critical to effective 
performance. For example, a key criterion for per-
formance may be the effective management of proj-
ects, which would map to the UCF’s Organizing and 
Executing factor and within that factor to the UCF’s 
planning and organizing dimension. This dimension 
and more specific behaviors within it are known to 
correlate with facets of conscientiousness (a predic-
tor construct), and therefore a theory of predictor–
criterion relationships relevant to a specific job or 
role can be developed to guide the selection or 
development of tests and assessments (see Bartram, 
2005, and Bartram, Brown, Fleck, Inceoglu, & 
Ward, 2006, for evidence of correlations between 
UCF constructs and other reference constructs such 
as the Big Five).

The language of the UCF is context free in 
description and can through a number of processes 
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be mapped to the context of a job, role, team, or orga-
nization. In the example of the global retailer and the 
role of customer assistant, the mapping of UCF 
behaviors to the context of this role was executed 
through a series of workshops held initially in the 
United Kingdom with more than 60 experienced 
store managers participating and representing the full 
range of U.K. store formats. Each workshop ran for 
approximately 2 hours and first required each partici-
pant to review UCF behaviors and independently 
select and record on a standardized record sheet the 
six UCF behaviors they saw as being most critical to 
effective performance of customer assistants.

Once that task was completed, each workshop 
participant was asked to provide a short written 
description of a situation in which they had seen a 
customer assistant demonstrate effective perfor-

mance. At this point, the deductive process was sim-
ilar to the inductive process in that the critical 
incidents approach was used to capture context- 
specific information about work situations. How-
ever, once participants have recorded situations, in 
the deductive approach they are then asked to 
record which of the six UCF behaviors they previ-
ously selected as being critical to performance was 
best represented by the situation they described. The 
process was then repeated, with the participants 
being asked to describe a situation in which a cus-
tomer assistant had not demonstrated effective per-
formance and then to link that situation back to one 
of the six critical behaviors.

The data collected from these workshops thus 
provided a list of behaviors seen by organizational 
stakeholders as most critical to effective performance. 

TABLE 32.1

Overview of the Universal Competency Framework (UCF)

UCF factor Example behavior (related UCF dimension) Related predictor construct

Leading & Deciding Makes prompt and clear decisions (deciding & initiating 
action); motivates & empowers others (leading & 
supervising)

Need for control

Supporting & Cooperating Supports & cares for others (working with others); 
demonstrates integrity (adhering to principles & 
values)

Agreeableness, Need for Affiliation

Interacting & Presenting Relates well to people (Relating & Networking); gains 
agreement & commitment from others (Persuading 
& Influencing); projects credibility (Presenting & 
Communicating Information)

Extraversion

Analyzing & Interpreting Writes clearly & succinctly (writing & reporting); able 
to apply specialist knowledge (applying expertise & 
technology); makes rational judgments (analyzing)

Cognitive ability, Openness to Experience

Creating & Conceptualizing Rapidly learns new tasks (learning & researching); 
produces new ideas and insights (creating & 
innovating); develops compelling visions for the 
future (formulating strategies & concepts)

Cognitive ability, Openness to Experience

Organizing & Executing Manages time effectively (planning & organizing); 
focuses on customer needs & satisfaction (delivering 
results & meeting customer needs); follows 
procedures & policies (following instructions & 
procedures)

Conscientiousness

Adapting & Coping Adapts to changing circumstances (adapting & coping); 
maintains a positive outlook (coping with pressure 
and setbacks)

Emotional stability

Enterprising & Performing Accepts and tackles demanding goals (achieving 
personal work goals & objectives); identifies business 
opportunities (entrepreneurial & commercial 
thinking)

Conscientiousness, Need for Achievement
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The consistency of the performance models held by 
stakeholders (as described by the six most critical 
behaviors selected by each stakeholder) could eas-
ily be evaluated by examining levels of interrater 
agreement. In the case of this client, performance 
models were found to be highly consistent and gen-
eralizable across store formats, and the most critical 
behaviors identified are summarized in Table 32.2. 
The data also provide a simple indexing of situa-
tions generated from the workshop by UCF behav-
iors because all situations can be tagged and 
organized by UCF behavior. This indexing process 
by UCF behaviors also provides the links to rele-
vant predictor constructs, such as personality traits, 
through which TAT principles can then be applied 
to develop item blueprints for the construction of 
SJT items. For TAT to be applied effectively, the sit-
uation (a text description, video, or alternative pre-
sentation format such as a photographic storyboard 
or a graphical illustration) must contain a dilemma 
centered on a trait related to the UCF behavior of 
interest. For example, for a situation related to the 
UCF’s following instructions and procedures 
dimension, the dilemma in the situation could be 
constructed around fulfilling an obligation such as 
completing a task versus abandoning a task to 
engage in another activity. Because this UCF 
dimension is linked to conscientiousness, knowl-
edge of this trait can be used to construct a situa-
tion that acts as a stimulus to sample relevant facets 

of conscientiousness. In this way, the emic, or situ-
ationally specific, aspects of the item are captured 
while also ensuring that the item is developed 
within a clear and emic–etic predictor–criterion 
framework.

The second component of the item is represented 
by the response alternates. The more traditional 
approach to SJTs would tend to develop these alter-
nates from the situationally specific information pro-
vided by critical incidents data and would rely 
heavily on the judgment of the analyst and the item 
developer. In the deductive approach, the biases of 
the analyst and the item developer can be mitigated 
by clear mapping of behaviors in the UCF to specific 
target traits and, where appropriate, shadow traits. 
For example, when a behavior has been identified 
that maps to perseverance on a task, a shadow trait 
could be applied that relates to variety seeking. Both 
traits can then be used to develop response alternates 
that operate as a scale ranging from the target trait 
through a neutral response to a shadow trait (when a 
shadow trait is not applied, then positive through 
negative examples of the target trait can be applied to 
develop the response alternates). Accordingly, the 
response alternates can be developed within an etic 
frame of reference to capture responses to the situa-
tion that are keyed to specific constructs and that 
provide a theory of the item that can be easily tested.

Once initial drafts of SJT items have been devel-
oped, the theory of the item is evaluated by asking 

TABLE 32.2

Dimensions Identified for Customer Assistant

UCF factor

UCF dimension identified as most critical for  

customer assistant Related predictor construct

Supporting & Cooperating Supports & cares for others (working with others); 
demonstrates integrity (adhering to principles & values)

Agreeableness, need for affiliation

Interacting & Presenting Relates well to people (relating & networking) Extraversion
Organizing & Executing Manages time effectively (planning & organizing); focuses on 

customer needs & satisfaction (delivering results & meeting 
customer needs); follows procedures & policies (following 
instructions & procedures)

Conscientiousness

Adapting & Coping Adapts to changing circumstances (adapting & coping); 
maintains a positive outlook (coping with pressure and 
setbacks)

Emotional stability

Note. UCF = universal competency framework.
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an independent panel of technical subject matter 
experts (e.g., behavioral psychologists or experi-
enced item writers) to complete a simple rating 
exercise. Each panel member rates each alternate 
response to a situation on an effectiveness scale, and 
these data are then analyzed to see how consistent 
perceptions of effectiveness are across raters. In our 
experience, analysis of such data generated by six 
such subject matter experts is often sufficient to 
identify problems with items and scoring keys and 
to flag where the theory behind the item is weak or 
has failed, as indicated by low consistency across 
panel members on the scoring key for an item. This 
empirical check thus provides an early and cost-
effective way to identify flawed item designs before 
larger scale field trials of items and statistical analy-
ses of their characteristics.

The process just described can easily be 
extended, as it was in the case of the global retailer, 
to organizational stakeholders (in this case, store 
managers and team supervisors) across different 
geographic locations to provide data on the consis-
tency of performance models across nationalities, 
languages, and organizational settings as well as to 
provide a pool of material from which generalizable 
item content can be developed. The idea of cultural 
decentering is discussed in more detail later in rela-
tion to the localization and adaptation of tests and 
assessments (see also Volume 3, Chapter 26, this 
handbook). Extending the process to a wider sample 
of stakeholders within an organization inherently 
enables decentering of the materials to be used in 
test and assessment development by avoiding those 
materials being originated in any one language or 
any one geographic context.

What evidence is there that the deductive 
approach yields useful measures? Given the con-
straints of space, two studies are presented. The first 
of these studies relates to the global retailer assign-
ment and the evidence provided by four criterion-
related validation studies conducted for the client 
and performance ratings of 342 employees. The sec-
ond is a more recent study building on this client 
experience to test (a) the effectiveness of the deduc-
tive approach in constructing items that cluster into 
meaningful scales and exhibit the measurement 
properties generally expected of employment tests, 

such as internal consistency reliability, which SJTs 
generally fail to do, and (b) whether scores from 
SJTs using this approach correlate with the trait con-
structs they were designed to sample.

Consider again the global retailer assignment. 
The workshop process initially undertaken in the 
United Kingdom was repeated in the United States 
and in Turkey at the client’s request. Item reviews 
conducted with organizational stakeholders in all 
three countries, coupled with analyses of item bias 
(methods for which are covered in more detail later 
in this chapter), resulted in 75% of all SJT items 
being common to all three versions of the SJT. 
Across language version pairs, 85% of the final con-
tent was common to the U.K. and U.S. English ver-
sions, 75% of the content was common to the U.K. 
English and Turkish versions, and 75% of the con-
tent was common to the U.S. English and Turkish 
versions. Although some content required adapta-
tion, the level of adaptation was generally minor. An 
example is a situation developed from the original 
U.K. workshops that involved a bottle of wine fall-
ing from a shelf and breaking. The bottle of wine 
was changed to a bottle of oil to make the item suit-
able for use in the Turkish version, and the adapted 
version of the item will now replace the original in 
future language versions, showing the benefit of a 
multinational approach to instrument development. 
In general, then, the workshops identified a consis-
tent set of critical behaviors from the UCF, and the 
deductive approach resulted in the major proportion 
of all content developed being deployed in all three 
versions of the SJT. The final versions of the SJT 
each contained 17 items and yielded a median inter-
nal consistency reliability of .76 across language 
versions.

Table 32.3 summarizes the criterion-related evi-
dence obtained from validations of the customer 
assistant SJTs conducted in all three countries and 
languages. For the United Kingdom, two validations 
were undertaken, the first being a concurrent valida-
tion involving job incumbents who had not been 
selected using the SJT and the second being a pre-
dictive validation involving newly recruited cus-
tomer assistants selected using the SJT. In the 
United States and Turkey, both validations were 
concurrent in design. To test the criterion relevance 
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of the SJT scores against the critical UCF behaviors 
identified in the workshops, criterion measures were 
developed for supervisors and managers to rate 
employees on those UCF behaviors as well as on 
overall job performance. All criterion measures were 
administered in the raters’ native language, and sta-
tistical checks (scale reliabilities and covariance 
structures) showed that criterion measures func-
tioned equivalently across all three language ver-
sions. As shown in Table 32.3, criterion validities 
were consistent across all settings.

The practical value of these criterion validities 
can be appreciated by looking at Figure 32.2, which 
is taken from the original U.K. validation. The figure 
shows the proportions of those falling into the low-
est and highest quartiles in terms of SJT scores that 
were also found to fall into the upper or lower quar-
tile in terms of managers’ ratings of performance. As 
can be seen, the odds of being a lower quartile per-
former for the lower quartile SJT score group were 5 
to 1 (when the ratio of 63% divided by 13% is 
rounded to the nearest integer). In contrast, the 
odds of being an upper quartile performer were 
observed to be 12 to 1 for those in the upper quartile 
of SJT scores (46% divided by 4%). Overall, those in 
the upper quartile of SJT scores were 4 times more 
likely to be upper quartile performers than those in 
the lower quartile of SJT scores (46% divided by 
13%). From feedback provided by the client from its 
own study conducted on the use of the SJT in staff-
ing a new U.K. store, use of the SJT was estimated  
to have saved £1.2 million ($1.9 million US) by 

reducing the ratio of interviews to successful hires 
from 6:1 to 2:1. The applicants were also reported to 
like the assessment and to see it as a fair and credi-
ble method of identifying those who were more 
likely to enjoy a good fit between their talents and 
the skills required in the customer assistant role.

Our experience with this assignment led to a 
research project to evaluate how effective the deduc-
tive approach was in capturing targeted constructs 
via an SJT format with meaningful measurement 
properties, again with customer service in mind. 

FIGURE 32.2. Comparative job performance by upper 
and lower quartile situational judgment test (SJT) 
scores. Mgr = manager. Copyright SHL Group Ltd. Used 
with permission.

TABLE 32.3

Criterion Validities for Customer Assistant Situation Judgment Test

 

 

Criterion measure

U.K.  

concurrent  

(N  78)

U.K.  

predictive  

(N  70)

Turkey  

concurrent  

(N  101)

U.S.  

concurrent  

(N  93)

Sample weighted 

average  

(N  342)

Working with people .35 .38 .31 .25 .32
Adhering to principles & values .28 .18 .55 .21 .32
Relating and networking .37 .52 .36 .29 .38
Meeting customer expectations .46 .28 .22 .26 .30
Adapting to change .38 .19 .26 .32 .29
Coping with pressure .38 .18 .43 .10 .28
Overall job performance .47 .40 .36 .28 .37
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Before sharing these data, we discuss a wider body 
of research that has explored trait constructs pre-
dicting performance in customer service roles. 
Hogan, Hogan, and Busch (1984) explored the atti-
tudes and behaviors influencing the quality of the 
interactions between an organization and its cus-
tomers or clients. Specifically, they looked at service 
orientation, which they saw as applying “to all jobs 
in which employees must represent their organiza-
tion to the public and where smooth and cordial 
interactions are required” (pp. 170–171). Their 
research on various public sector positions showed 
that service orientation was most closely associated 
with what they referred to as likability (agreeable-
ness) and adjustment (emotional stability) such that 
those seen as exhibiting a stronger service orienta-
tion were also more likely to be cooperative, rule 
following, and attentive to detail and to not be vari-
ety seekers; they were also more likely to be self-
controlled, dependable, and well adjusted. More 
recently, Taylor, Pajo, Cheung, and Stringfield 
(2004) developed a scale for customer focus that 
they found to be related to three of the Big Five  
constructs—agreeableness, conscientiousness, and 
emotional stability. Digman (1997) also proposed 
these three constructs to be one of the higher order 
factors of personality that he has labeled Alpha, and 
which he defined as a socialization factor related to 
impulse restraint, conscience, and the management 
of hostility and aggression as well as neurotic 
defense. He made distinctions between agreeable-
ness and hostility, conscientiousness and heedless-
ness, and emotional stability and neuroticism and 
proposed that those higher on Alpha are likely to 
exhibit higher impulse restraint and conscience. The 
reader will note that these three Big Five constructs 
map directly to most of the UCF behaviors identified 
as critical to the customer assistant role summarized 
in Table 32.2.

Using a bank of material obtained through appli-
cation of the deductive approach to a number of cli-
ent assignments and indexed to UCF behaviors, new 
SJT items were developed to represent three general 
clusters of situations related to customer service 
roles: situations and SJT items in which relation-
ships with customers and colleagues were critical, 
labeled people; situations and SJT items in which the 

detail and organization of tasks were critical, labeled 
tasks; and situations and SJT items in which emo-
tional self-management was critical, labeled adapt-
ability (Burke, Vaughan, & Ablitt, 2011). In total, 
25 items were developed. Figure 32.3 summarizes 
the results of an exploratory factor analysis of data 
obtained from a pilot sample of 210 participants 
who completed the SJT items and self-report items 
related to the Big Five personality dimensions. Each 
SJT item had three response options, as shown in 
Figure 32.1, and was scored 0, 1, or 2 in line with 
the TAT-driven scoring model for each item. To test 
whether the theory behind the item held, items were 
first analyzed within each situational cluster (peo-
ple, tasks, or adaptability) to identify which items 
functioned most effectively within each respective 
cluster. As shown in Figure 32.3, four items were 
identified for each of the situational clusters on the 
basis of a single- or two-factor solution, and sub-
stantive weights for the items on the factors were 
identified within each situational cluster. This step 
of the analysis yielded 12 items in total across all 
three situational clusters, and these 12 items were 
then entered together into a maximum likelihood 
factor analysis assuming a correlated model. 
Although the goodness-of-fit chi-square indicates 
that the three-factor solution obtained for the 12 
items does not account for all the covariance 
between items, and although one item had a low 
loading on one factor, the Kaiser–Meyer–Olkin sta-
tistic supports the appropriateness of applying factor 
analysis to these items (a value of 0.8 is generally 
accepted as indicating support for the appropriate-
ness of factor analysis as a data analysis method), 
and the 12 items yielded an internal consistency 
reliability of .75.

For those experienced in psychometric and sta-
tistical analyses, these results may not appear 
remarkable, and the level of item attrition (12 of 25) 
does suggest that the process used to construct 
these items will benefit from refinement. However, 
taken in a context in which current wisdom states 
that SJTs are not amenable to factor analysis and 
tend to yield low internal consistency reliabilities, 
these results show promise for the deductive 
approach in providing a more adequate measure-
ment model than traditional inductive SJT 
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approaches. In terms of a psychological model and a 
theory of the job underpinning SJTs, the benefit of 
the deductive approach is supported by the correla-
tions observed with Digman’s (1997) Alpha person-
ality constructs that the SJT items were designed to 
sample. Regressing the simple sum of SJT item 
scores (i.e., the total of 0, 1, and 2 scores across the 
12 items) onto the reference scales for agreeable-
ness, conscientiousness, and emotional stability 
yielded an R of .47 that, when adjusted for the unre-
liabilities of the scales in the analysis (the reference 
personality scales had an average internal consis-
tency reliability of .84, and, as reported earlier, the 
SJT score had an internal consistency reliability of 
.75), the estimated operational (construct-level) cor-
relation is .59.

Although SJTs are becoming more popular as a 
format of choice to meet assessment solutions, par-
ticularly with the opportunities to render this type 
of test as a more immersive assessment experience 

through technology (e.g., the use of video and 
dynamic avatars), they do present a challenge 
within any national or single-language setting by 
virtue of the question of what they measure. In the 
absence of a clear theory of the job and measure-
ment models through which equivalence can be 
evaluated, challenges in a multinational setting 
need to be addressed with clear evidence available 
to users to assure them that SJTs deployed in a 
multinational setting will deliver assessment data 
on a common metric with consistent criterion 
validities.

Even when a combined emic–etic approach has 
been applied to developing and testing the generaliz-
ability of the constructs underpinning tests and 
assessments deployed in a multinational setting, the 
test or assessment may still need to be deployed in 
additional languages. Next, we consider the proce-
dures and processes for the localization and adapta-
tion of tests and assessments.

Item
No.

UCF Dimension

1 Working with People

3 Working with People

5 Working with People

10 Relating & Networking

Item
No.

UCF Dimension

13 Meeting Customer Expectations

14 Meeting Customer Expectations

15 Meeting Customer Expectations

16 Meeting Customer Expectations

Item
No.

UCF Dimension

18 Adapting to Change

21 Adapting to Change

24 Coping with Setbacks

25 Coping with Setbacks

People Tasks Adaptability

Item No. Factor 1 Factor 2 Factor 3

1 -0.12 0.33 0.41

3 0.65 -0.11

5 0.16 0.,34

10 0.45 -0.12

13 0.65

14 0.16

15 0.23

16 0.11 0.32

18 0.37 0.16 0.14

21 0.69 0.10

24 0.96

25 0.39 0.27

Factor 2 Factor 3

Factor 1 0.52 0.40

Factor 2 0.43

Pattern Matrix

Factor Correlation Matrix

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.80

Goodness of Fit Chi -square Significance 0.05

Scale Internal Consistency (Cronbach’s Alpha) 0.75

Summary Statistics

Big 5 Correlations
Factor 1 Factor 2 Factor 3

Agreeableness (A) 0.32 0.45 0.31

Conscientiousness (C) 0.28 0.45 0.24

Emotional Stability (ES) 0.14 0.21 0.17

A + C + ES 0.30 0.46 0.30

FIGURE 32.3. Evaluation of measurement properties and construct validity of a situational judgment test devel-
oped using the deductive approach. UCF = universal competency framework. Copyright SHL Group Ltd. Used with 
permission.
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WHY LOCALIZATION IS MORE THAN 
JUST TRANSLATION AND EVIDENCE 
SUPPORTING A NEW APPROACH

Toward the end of 2006, Eugene Burke’s employer 
made a request that, in turn, presented him with a 
problem. Having successfully developed a solution 
for secure online ability testing that had been rolled 
out in English, his employer wanted to know what 
investment and what time scale would be required 
to roll this solution out in a further 24 languages. A 
simple calculation informed Burke that the process 
would have to manage a volume of nearly 19,000 
reasoning items in total.

The first step to try and resolve this problem was 
to consult experts in the field of localization and 
adaptation as well as to invite translation and local-
ization service providers to submit proposals for sup-
porting this program of work. The financial 
estimates received varied from the hundreds of thou-
sands to several million, and the time estimates var-
ied from several months to several years, hardly a 
consistent base from which to construct a budget 
and advise one’s employer. The net result was, with 
Carly Vaughan’s assistance, a review of the current 
wisdom in best practice for localization and adapta-
tion of psychological tests and assessments and a 
deconstruction of that practice to develop a new pro-
cess that delivered the program at a cost and time 
scale that was within the lower half of the various 
estimates obtained (Burke, 2009b; Burke, Bartram, 
Wright, Rebello, & Johannesson, 2008; Burke & 
Vaughan, 2010; Burke et al., 2009b). A critical factor 
in this process was to clearly state the roles and 
responsibilities of the various disciplines involved in 
localization (including project managers, psycholo-
gists, psychometricians, and translators) and to work 
backward from the metrics generally accepted as 
demonstrating construct and measurement equiva-
lence across language versions to identify key risks 
and actions before the data collection stage of the 
process that mitigated against those risks. Given that 
this was where the efforts to develop localization and 
adaptation processes began, we briefly review the 
metrics for construct and measurement equivalence.

Geisinger (2003), drawing on Lonner (1979), 
pointed to four potential sources of bias when tests 

and assessments are localized from one language to 
another. Linguistic bias refers to issues that arise in 
the instructions and content of a test or assessment 
through wording, cultural references, idioms, and 
colloquialisms. Conceptual bias refers to whether the 
constructs underpinning the test or assessment can 
be generalized and calls for statistical evidence of 
functional equivalence, which is the third of Lonner’s 
forms of bias. Metric bias refers to the lack of a single 
common metric such that comparisons across lan-
guage versions are difficult or inappropriate to make.

Bartram et al. (2006) provided an example of sta-
tistical methods for demonstrating conceptual or 
construct equivalence. Using structural equation 
modeling (Bentler, 1990; Byrne, 2001) and data on 
48,991 working adults across 13 languages (12 from 
Western Europe and the United States), they dem-
onstrated that the pattern of scale intercorrelations 
from the Occupational Personality Questionnaire 32 
were equivalent across the languages examined.  
Evidence of equivalence came from two structural 
equation modeling indices, the comparative fit 
index, in which values greater than 0.9 are consid-
ered representative of a well-fitting model, and the 
root-mean-square error of approximation, in which 
values less than or equal to 0.08 are taken to indi-
cate a good fit of the model to the data. The median 
comparative fit index across language comparisons 
was found to be 0.982, whereas the median root-
mean-square error of approximation was 0.019. In 
this case, the average sample size was 3,768, and 
although this exceeds the minimum sample size 
required to conduct structural equation modeling 
equivalence analyses, the reader will appreciate the 
time and cost that would be required to gather this 
level of data across the 24 languages as per the 
request to Burke.

Evidence of functional equivalence does not pro-
vide evidence of metric equivalence as addressed by 
methods for detecting differential item functioning 
(DIF). Hambleton, Swaminathan, and Rogers (1991) 
said, “An item shows DIF if individuals having the 
same ability, but from different groups, do not have 
the same probability of getting the item right” (p. 110).  
DIF analysis serves to evaluate the extent to which 
items and scores on them place individuals from dif-
ferent groups on the same metric or whether the unit 
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of measurement used by an instrument is influenced 
by group membership. A useful methodology for 
evaluating DIF is that developed by Zumbo (1999) 
because it allows commonly available software such 
as Excel and the SPSS to be programmed to provide 
the analysis; the handbook developed by Zumbo for 
conducting DIF analyses is available as a free Inter-
net download. When comparing different language 
versions of an item, this approach to DIF is essen-
tially a hierarchical logistic regression of correct and 
incorrect answers to a test item first on an estimate of 
the person’s trait (such as ability in the context of 
cognitive tests) and then on group membership and 
the interaction between ability and group member-
ship. Where the model’s fit improves substantially 
with the addition of group membership, evidence of 
uniform DIF is provided such that the item has simi-
lar function for the groups compared, but the groups 
have different zero points on the scale of the trait 
examined. When the model’s fit increases substan-
tially with the introduction of the interaction 
between the trait and group membership, then evi-
dence is provided such that the item functions very 
differently for both groups. Although DIF has most 
commonly been applied to measures of cognitive 
ability and educational attainment, it can be applied 
to noncognitive measures, and Burke et al. (2010) 
provided examples of how DIF was applied to evalu-
ating the language equivalence of a forced-choice 
questionnaire designed to screen for counterproduc-
tive behaviors.

In conducting DIF analyses for both cognitive 
and noncognitive items, our experience has sug-
gested that a minimum sample of 150 for each of the 
two groups compared provides little loss in the 
power to detect biased items and that a ratio of 2:1 
between the reference group (e.g., those tested in 
the original English version) and the focal group 
(those tested in a non-English version) does not 
introduce undue statistical bias into DIF analyses. 
This recommendation is based on a combination of 
empirical and simulation studies. However, and in 
the context of the request put to Eugene Burke in 
2006, rolling out 24 other language versions from an 
original English-language version would amount to 
gathering data on a minimum of 3,750 trial partici-
pants. As such, any issues identified at this stage of 
the localization process would prove costly to rem-
edy and would require repeating the data collection 
and analysis processes.

From our review of various guidelines and tests 
related to localization and adaptation (e.g., Hamble-
ton, Merenda, & Spielberger, 2005; International 
Test Commission, 2010), and determining the risks 
that could result in a failure to obtain construct or 
measurement equivalence, the most obvious place to 
start in designing a localization process is keeping the 
most obvious risks in mind. Figure 32.4 provides an 
example of the numerical and verbal reasoning test 
items to be localized, which are designed to reflect 
common tasks and contexts in contemporary work-
ing environments. As such, the extent of content bias 

FIGURE 32.4. Example Verify items. Copyright SHL Group Ltd. Used with permission.
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(that the items would be sampling content domains 
that are not generalizable across languages and geo-
graphic areas; see Geisinger, 2003, for examples) was 
felt to be low. However, linguistic and cultural biases 
and—because these tests were to be deployed via the 
Internet and therefore displayed on a wide range of 
screen formats at the respondent’s physical location— 
method biases such as screen formatting were seen as 
essential factors to evaluate first. The first step in the 
process was to conduct an initial localization risk 
review to identify these factors upfront.

One example item contained the question “The 
ratio of sales of conservatories compared to PVC 
window installations changed by what ratio between 
Year 1 and Year 3?” Although this item would have 
relevance to a U.K. audience, it would probably have 
little relevance to a U.S. audience and to audiences 
in other languages (this was picked up on an initial 
review for U.S. English). One challenge was to 
determine whether different language versions of 
the test would be required for deployment in South 
American Spanish-speaking countries. Consider an 
item that refers to a department store. This term var-
ies across South American languages as well as in 
the Spanish spoken in the United States, but the 
word store is common. As such, the removal of the 
word department, which is redundant to the item’s 
functioning, enables the item to have wider lan-
guage availability. Trivial as these examples may 
seem, their impact can be significant.

To conduct the localization risk review, and 
indeed the full localization process, a key require-
ment was to ensure that the process was staffed with 
personnel with the right skills and that work roles 
and responsibilities were clear. As such, the review 
and the overall process were managed by a testing 
specialist working with a translation project man-
ager and two experienced and qualified translators. 
The requirement for translators was that, in addition 
to the appropriate technical qualifications, they have 
at least 5 years experience translating from the target 
language (e.g., Hungarian, Indonesian, Norwegian, 
or Japanese) into English and that they be situated 
in the country in which the target language origi-
nated. The latter requirement was made to ensure 
that translators were current with the contemporary 
use of the target language.

To participate in the review and subsequent 
localization process, translators were required to 
participate in an orientation session delivered via 
webinar that explained the purpose of the items and 
tests and also explained the structure of the items 
and how item stems (e.g., text passages or numerical 
tables and graphs) related to response alternates. As 
such, the task and contribution expected of transla-
tors versus those expected of testing specialists were 
distinguished and specified, with a clear focus on 
the specific tasks and responsibilities of each stake-
holder in the process. This process differs somewhat 
from several guidelines that suggest that linguists 
and translators undergo an introductory course in 
tests and measurements, and this source of expertise 
was provided throughout the process by the testing 
specialist project manager. Translators were then 
required to undertake a test translation to check 
their understanding of the principles and tasks 
involved, which then determined whether they were 
accepted into the program or replaced by an alter-
nate translator.

Before we describe the localization process in 
more detail, note that before the localization pro-
cess, all items had been coded by the test develop-
ment team under Carly Vaughan’s guidance. This 
coding identified critical content in the item stem, 
the response alternates, and those items that 
required as literal a translation as possible to man-
age any linguistic or other biases affecting the items’ 
functioning in other languages. The translators’ 
training explained the coding in relation to an item’s 
functioning (i.e., the thought process linking the 
content of the item to correct and alternate item 
response options) and when near-literal translation 
was required versus when more license for the trans-
lator was allowable. The test translation tested the 
translator’s understanding of this requirement.

The localization review and subsequent fuller 
localization process involved two translators per 
language. Content was divided between the two 
translators, who used a standardized record sheet to 
record any problems they foresaw in terms of words, 
phrases, sentence structure, and other item content 
elements. Through the translation project manager, 
these independent reviews were then collated and 
brought to a web conference in which all issues were 
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discussed among the testing specialist project man-
ager, the translation project manager, and the two 
translators. The output of this conference was agree-
ment on specifications for the subsequent transla-
tion of items, including any amendments to the 
original items, thereby capturing and recording any 
adaptations required in the original English version 
(effectively a decentering of test content).

Recall that the items were intended for deploy-
ment via the Internet and that formatting issues 
were identified as a potential method factor to be 
evaluated. Guidance from human factors colleagues 
provided screen areas within which item content 
had to be maintained to meet minimum screen sizes 
for which the online test was designed. Part of the 
localization risk review served to identify formatting 
issues, such as text length increasing through trans-
lation to a target language, and whether alternate 
font sizes could be used to resolve the problem or 
whether adaptation of the text was required to meet 
the screen format standards and enable legibility 
when deployed in the target language.

As mentioned earlier, each translator was respon-
sible for translating half of the test content, with the 
content being exchanged between translators after 
each translator had completed his or her transla-
tions; each translator then reviewed his or her col-
league’s work, comparing the translated content to 
the English original. Comments were then collated 
by the translation project manager and brought to a 
harmonization meeting chaired by the testing spe-
cialist project manager (the title of this meeting was 
chosen by all parties involved to promote the idea 
that any issues needed to be resolved in a collegiate 
and objective way). This point in the process 
allowed for any final issues to be resolved and for 
decisions on the final translations before trials of the 
content with native language speakers.

Those familiar with the literature on localization 
will note that this process follows principles such as 
decentering, in which content is adapted in the orig-
inal language to improve its translatability as well as 
elements of the committee approach, with multiple 
host and target language speakers involved. The one 
element of common practice whose absence the 
reader experienced in localization and adaptation 
will notice is back-translation. As described by van 

de Vijver and Leung (1997), this practice involves 
an initial translation from the host to the target lan-
guage followed by an independent back-translation 
from the target to the host language. Here are some 
examples from earlier localization efforts with non-
cognitive tests and assessments that explain why a 
back-translation was not pursued: (a) The original 
text asked respondents to rate how often they get 
angry or upset, and the back-translation resulted in 
the text gets angry quickly or upset easily, making the 
item less attractive, and (b) is motivated to do well in 
their job became gets involved to do his job properly, 
making the sentence more complex and changing it 
from a statement about achievement to one more 
strongly framed as compliance.

By structuring tasks and responsibilities as well 
as respecting the technical and professional contri-
bution of the specialists involved, and by directly 
evaluating linguistic, cultural, and method risks at 
the earliest stages of the localization process, the 
added complications of translation and back- 
translation are avoided, and the risk of meaning 
being lost in translation is minimized. As evidence 
supporting this statement, Figure 32.5 shows the 
results of DIF analyses conducted on a sample of the 
languages into which the reasoning items were 
localized. The figure compares DIF rates against  
an earlier process using translation and back- 
translation. Note that Finnish was a new language, 

FIGURE 32.5. Differential item functioning (DIF) 
rate.
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and therefore comparative data on the older process 
were not available, but the reader will also note that 
the DIF rates obtained from the newer process for 
this unique language are comparable to those for the 
other languages shown.

Thus far, we have shared experiences and processes 
to ensure that tests and assessments measure meaning-
ful constructs that are generalizable across multi-
national settings and that provide information from 
which comparisons of people can be made on the same 
metric irrespective of their country of origin or their 
native language. The next issue is the norms against 
which scores are compared and that play a significant 
part in how test and assessment scores are used in the 
decisions made about employment opportunities.

LOCAL OR GLOBAL: WHAT NORM IS 
APPROPRIATE IN MULTINATIONAL 
SETTINGS?

Thus far, our focus has been on whether differences 
in scores observed for tests and assessments in multi-
national settings may be a factor of lack of equivalence 
across language versions of the test or assessment. Now 
we will consider the issue of whether differences in 
scores are a factor of the people and what the nature of 
those differences mean in multinational settings.

Norms (whether they are percentiles, T scores, 
stens, stanines, grades, or some other form of nor-
mative score) are used to provide information on a 
person’s relative standing in comparison with oth-
ers. In discussing the relatively new territory of 
international or global norms, consider the question 
of whether it is the people. The online Oxford Eng-
lish Dictionary defines a norm as “the usual or stan-
dard thing” and as “a required or acceptable standard.” It 
also defines a norm as “a general rule regulating behav-
ior or thought,” and in employment testing, the accepted 
practice has been to provide local or user norms or, in 
the case of personality tests, the aggregation of user 
norms at the country and language level to create local 
national and language norms (Bartram, 2009).

So how do multinational users of tests and assess-
ments select the appropriate norm? Do they operate 
within the constraints of nationally or language-
defined norms and use a norm for each version of the 
test or assessment, or do they operate within each geo-

graphic area? If they do, how will they know that the 
normed data provided by tests and assessments is con-
sistent in what it communicates to them about their tal-
ent needs? How will they know whether any significant 
factor has been overlooked in terms of a meaningful and 
substantiated difference in talent across the organization 
or whether the norms they are using mask a bias that 
may lead to ill-informed interpretations and decisions?

What drives the norm is a question that Roe 
(2009) set out to address by requiring that those 
involved in the provision of norms state which fac-
tors influence scores and, therefore, which factors 
the test score user should consider in selecting an 
appropriate norm. Roe’s conceptualization assumes 
that the generalizability and measurement equiva-
lence of the test and assessment scores has been 
determined, from which assumption the investiga-
tion can move on to several factors operating to 
influence scores and, therefore, norms. The frame-
work Roe proposed encompasses endogenous fac-
tors such as gender, age, and ethnicity in the sense 
that, if these are factors influencing test scores, then 
their representation in a norm group will be impor-
tant in the understanding and relevance of a norm. 
Roe also proposed exogenous factors such as educa-
tional level and type and job level and type as well as 
industry sector and organizational type, to which 
can be added nationality and language. The third set 
of factors he labeled examination factors, which 
include test format (e.g., computer or paper and 
pencil) and whether the test is administered in a 
high- or low-stakes setting, and to which can be 
added (as described later) whether the test is admin-
istered in a proctored or unproctored environment. 
The final factor in Roe’s framework is that of time, 
which refers to the time frame covered by the norm 
as well as generational factors within any one cross-
section of a population at a specific time that may 
influence scores (see Flynn, 2007, for a full and 
intriguing discussion of how generational differ-
ences can be misinterpreted and how they may rep-
resent true changes over time in reasoning abilities).

Tett et al. (2009) reviewed a number of personal-
ity test manuals and commented that given that sev-
eral norms were provided for single tests, the choice 
of which norm is appropriate is often difficult for 
the user. Noting the work of Ang, van Dyne, and 
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Koh (2006); Judge and Cable (1997); and Warr and 
Pearce (2004) showing that personality scores are 
related to job type and to preferences for organiza-
tional culture, relationships that one might expect 
from Schneider’s (1987) attraction–selection– 
attrition mode, Tett et al. called for norms that offer 
greater clarity in terms of relevance to the user and 
that reflect job type and organizational characteris-
tics. However, these authors proposed greater use of 
local norms that, although it may be effective in 
some national and organizational settings, may leave 
the test or assessment user short on important infor-
mation in multinational settings.

Consider the example of a multinational bank 
that is a strong advocate for testing and assessment 
in all its operations worldwide and that seeks to 
maintain a consistent policy and standards in its 
recruitment and selection of staff. Local norms 
might serve to guide local operations, but consider 
how such norms would serve this organization in 
comparing talent across as well as within geographic 
areas by business function and job level.

Wright (2009) reported the results of investigat-
ing the relationship between cognitive ability test 
scores and two of Roe’s (2009) exogenous factors, 
industry sector and job level (the latter being 
strongly related to the educational levels within the 
populations of job applicants examined). The data 
were drawn from a number of U.K. local client 
norms that had been created for verbal and numeri-
cal reasoning tests sharing the same underlying con-
structs and item formats and were designed to 
operate at managerial and professional job levels 
through semiskilled operational roles. The norms 
covered a variety of industry sectors including bank-
ing, financial services, professional services, science 
and technology, manufacturing, retail, leisure, and 
local and national government. For 95 groups and a 
total sample of 52,300 job applicants, test score 
means were found to cluster around four major 
industry sector groupings: (a) banking, financial, 
and professional services; (b) science, technology, 
and manufacturing; (c) retail and leisure; and  
(d) public sector (local and national government). 
Standard deviations were found to reflect factors 
such as the educational mix of populations, as indi-
cated in Figure 32.6.

Burke (2009a) developed Roe’s (2009) concep-
tual framework, using the statistical evidence pro-
vided by Wright (2009) to suggest that norms 
should be conceived and developed from the per-
spective of talent metrics that enable organizations 
to answer questions such as how effective their pro-
cesses have been in attracting and acquiring talent 
relative to other organizations in their industry sec-
tor. This approach to norm development was 
applied in the construction of comparison groups 
for the Verify solution to unproctored Internet test-
ing (UIT; Burke, van Someren, & Tatham, 2006) 
and offers a norm framework with several job levels 
by four industry sectors (as per Wright’s findings) 
and a general population reference group. These 
comparison groups also reflect endogenous and 
exogenous factors that typify the demographics, 
educational levels, and job types found among appli-
cants to organizations. Although this framework was 
originally developed with U.K. data, more recent 
analyses have shown it to generalize to a broader 
international context. An example is the analysis of 
numerical reasoning scores obtained from 8,432 in 
vivo administrations of Verify to job applicants in 
Belgium, Denmark, France, Germany, Italy, Nor-
way, Sweden, the Netherlands, the United Kingdom, 
and the United States, which showed that scores are 
influenced by educational attainment (a key distinc-
tion being the attainment of a high school degree, 
baccalaureate, or higher educational qualification), 
industry sector (in line with the findings from 
Wright and the industry sectors in the Verify  

FIGURE 32.6. Relationship between score standard 
deviations and proportion of graduates in the norm 
sample.
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comparison group structure), and the business func-
tion for which the person had applied (a key distinc-
tion being applicants for financial, professional, and 
research functions vs. other business functions). 
The relationships identified by Wright were found 
to hold irrespective of the applicant’s nationality.

Analysis of data from 337,646 in vivo administra-
tions of the Occupational Personality Questionnaire 
32 across 19 different countries showed that the 
careful aggregation of data sensitive to the weighting 
of exogenous factors such as gender and endogenous 
factors such as country could be used to develop an 
international norm for a personality instrument 
(Burke, Bartram, & Philpott, 2009). In line with 
findings of differences by country reported by Bar-
tram et al. (2006) in the Occupational Personality 
Questionnaire 32 technical manual, comparisons of 
country profiles using this international norm and 
the score profile within each country showed that 
most differences were small to medium across most 
scales compared. Authors of this norm noted the dif-
ferences identified by country and language and pro-
posed guidance for the user in choosing whether to 
use the international norm or whether to use a local 
national or language norm by considering the conse-
quences of the choices made by a potential user. The 
key point here is that users are presented with a 
clear choice guided by knowledge of the decisions 
for which they want to use assessment data and 
explicit information on the endogenous and exoge-
nous data related to that choice.

Returning briefly to the international bank, at the 
heart of its question were concerns over how well 
the bank was doing against the competition for tal-
ent in its sector and across its geographic areas and 
business functions and how consistent the bank was 
in acquiring the quality of talent seen as essential to 
its organizational objectives. So, the bank’s funda-
mental need was for what can be called a talent 
mark, or a means of understanding how the talent it 
has acquired measures up when compared with its 
industry sector globally. Data on verbal and numeri-
cal reasoning test scores for 1,173 employees 
recruited by this organization showed a good fit to 
the banking, financial services, and professional ser-
vices comparison group described earlier. The data 
covered four geographic regions (the Americas,  

Australia and New Zealand, Asia and Europe, and 
the Middle East and Southern Asia), seven job lev-
els, and nine business functions. Little variation was 
found by region or by job level, but meaningful dif-
ferences were found by business function, with 
some exceeding the industry benchmark and others 
falling slightly short of it. We hope the reader will 
see how a norm in the form of a talent mark can 
enable organizations such as this one to understand 
how effective their talent processes are in achieving 
organizational objectives and how such data help 
organizations to consider their future talent strategy.

Building on Roe’s (2009) conceptual framework 
and the applications just described, one can con-
ceive a hierarchical framework of norms for both 
can-do and will-do tests and assessments. Such a 
hierarchy could operate at several geographic levels, 
from the global level through the regional and 
national levels as well as encompass industry sec-
tors, business functions, and job types and levels. 
The key to such a framework or taxonomy of norms 
is to address the issues highlighted by Roe, who put 
forth the following challenge to test and assessment 
providers:

In this approach the test developer is 
challenged to decide which factors and 
interactions must be considered and 
which ones can be safely ignored before 
thinking about potential reference 
groups. . . . The choice of a reference 
group follows primarily from the purpose 
of test use, i.e. the type of comparisons 
needed to provide clients with meaning-
ful information and allow them to take 
unbiased decisions. . . . This underlines 
the need for greater awareness of contin-
gency factors and the importance of col-
lecting relevant data in the future.

GOING ONLINE WITH TESTS AND 
ASSESSMENTS AND THE ISSUE OF 
SECURITY

One of the more controversial developments in 
employment testing in the early 21st century is that 
of UIT. The strong opinions on this topic were 
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exemplified in the article by Tippins et al. (2006). 
Thinking and research on this topic have moved on 
since this article and, in particular, since the Society 
of Industrial and Organizational Psychology confer-
ence symposium organized by Tippins in 2008 (see, 
e.g., the special issue of Industrial and Organizational 
Psychology published in 2009 on this topic). Posi-
tions have also shifted, as evidenced by articles such 
as that by Arthur, Glaze, Villado, and Taylor (2010), 
who found few differences in proctored and unproc-
tored ability test scores, although the authors cave-
ated their findings by pointing out that the type of 
test investigated might be less susceptible to the 
effects of cheating. Drasgow, Nye, Guo, and Tay 
(2009) have even suggested that the supposed gold 
standard of secure testing, proctored test adminis-
trations, is, in reality, a misnomer, and they sug-
gested that the belief that the presence of a proctor 
somehow guarantees security is a false assumption.

Before describing one solution to the problems of 
UIT, we first address the issue of whether there is a 
real threat to the security of UITs. Although 
researchers such as Arthur et al. (2010) have sug-
gested that there may not be, Tate and Hughes 
(2007) reported results from a survey of 319 univer-
sity undergraduates’ and postgraduates’ perceptions 
of UIT across 51 U.K. universities. The vast majority 
(76%) had taken UITs at home, and 81% of respon-
dents reported this administration option as the 
most preferred. Asked to report the frequency of 
actions that were inappropriate while taking UITs, 
about one-eighth of respondents (37, or 12%) 
reported actions that could be constituted as cheat-
ing, and among those respondents some reported 
colluding with friends, obtaining the questions in 
advance, and circumventing the technology in some 
way. When respondents were asked what would 
deter them from cheating, the top response was their 
own honesty (77%) followed by seeing no long-term 
advantage (47%) and fear of being caught (35%). 
Our view is that the threat to the security of tests in 
general and in any high-stakes setting and for UITs 
is real.

Many of the solutions to this problem are vari-
ants of Seagall’s (as described in Tippins et al., 2006) 
two-step verification process, and we explore one 
such solution developed through the Verify program 

(Bartram & Burke, in press; Burke, 2006, 2008a, 
2008c, 2008d, 2009a; Burke, Mahoney-Phillips, 
Bowler, & Downey, 2011; Burke et al., 2006; 
Lievens & Burke, 2011). In this solution, an initial 
UIT is administered, followed by a subsequent and 
proctored verification test administered to those 
proceeding to a later stage of, say, a recruitment pro-
cess. This approach extends that suggested by Sea-
gall to encompass Impara and Foster’s (2006) 
principles for the security of testing programs by 
including features aimed at defenses against cheat-
ing before test administration as well as during test 
administration. The latter is the principal focus of 
Seagall’s proposal. One such proactive action is to 
conduct web patrols looking for evidence of content 
piracy and for the unauthorized exchange of materi-
als. One such web patrol captured the thread shared 
earlier. Indeed, the Internet, seen by some as the 
Achilles heel of UIT, actually provides a key element 
in defending the security of employment tests 
(whether administered by UIT or not) because it is 
also a key medium through which those seeking to 
undermine test security carry out transactions and 
advertise materials.

The following principles, developed as a contri-
bution to the Association of Test Publishers Test 
Security Summit, serve as a summary of the key 
objectives of the Verify program as well as its key 
features (Burke, 2008c):

■■ enforcing test security by actively managing 
intellectual property breach and monitoring  
candidate behaviors;

■■ identifying test fraud by policing content and 
monitoring through critical incident procedures 
and regular data audits to check for piracy, cheat-
ing, and item exposure; and

■■ preventing test fraud by designing cheat resis-
tance into the score of record.

Figure 32.7 summarizes how Verify designs secu-
rity into test administration. The first UIT administra-
tion draws on multiple test forms using the 
linear-on-the-fly model (Davey & Nering, 2002). 
Drawing on item banks calibrated through item 
response theory, the system continually creates 
equivalent test forms that are first checks for psycho-
metric quality and, if they meet those checks, are then 
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registered in a test bank. When a candidate registers 
for a test (this process is compliant with the recom-
mendations of the International Test Commission, 
2005), one of the forms held in the test bank is then 
randomly assigned to the candidate. Once the candi-
date completes the test, all information is returned to 
a secure server where answer keys are held and that 
are not downloaded to the candidate’s computer. 
Accordingly, item exposure and the security of 
answer keys are maintained. Before taking the test, 
the candidate is asked to agree to an honesty con-
tract, playing to the deterrent noted by Tate and 
Hughes (2007), and are informed that should they 
proceed through the process, their score will be sub-
jected to a further verification check obtained 
through the administration of a proctored verifica-
tion test at some later point. Note that the score of 
record (i.e., the score used in decision making) is 
the score from the initial UIT because the verifica-
tion test serves purely to provide data to validate the 
first UIT score.

In addition to these within-administration 
security features and as shown in Figure 32.8, the 
process is supported by a wider security frame-
work of web patrols, critical incidents reporting, 
and data forensic audits (see Maynes, 2009, for 
further details on these statistical audits). As 
reported by Burke, Mahoney-Phillips, et al. 
(2011), data forensic analyses of the first-stage 
UITs showed low frequencies of abnormal and 
aberrant question responses and overall test scores 
(e.g., 0.003% of 30,000 test administrations were 
found to display fast latencies and high question 

accuracy, where faster and more accurate 
responses may suggest prior access to the test’s 
answer key). Overall, data forensic analyses of 
Verify data have shown that 2% of applicants have 
one or more data forensic indices flagged as abnor-
mal or aberrant. Although low, 2% of 100,000 
applicants (typical of some recruitment programs) 
could suggest that 2,000 applicants might achieve 
scores exceeding the cut-score levels set for vari-
ous client testing programs, emphasizing the need 
for additional security measures such as verifica-
tion testing. Data on the frequency of inconsistent 
scores observed from the administration of verifi-
cation tests have indicated that this threat varies 
depending on the nature of the testing program 
and the type of candidate. Tate and Hughes (2007) 
estimated that the base rate for cheating in Euro-
pean graduate recruitment testing programs is 
about 12%, or 1 in 8 candidates. However, data for 
graduate (campus) recruiting campaigns have 
shown rates that are 2 to almost 3 times higher 
than would be expected by chance alone and are 
comparable to the estimate for cheating given by 
Tate and Hughes. It is important to note that non-
verification does not, in itself, demonstrate cheat-
ing because other factors such as the change in 
administration from UIT to a proctored setting, 
the person’s health on the day of the test, and the 
person’s emotional state may all affect test scores, 
but such findings do suggest that these highly 
competitive and high-stakes campaigns are those 
for which the need for greater security in employ-
ment testing is likely to be paramount.

Unproctored
Internet Test

Score of
record Norms

T scores,
Stens,%iles

Score
Report

Verification
Check

Verification
Report

Initial
Decision Authentication &Verification

Proctored
Verification Test

FIGURE 32.7. Conceptual overview of Verify.
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A final note on the issue of test security: It is 
truly a global issue. Web patrols conducted since 
2006 have found pirate sites in the United Kingdom 
as well as China, and of particular note are pirate 
sites in China offering content in English, reflecting 
the importation by Western organizations of recruit-
ment practices such as employment testing and 
assessment into other geographic locales (Burke, 
2008b). Test security is an issue but, as a science 
and as a practice, the understanding of attitudes 
toward cheating on employment tests has grown 
substantially in the past few years. Solutions such as 
that described do go a long way toward deterring 
cheating and piracy, and technology in the form of 
test delivery systems (such as linear-on-the-fly), 
methods for detecting abnormal score patterns, and 
more sophisticated methods of scoring offer sub-
stantial advantages in delivering cost-effective 
assessment that, in turn, delivers value to organiza-
tions in their acquisition and development of talent.

WHAT OF THE FUTURE OF EMPLOYMENT 
TESTING IN MULTINATIONAL SETTINGS?

One trend that is easy to predict from the invita-
tion to contribute this chapter is that multinational 

employment testing and assessment will continue 
to spread as globalization and the migration of 
labor continues. Indeed, new challenges will 
emerge as the nature of work becomes more 
diverse with people from different national, lan-
guage, and cultural backgrounds interacting as 
members of physically colocated teams and as 
communication technologies provide easier, 
faster, and more accessible means of communicat-
ing. So, new competencies will grow in impor-
tance, as evidenced by the GLOBE project and the 
need to meet the demands of international and 
global work.

Testing and assessment have always been 
shaped and influenced by technology. Today, 
 technologies exist that were not accessible 10 or 
15 years ago, with simulated worlds, avatars, and 
social networking sites growing in popularity as 
well as video communications, smartphones, and 
tablet technologies. Animated versions of SJTs 
already exist, but the challenges outlined in this 
chapter will need to be addressed if the packaging 
of more immersive forms of assessment environ-
ments is to live up to the standards society has 
come to expect of valid assessments and these 
assessments are to truly meet the needs of  
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organizations. Whatever the measurement chal-
lenges might be, it would be folly for science and 
practice in assessment to ignore the need to exploit 
these new technologies, and candidates’ demands 
for an assessment experience that is comfortable for 
them is one strong force that will act to strengthen 
the impact of technology on assessment.

One trend that has already emerged and will 
challenge many accepted notions of the technical 
qualities of tests and assessments is the demand for 
ever more efficient forms of assessment. With the 
growth of the Internet as the preferred means of 
delivery, the notion of long tests will be challenged. 
Burke and Bateson (2009) commented on this in 
describing how the criterion-centric perspective 
offers the opportunity to move from elaboration of 
predictors in the form of fairly long personality and 
ability tests to shorter, multicomponent forms of 
assessment in which the focus of design is on com-
posite scores that capture predictor–criterion rela-
tionships rather than on the more traditional profile 
sheets that tend to talk to the person rather than to 
the fit of the person to a job, role, or organization. 
Burke, Mahoney-Phillips, et al. (2011) described 
one application of this approach to meeting the 
needs of an international bank whose key require-
ment was that the fit of an applicant to one of three 
roles had to be delivered in 30 minutes or less. Solu-
tions such as this challenge classical notions of sin-
gular scales and internal consistency reliabilities.

As much as these demands present challenges, 
they also present opportunities, such as the develop-
ment of new measurement models. One example is 
the development of item response theory models for 
forced-choice self-report questionnaires (Bartram & 
Burke, in press). Although these models were origi-
nally developed to provide an effective measurement 
model for the delivery of fakeproof self-report mea-
sures, they offer potential to develop shorter and 
much more efficient assessments with little loss in 
the fidelity of those assessments. As another exam-
ple of this trend, Burke et al. (2010) described the 
validity of a short screening questionnaire for coun-
terproductive behaviors in the format of a criterion-
oriented personality scale that takes only a matter of 
minutes to administer and that can be easily bun-
dled as one component of an assessment solution.  

In the space devoted to SJTs, we have suggested 
many of the principles for assessing constructs 
through more interactive and situationally or simu-
lation-based approaches, and extending these 
notions to more efficient forms of assessment 
requires only a short conceptual step.

How scores are reported and used as talent ana-
lytics is another likely growth area. Traditionally, 
reports have tended to center on the person and on 
his or her qualities, with an emphasis on how reli-
ably those qualities have been estimated. In the 
future, reports may possibly provide actuarial infor-
mation in terms of future performance and longer 
term potential and, through technology, enable the 
user to determine in more detail choices in terms of 
the actions they can take to leverage potential at the 
individual, team, and organizational levels. Organi-
zations have a voracious appetite for metrics, and 
talent management is no less hungry a client.

Finally, in terms of crystal ball gazing, is a move 
from user-centric models to more candidate-centric 
ones. To date, testing and assessment solutions have 
tended to provide data on an individual in response 
to an organization’s needs to consider that person in 
the context of a job or role at a single point in time. 
The customer in this model is the organization. 
Consider an alternative model in which the candi-
date provides data in terms of his or her talents and 
potential in search of a role and an organization that 
best fits those talents and potential. In such a model, 
the data center on the candidate rather than on any 
one organization, and the assessment data provide 
the opportunity for the candidate or agent to search 
many potential clients for that person’s talents.

Perhaps the best prediction for the future of multi-
national testing and assessment is that it will provide 
challenges but also opportunities for innovation 
because, in the words of the computer scientist Alan 
Kay, “The best way to predict the future is to invent it.”
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PErformAnCE APPrAISAl
Kevin R. Murphy and Paige J. Deckert

In work organizations of all sorts (e.g., private sector, 
public sector, military), it is useful and often neces-
sary to measure the performance and effectiveness of 
individuals and teams. This measurement is usually 
done via performance appraisals that are based largely 
on the judgments of supervisors, peers, customers, or 
some other evaluators. Other methods might be used 
to measure job performance (e.g., objective produc-
tivity counts), but measures based on judgments and 
subjective evaluations of performance are much more 
common. Supervisory performance appraisals are vir-
tually universal in public-sector organizations (except 
in specific circumstances in which union contracts or 
regulations call for other approaches), and they are 
used in the great majority of moderately large and 
large organizations. They are less likely to be formal-
ized in small businesses, but even in small organiza-
tions, it is common to provide employees with annual 
feedback about their performance and effectiveness.

Performance appraisals are often an important 
factor in decision about pay, promotion, and devel-
opmental opportunities (Landy & Conte, 2007). 
They are an important (but not always welcome) 
source of feedback (Cleveland, Murphy, & Lim, 
2007; Kluger & DeNisi, 1996; Leung, Su, & Morris, 
2001). Performance appraisals are often at the heart 
of equal employment litigation, particularly in cases 
in which a plaintiff claims to have been evaluated 
unfairly (Barrett & Kernan, 1987; Cascio & Bernar-
din, 1981). They are widely used as criteria for vali-
dating personnel tests (Landy & Farr, 1980).

Performance appraisal represents a method of 
measurement that depends on informed evaluative 

judgments (Milkovich & Wigdor, 1991). That is, per-
formance appraisal systems are usually designed 
around the assumption that the judges who are called 
on to evaluate performance (the term raters is used 
here) have access to information about the perfor-
mance of the individuals they evaluate (ratees) and 
have an understanding of the appropriate standards 
that should be used in determining whether perfor-
mance is adequate, exemplary, or inadequate. Sub-
stantial bodies of research have examined the extent to 
which each of these assumptions is met (Milkovich & 
Wigdor, 1991), and it has been shown that appraisal 
systems that depend on raters who are uninformed or 
whose judgments cannot be trusted or calibrated are 
unlikely to provide good measures of performance.

There is a long history of dissatisfaction and con-
cern with performance appraisal (Austin & Villanova, 
1992; McGregor, 1957; Patz, 1975). Neither raters 
nor ratees are likely to report a great deal of support 
for or trust in performance appraisals (Boswell & 
Boudreau, 2000; Murphy & Cleveland, 1995; Tziner 
& Murphy, 1999; Tziner, Murphy, & Cleveland, 
2001; Tziner, Murphy, Cleveland, Beaudin, & March-
and, 1998). Ratees are sometimes unwilling to seek or 
accept feedback about their performance unless they 
are confident that the feedback will be positive (Ash-
ford, Blatt, & VandeWalle, 2003).

Some authors have gone as far as suggesting that 
performance appraisal should be abolished (Coen & 
Jenkins, 2000). This pessimism may not be war-
ranted. The costs of doing performance appraisal 
can exceed the benefits, especially when appraisals 
are done poorly (Murphy & Cleveland, 1995), but if 
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appraisals are done with care and used sensibly, they 
can be use useful to ratees and organizations alike.

This chapter is organized around three key ques-
tions in performance appraisal: who, how, and why. 
The chapter examines who conducts and who 
receives performance appraisals in work settings 
(and who does not), how these appraisals are done 
and evaluated, and how they are used and why they 
are necessary. Four key themes run through the 
research on performance appraisal and are discussed 
in this chapter:

1. Performance appraisal requires informed judg-
ment (i.e., an assessment based on a knowledge 
of the job and a knowledge of ratee’s behavior). 
Elaborate training programs, appraisal forms, rat-
ing processes, and cross-checks are aids to judg-
ment but are not substitutes for it.

2. The way appraisals are used (both formally and 
informally) in organizations has a substantial 
effect on both the process and outcomes of 
appraisal.

3. Performance appraisals are more than simply an 
exercise in performance measurement. The moti-
vation and goals of raters and ratees and the con-
text in which appraisals are conducted are crucial 
determinants of performance ratings and the 
effectiveness of performance appraisal systems.

4. Performance appraisal can unfortunately be 
thought of as a well-developed, carefully instru-
mented system for making people unhappy. 

Because of well-established differences in self-
evaluations and evaluations received from others, 
most people are likely to be dissatisfied with the 
ratings they receive.

Before discussing performance appraisal in detail, 
it is useful to understand how performance appraisal 
fits in the systems that organizations typically 
develop and use to manage employee performance. 
Figure 33.1 illustrates a typical performance man-
agement system.

Most organizations use a performance manage-
ment system that starts with a process of setting 
goals and objectives, which might be negotiated 
between supervisors and subordinates or might be 
imposed by supervisors. Either way, the first step in 
performance management is a specification of what 
employees are expected to do and accomplish. This 
step leads to a process of collecting and integrating 
information to evaluate performance. Performance 
evaluations often include a mix of objective infor-
mation about goal accomplishment and evaluations 
provided by supervisors. The results of these evalua-
tions are usually fed back to subordinates in some 
way, and this performance feedback is often folded 
into a set of action plans for improving or maintain-
ing performance levels.

The focus of this chapter is on the second step in 
Figure 33.1, evaluation, though the third step, feed-
back, is also touched on. Assessments of the validity 
and impact of performance appraisals sometimes 

Provide Performance Feedback 

Set Goals and Objectives 

Make Plans to Improve,  

Maintain Performance 

Evaluate Performance 

FIGURE 33.1. Performance management systems.
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draw on assessments of the success or failure of 
action plans that are formed on the basis of perfor-
mance evaluations, and the job relatedness of per-
formance evaluations often depends heavily on the 
process by which goals and objectives are formed 
and communicated.

WHO GIVES AND RECEIVES APPRAISALS?

Several sources can be used in evaluating perfor-
mance, including supervisors, peers, subordinates, 
clients and customers, and even the ratee. The most 
common arrangement involves obtaining perfor-
mance judgments from the ratee’s direct supervisor 
or manager (Landy & Farr, 1980); one of the defin-
ing characteristics of a supervisory relationship is 
that the supervisor has the right and the responsibil-
ity to evaluate his or her subordinates (Dornbusch 
& Scott, 1975). In the past 10 years, the emphasis 
on the use of multiple sources for evaluation has 
been increasing, particularly on 360-degree 
appraisal systems (Atwater, Waldman, & Brett, 
2002; Bracken, Timmreck, & Church, 2000). Most 
360-degree systems are used to provide feedback to 
ratees and are based on the assumption that supervi-
sors, peers, subordinates, and other sources all have 
potentially useful (and potentially unique) things to 
say about the strengths and weaknesses of ratees. A 
360-degree system obtains input from a number of 
individuals at different levels of an organization and 
typically provides feedback to individual ratees 
about how their performance is viewed by supervi-
sors, peers, subordinates, and others.

One particularly difficult problem with multi-
source systems for performance evaluation is that 
raters who occupy different roles in organizations 
(e.g., supervisors vs. peers) often disagree in their 
evaluations of performance (Conway & Huffcutt, 
1997; Murphy, Cleveland, & Mohler, 2001). For 
example, supervisors see different behaviors than 
are seen by peers and are likely to evaluate them 
from a different frame of reference. Similarly, peers 
see different behaviors and evaluate them differently 
than subordinates (Murphy & Cleveland, 1995). 
Even if one focuses solely on raters who are at a 
comparable level in the organization (e.g., ratings 
from multiple supervisors), it is likely that different 

individuals will, as a result of their position in the 
organization, work assignments, differences in per-
spective, and so forth, see different samples of 
behavior and evaluate those behaviors differently. 
Unfortunately, as Murphy et al. (2001) noted, 
inconsistency and disagreement often lead recipients 
to dismiss the feedback they receive, especially if it 
is negative.

Two trends are well established in research 
examining the circumstances under which raters are 
likely to agree or disagree in their evaluations. First, 
self-ratings of performance are usually higher, or 
more lenient, than ratings obtained from supervisors 
and peers (Farh & Werbel, 1986; Harris & 
Schaubroeck, 1988; Thornton, 1980). This discrep-
ancy is a constant source of trouble in organizations 
because many ratees believe that their supervisors 
and peers underestimate their level of performance. 
Second, raters who are at similar levels in organiza-
tions, and should therefore have similar perspec-
tives, nevertheless often disagree in their 
evaluations. Conway and Huffcutt’s (1997) meta-
analysis showed that subordinates had the lowest 
level of interrater reliability. On average, subordi-
nate ratings of job performance show correlations in 
the low .30s; average interrater correlations are 
slightly higher for peers (.37). Supervisors show 
slightly higher levels of agreement (.50s; see also 
Viswesvaran, Ones, & Schmidt, 1996), but in gen-
eral, similarly situated raters tend to provide evalua-
tions that are at best moderately consistent.

The research literature on performance appraisal 
often presents a simplistic description of the sources 
of information most likely to be used in perfor-
mance appraisal—for example, supervisor versus 
self versus 360 degree. In most moderately large 
organizations (performance appraisal practices in 
small businesses are both less formal and less well 
understood than in larger organizations), mixed sys-
tems prevail. It is common for subordinates to have 
input into performance appraisals, particularly in 
the process of setting and evaluating progress 
toward achieving key goals. It is also common for 
supervisory judgments to be reviewed, and some-
times even revised, by upper management or 
through some sort of peer comparison system (e.g., 
the rating distributions of different managers might 
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be compared). Thus, although people typically think 
of performance appraisals as supervisory judgments, 
they are judgments that incorporate information 
from multiple sources, and they are often subject to 
organizational checks and balances.

Although upward evaluation (e.g., subordinates 
evaluating their supervisors) is often a component of 
performance feedback systems, there is little doubt 
that downward evaluations are taken more seriously 
than upward evaluations (Murphy & Cleveland, 
1995; Murphy et al., 2001). Organizations are, after 
all, hierarchical, and the decisions and evaluations  
of individuals at higher levels almost always carry 
more weight than those obtained from those at lower 
levels of the organization.

Not only do organizational levels affect the 
weight given to performance evaluations, they also 
influence the nature of the appraisal process. On the 
whole, performance appraisals conducted lower in 
the organization tend to be simpler and more uni-
form, often using structured performance appraisal 
forms to obtain judgments from a single supervisor. 
Appraisals of supervisors and managers are often 
more complex and less structured, often incorporat-
ing significant input from the ratee as well as a mix 
of judgments and outcome measures.

One paradox is that higher level executives, 
whose actions and effectiveness could arguably have 
substantial impact on the organization, are least 
likely to receive formal performance appraisals. At 
lower levels of the organization, appraisal is often an 
annual occurrence, with careful records and cross-
checking of supervisors’ judgments (e.g., many 
appraisals require sign off from higher level manag-
ers). High-level executives may not receive any for-
mal appraisals, and the appraisals they do receive 
may be quite informal and unstructured. Given the 
potential importance of effective performance on the 
part of higher level executives, organizations would 
be well served to devote time, structure, and atten-
tion to evaluating executive performance.

HOW ARE APPRAISALS CONDUCTED?

The way in which performance appraisals are con-
ducted in organizations often reflects the purposes of 
appraisal and the way information from appraisals 

will be used to make decisions about individuals or 
organizational programs and practices. Most organi-
zations conduct annual evaluations of each employee, 
tied to administrative decision cycles (e.g., pay deter-
mination). Appraisals that are done for feedback pur-
poses might be more frequent and less regular in 
their schedule. Appraisals that are used as criteria for 
evaluating training programs or personnel selection 
systems may be done separately from those that are 
done for the purpose of making pay and promotion 
decisions (Meyer, Kay, & French, 1965).

The prototypic performance appraisal in organi-
zations is

■■ conducted by an individual supervisor, who is 
asked to make judgments about overall perfor-
mance levels and about separate facets or dimen-
sions of performance (e.g., problem solving, oral 
communication);

■■ based on personal observations, often supple-
mented by input from the ratee, descriptions 
of goals and accomplishments, and input from 
other members of the organization; and

■■ reviewed by superiors of that supervisor (which 
might be nothing more than a nominal check 
off) and used as a input for making a range of 
decisions about the rate (e.g., pay increases, 
promotions).

Performance judgments might come in many dif-
ferent forms, the most common of which would 
include ratings, rankings, or forced distributions. 
Rating systems ask supervisors to compare each 
ratee with a standard (e.g., performance meets 
expectations, performance is above average). Rank-
ing systems ask supervisors to compare ratees with 
one another (e.g., “of the four employees whom I 
supervise, Fred is the second best performer”). 
Forced distribution systems ask supervisors to sort 
ratees into ordered categories, usually with some 
sort of quota (e.g., sort employees into A [top 20%], 
B [middle 60%], and C [bottom 20%] categories).

Forced distribution systems are favored by some 
organizations (Welch, 2001), but these systems are 
most likely to be controversial, especially when 
rewards and sanctions are closely tied to the cate-
gory to which each ratee is assigned. For example, 
Welch (2001) advocated a “rank-and-yank” system, 
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in which the weakest performers (often the lowest 
10%) are identified and dismissed (Scullen, Bergey, 
& Aimon-Smith, 2005). This system is often viewed 
as arbitrary, unfair, and subjective, especially if the 
weaker employees are performing adequately, just 
not as well as some of their peers (Roch, Sturn-
burgh, & Caputo, 2007). An important limitation of 
the rank-and-yank approach is that after a certain 
period of time, the poorest performer in the com-
pany will be equal to the best applicant and better 
than most applicants. Replacing the poorest per-
formers with new hires will therefore result in a loss 
in performance, not a gain. A simulation of the 
effects of rank and yank found that the first firm 
experienced a decrease in performance at 9 years 
when assuming no voluntary turnover (the ideal sit-
uation) and as early as 4.5 years with 20% voluntary 
turnover (Scullen et al., 2005).

Ranking systems are less common, especially 
when the number of employees to be compared is 
more than a handful. Ranking systems are common 
in the military, but in the private and public sectors, 
rating systems are by far the most common (Landy 
& Farr, 1980, 1983).

As Figure 33.1 suggests, the starting point for 
most performance appraisals involves supervisors 
and subordinates working together to set goals and 
objectives. This focus on concrete, observable goals 
and objectives, which originated as a component of 
the management by objectives process, defines what 
employees are expected to accomplish over specific 
time periods and also defines the relevant dimen-
sions and criteria for evaluating performance at the 
end of that period. By specifying and agreeing on 
goals and objectives ahead of time, both supervisors 
and subordinates can remove a good deal of the 
uncertainty and subjectivity that is sometimes char-
acteristic of performance appraisal. Appraisals are 
not necessarily limited to counts of goals met and 
objectives achieved, but modern performance 
appraisal systems will typically start with this goal-
setting process and use the accomplishment of goals 
as a centerpiece of performance appraisal.

What to Rate
A number of taxonomies have been used to describe 
the major dimensions of the job performance domain 

(e.g., Borman & Brush, 1993; Campbell, 1990; Hunt, 
1996; Murphy, 1989). Borman, Bryant, and Dorio 
(2010) summarized the major dimensions of perfor-
mance across a wide range of jobs in terms of

■■ communication and interaction,
■■ productivity and proficiency,
■■ problem solving,
■■ information processing,
■■ organizing and planning,
■■ leadership and supervision,
■■ counterproductive work behaviors, and
■■ useful personal qualities (e.g., conscientiousness, 

initiative).

Most generally, performance ratings reflect two 
broad domains of behavior, task performance and 
organizational citizenship behaviors (OCBs; Borman 
& Motowidlo, 1993; Podsakoff, MacKenzie, Paine, & 
Bachrach, 2000). OCB is defined as “individual 
behavior that is discretionary, not directly or explic-
itly recognized by a formal rewards system, and that 
in aggregate promotes the effective functioning of the 
organization” (Organ, 1988, p. 4). The original con-
ceptualization of OCB encompassed five dimensions: 
conscientiousness, sportsmanship, altruism, courtesy, 
and civic virtue (Organ, 1988). Other conceptualiza-
tions of OCB have distinguished between behaviors 
directed toward the organization and behaviors 
directed toward individuals (e.g., coworkers;  
Williams & Anderson, 1991), although some meta-
analyses question the utility of this distinction (e.g., 
LePine, Erez, & Johnson, 2002). In the study of OCB, 
researchers have been anything but consistent. In the 
133 studies surveyed by LePine et al. (2002), more 
than 40 measures of OCB or OCB-related behaviors 
were reported. Although it may be difficult to develop 
a comprehensive measure of OCBs, the Organ (1988) 
conceptualization of this construct still suggests some 
useful dimensions that are likely to run through the 
evaluation of OCBs in most jobs, particularly consci-
entiousness, sportsmanship, and courtesy, which are 
likely to be relevant across a wide range of social situ-
ations encountered in the workplace.

How to Rate
A substantial research literature has dealt with the 
advantages and disadvantages of various rating scale 
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formats. Landy and Farr (1980) noted that the prac-
tical effects of using different types of rating scales 
are often quite small, and they even called for a mor-
atorium on rating scale format studies (see also Ber-
nardin, Alvares, & Cranny, 1976). Nevertheless, 
there are some good reasons to pay attention to rat-
ing scales. At their best, well-designed rating scales 
may help to elicit consistent and well-informed 
judgments, whereas poorly defined scales may sim-
ply add to the confusion and disappointment that 
often surrounds performance appraisal (Borman  
et al., 2010; Landy & Farr, 1980, 1983).

Graphic rating scales. The simplest scale format, 
the graphic rating scale asks the rater to record his 
or her judgment about some specific aspect of the 
ratee’s performance on a scale that can be used to 
obtain numeric values that correspond with the 
rater’s evaluation of the ratee. Several examples of a 
graphic scale that might be used to record ratings of 
a performance dimension such as oral communica-
tion are presented in Figure 33.2.

This type of scale format provides little structure 
for the rater in recording his or her judgment. 
Graphic scales can range from those such as the first 
scale, which contain no definitions of what is meant 
by poor, good, or average levels of performance, to 
those that define each level in terms of some label 
(second scale), or even in terms of a brief descrip-
tion of what is meant by each level of performance 
(third scale).

The principal advantage of this scale type is sim-
plicity. The disadvantage of this format, which led to 
efforts to develop alternative formats, is the lack of 
clarity and definition. First, the scales do not do 

much to define what the dimension oral communi-
cation means. Different supervisors might include 
very different behaviors, interactions, and so forth 
under this general heading. Second, the scales do 
not do much to define what is meant by poor, aver-
age, and so forth. Supervisors might apply a variety 
of different standards when evaluating the same 
behaviors. Many behavioral-based scale formats 
were developed in an effort to solve these problems, 
in particular behaviorally anchored rating scales and 
behavioral observation scales.

Behaviorally anchored rating scales. The develop-
ment and use of behaviorally anchored rating scales 
(BARS) accounted for much of the research on per-
formance appraisal scales in the 1960s through the 
1980s (e.g., Bernardin, 1977; Bernardin & Smith, 
1981; Borman, 1986; Jacobs, Kafry, & Zedeck, 1980; 
Landy & Barnes, 1979; Smith & Kendall, 1963). 
These scales use behavioral examples of different 
levels of performance to define both the dimen-
sion being rated and the performance levels on the 
scale in clear, behavioral terms. The process of scale 
development can be long and complex, but it will 
usually result in scales that are clearly defined and 
well accepted by both raters and ratees.

An example of a BARS scale similar to those used 
by Murphy and Constans (1987) in one of their 
studies of teacher rating is presented in Figure 33.3. 
The behavioral examples are designed to do two 
things: (a) illustrate clearly what oral communication 
means and (b) illustrate clearly and concretely what 
good, average, and poor performance might look 
like. The theory of BARS suggests that this type of 
scale can be an effective tool for helping ensure that 
raters adopt a common frame of reference.

Much of the rating format research of the 1970s 
seemed to reflect the assumption that BARS were 
more objective than graphic scales and that defining 
performance in behavioral terms would result in 
more accurate ratings. This assumption was not sup-
ported in subsequent research (Landy & Farr, 1980; 
Murphy & Constans, 1987; Murphy, Martin, & Gar-
cia, 1982), which has led many researchers and 
practitioners to question the utility of BARS. This 
question is especially relevant because the process  
of developing BARS can be time consuming and 
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Generally
Clear and Understandable

Impossible to
Understand

FIGURE 33.2. Graphic rating scales for evaluating 
oral communication.
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expensive (Smith & Kendall, 1963). However, BARS 
appear to have one advantage that was not fully 
anticipated by early BARS researchers—that is, they 
are accepted by users. The reason for this acceptance 
is that most BARS development procedures incorpo-
rate feedback from large numbers of raters (and, 
sometimes, ratees) in the process of constructing 
scales. As a result, many of the raters and ratees are 
likely to feel that they have some personal invest-
ment in the scales. Even those raters and ratees who 
do not participate in scale development may view 
the scales favorably because of the heavy reliance  
on their colleagues’ feedback into numeric scores 
(Bernardin & Beatty, 1984).

Behavior observation scales. A final variation 
on the use of behavioral examples in evaluat-
ing performance is the behavior observation scale 
(BOS; Latham, Fay, & Saari, 1979). The BOS asks 
the rater to describe how frequently each behavior 
occurred over the time period covered by appraisal. 
Proponents of BOSs have suggested that this method 
removes much of the subjectivity that is usually 
present in evaluative judgments. Unfortunately, 
research into the cognitive processes involved in 

responding to BOSs (Murphy & Constans, 1987; 
Murphy et al., 1982) has suggested that the process 
of judging behavior frequency is every bit as subjec-
tive as the process of forming evaluative judgments. 
Behavior frequency ratings may in fact be more 
subjective than trait ratings or overall judgments; 
overall evaluations of the ratee’s performance appear 
to serve as a critical cue for estimating behavior fre-
quencies. Thus, the use of BOSs probably does not 
allow one to avoid the subjectivity of overall impres-
sions or judgments.

This chapter describes potential advantages in 
using graphic scales and BARS. We are not as enthu-
siastic about BOSs. The behavioral orientation of 
these scales appears, on the surface, to be a decided 
advantage, but there are several reasons to believe 
that raters do not respond to these scales in terms of 
behaviors. Rather, they use their overall, subjective 
evaluations to guide their behavior ratings. This type 
of scale might actually disguise the inherent subjec-
tivity of evaluative judgment by phrasing judgments 
in an apparently objective behavioral language. The 
rather negative evaluation of this type of scale may 
reflect our biases as much as it reflects the short-
comings of BOSs. One of the authors (Kevin R. Mur-
phy) has been involved in much of the research 
questioning BOSs, and it is possible that other 
researchers do not share this evaluation of BOSs.

Performance distribution assessment. 
Performance distribution assessment (PDA) rep-
resents a more sophisticated version of the basic 
approach exemplified by BOSs (Kane, 1986). In 
PDA, raters must indicate the frequency of differ-
ent outcomes (e.g., behaviors, results) that indicate 
specific levels of performance on a given dimension. 
For example, the scale might describe the most 
effective outcome and the least effective outcome 
that could reasonably be expected in a particular job 
function as well as several intermediate outcomes. 
The rater is asked to estimate the frequency of each 
outcome level for each ratee. One of the potential 
advantages of this format is that it allows one to 
consider the distribution or the variability of perfor-
mance as well as the average level of performance 
in forming an evaluation. PDA involves some fairly 
complex scoring rules (a concise description of PDA 

Lecturer presented 
many examples to 
illustrate the main 
points

Lecturer checked 
to make sure 
audience 
understood his 

Lecturer had to 
correct himself 
several times 

FIGURE 33.3. Behaviorally anchored scale for rating 
oral communication.
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is presented in Bernardin & Beatty, 1984; software 
now exists for PDA scoring) and results in measures 
of the relative effectiveness of performance, the 
consistency of performance, and the frequency with 
which especially positive or negative outcomes are 
observed.

The evaluation of PDA is similar to the evalua-
tion of BOSs presented earlier. Both depend on the 
rater’s ability to accurately indicate the frequency of 
specific behaviors or outcomes. Cognitive research 
has suggested that raters are simply incapable of 
performing this task in an objective way. It is very 
likely that raters infer the frequency of different 
behaviors or outcomes from their global evaluations 
of individuals and that when one asks for data on 
the frequency of effective or ineffective behaviors, 
what one actually gets is a restatement of the rater’s 
overall evaluation. Thus, we do not believe that 
assessments obtained using PDA or BOSs will be 
more specific, objective, or behavior based than 
assessments obtained with much simpler scales.

Employee comparison methods. There is a use-
ful distinction between rating and ranking (i.e., 
employee comparison). Rating involves comparing 
a person with a standard. This standard might be 
undefined or subjective (e.g., a scale on which the 
anchors of good, average, and poor are undefined), 
or it might be defined in exact behavioral terms. 
Ranking involves comparing a person with another 
person. Evidence has shown that the psychological 
processes involved in rating versus ranking may be 
different (Murphy & Constans, 1987). Even if this 
is true, however, ratings and rankings often lead 
to similar conclusions about the performance of a 
group of rates (Murphy & Cleveland, 1995).

To illustrate ranking procedures, consider the 
example of a supervisor who evaluates eight subor-
dinates. One possibility is to simply rank order these 
eight individuals from the best performer to the 
worst. With a small number of ratees, this task 
should not be difficult. However, as the supervisor’s 
span of control increases, ranking of all subordinates 
can become tedious and sometimes arbitrary. 
Although it might be easy to pick the best and the 
worst performers out of a group of 30 workers, it 
can be very difficult to distinguish the 15th best 

from the 16th, 17th, or 18th. The forced-distribution  
ranking procedure provides a partial solution to  
this problem.

A forced-distribution scale requires supervisors 
to sort subordinates into ordered categories, such as 
top performers (e.g., top 20%), average performers 
(e.g., middle 60%), and poorer performers (e.g., bot-
tom 20%). The principal distinction between a 
forced-distribution scale and a scale that requires 
one to rank all subordinates is that in a full ranking 
the number of categories is equal to the number of 
people being evaluated. In a forced-distribution 
scale, the number of categories is less than the  
number of people. The choice between these two 
methods depends in part on the specificity of the 
information required. If there are different outcomes 
for each individual (e.g., the sixth-best performer 
will get a larger raise than the seventh-best per-
former), full ranking is worthwhile. Otherwise, a 
forced-distribution scale might be easier to use.

If the rater or the organization requires precise 
information about the rank ordering of employees 
and the size of the differences in performance 
among employees, one more procedure can be con-
sidered. The pair-comparison method allows the 
scaling of subordinates with some precision on a 
ratio-level scale of overall performance. As the name 
implies, this method required raters to compare 
each pair of ratees, each time indicating which ratee 
is the better of the two in performing his or her job. 
If the number of comparisons is sufficiently large, 
scaling procedures can be applied that transform 
these pairwise comparisons into a ratio scale that 
establishes both the ranking and the extent to which 
subordinates differ in their performance. The princi-
pal drawback of this method is that the number of 
comparisons expands geometrically as the number 
of subordinates increases. In the earlier example, six 
comparisons were needed to evaluate four subordi-
nates. If there were 10 subordinates, 45 comparisons 
would be needed. With 20 subordinates, 190 com-
parisons are needed. This assumes, however, that 
every possible comparison is made; there are 
research designs that allow inferences to be made 
about comparisons that are (by design) omitted 
from the data collection process (Morales &  
Bautista, 2008).
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The users of a pair-comparison scale face a real 
dilemma. The accuracy of the scaling is a direct 
function of the number of comparisons that are 
made. Thus, if the number of comparisons is suffi-
ciently small to be easily carried out, the scaling may 
not be precise. If the number of comparisons is suffi-
ciently large to yield accurate measurement, the 
pair-comparison procedure may be extremely time 
consuming. For this reason, pair-comparison proce-
dures seem to have attracted more attention in the 
basic research literature than in the field.

Objective Measures of Job Performance
Performance measures that require little or no judg-
ment (e.g., production counts) are referred to as 
objective, whereas measures that depend fundamen-
tally on judgment (e.g., supervisory ratings) are 
referred to as subjective. The terms objective and sub-
jective are best thought of as endpoints of a contin-
uum rather than as a dichotomy (Borman et al., 
2010; Landy & Farr, 1983); except in the most trivial 
cases, judgment is likely to play some role in virtu-
ally every performance measure. Many performance 
appraisals include a mix of relatively objective mea-
sures (e.g., measures of goal accomplishment) and 
relatively subjective ones. Objective and subjective 
measures of performance typically show at least 
modest levels of correlation (Bommer, Johnson, 
Rich, Podsakoff, & MacKenzie, 1995; Heneman, 
1986) and often show correlations comparable to 
correlations among peer, supervisor, and self-ratings.

Despite the seeming allure of objective job per-
formance measures, few situations arise in which 
subjective measures can be completely replaced by 
objective ones. Landy and Farr (1983) noted that 
many objective measures have surprisingly low lev-
els of reliability and show little consistency across 
what should be equivalent indices; when examining 
40 different measures of absenteeism, they found the 
correlations across different indices to be almost 
zero. The main shortcoming of objective measures 
of job performance, however, is that they almost 
always have some sort of criterion deficiency  
(Borman et al., 2010). Objective measures usually 
capture only a narrow slice of the entire criterion 
space. For example, qualities such as teamwork  
and leadership are not easily amenable to objective 

criteria, and performance measures that ignore these 
qualities are likely to be deficient, in much the same 
way that a count of the number of patients a doctor 
sees in a day would be a deficient measure without 
taking into account the quality level of care pro-
vided. The best use of objective measures is proba-
bly in conjunction with judgmental (subjective) 
measures, in which objective indices are used to 
assess those aspects of performance that are both 
countable and important and in which judgments 
are used to assess those aspects of performance that 
are not so easy to count.

HOW ARE APPRAISALS USED IN 
ORGANIZATIONS?

Cleveland, Murphy, and Williams (1989) identified 
20 uses of performance appraisals in organizations, 
ranging from salary administration to promotion, 
termination, identifying possible goals, and meeting 
legal requirements. These purposes can be sub-
sumed under four main themes: using appraisal to 
distinguish among individuals, distinguishing indi-
vidual strengths from weaknesses, performing sys-
tem maintenance (e.g., evaluating human resources 
systems), and providing documentation (Cleveland 
et al., 1989; Murphy & Cleveland, 1995).

A good deal of evidence has shown that the way 
appraisals are used in organizations influences rat-
ings. For example, Jawahar and Williams (1997) 
found that performance ratings used for administra-
tive purposes were an average of 1 standard devia-
tion higher than those used for used for employee 
development. Murphy and Cleveland (1995) sug-
gested that raters pay careful attention to the rela-
tionships between ratings and the rewards or 
sanctions received by employees and often rate in 
the way they think will bring about the desired 
rewards rather than giving ratings that reflect their 
true evaluations. When performance appraisals are 
used to distribute rewards, such as pay increases or 
promotions, raters are likely to be more strategic 
and political in their ratings than when they are 
used, for example, to provide feedback (Sims, Gioia, 
& Longenecker, 1987).

The two most important uses of performance 
appraisal are to support administrative decisions 
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(e.g., raises, promotions) and to provide perfor-
mance feedback. Feedback in performance appraisal 
relies on three major assumptions: that employees 
want feedback about their performance, that super-
visors can give useful feedback, and that timely and 
accurate feedback will lead to positive change 
(Cleveland et al., 2007). Cleveland et al. (2007) 
noted that none of these assumptions are likely to be 
warranted because feedback can have a range of neg-
ative consequences, including perceptions of unfair 
treatment, and possible emotional costs for both the 
employee and the manager. Many factors play into 
willingness to give or receive feedback, including 
demographic characteristics, personality and perfor-
mance levels, and organizational characteristics such 
as the performance management system and feed-
back climate (Cleveland et al., 2007).

Despite the difficulties involved in giving and 
receiving feedback, the evidence of the benefits of 
performance feedback is clear. Feedback sessions 
have been shown to increase employee satisfaction 
with a performance appraisal process (Dorfman, 
Stephan, & Loveland, 1986). Three key facets about 
the delivery of feedback are that it is immediate (i.e., 
it should happen closely after the rating), specific, 
and supportive (Kluger & DeNisi, 1996; Thornton 
& Rupp, 2006). Additionally, Murphy and Cleveland 
(1995) found that frequent appraisals, agreement 
concerning job duties, and congruency concerning 
the standards of good and poor performance all lead 
to high levels of feedback acceptance by ratees.

When giving feedback, it is important to take 
context and purpose into account (Murphy & 
Cleveland, 1995). For example, when feedback is 
used to help ratees set goals for development, pro-
viding detail is essential (Atkins, Wood, & Rutgers, 
2002). However, it is important to keep in mind the 
cognitive load on feedback recipients because over-
loading them with detail could hinder their under-
standing of the feedback (Atkins et al., 2002). It is 
best to begin with positive feedback to provide accu-
rate feedback (including negative) without impair-
ing acceptance (Atwater & Brett, 2006). A small 
amount of negative feedback can lead to improved 
performance, but a large amount of negative feed-
back can impair future performance (Smither & 
Walker, 2004). Finally, individuals are more likely 

to accept feedback that compares them with a neu-
tral standard than feedback that compares them 
with peers; the latter can lead to a feeling of compe-
tition and in turn hinder acceptance of feedback 
(Atwater & Brett, 2006).

Traditionally, ratings were hypothesized to not 
always reflect job performance because of raters’ 
lack of skills, training, knowledge, opportunity to 
observe performance, and so forth (Murphy, 2008). 
An alternative explanation, however, proposed by 
Banks and Murphy (1985) is that raters are not 
motivated to provide accurate ratings (see also 
Cleveland & Murphy, 1992; Murphy & Cleveland, 
1995; Sims et al., 1987).

The point of departure for many models of perfor-
mance rating (e.g., DeCotiis & Petit, 1978; DeNisi, 
1996; Landy & Farr, 1980; Murphy & Cleveland, 
1995; Sims et al., 1987) is the question “What is the 
rater trying to do when he or she completes a perfor-
mance rating form?” Harris (1994); Harris, Ispas, and 
Schmidt (2008); Hollenbeck (2008); and King 
(2008) suggested that the answer is more compli-
cated than “They are trying their best to measure the 
performance of their subordinates” (see also Banks & 
Murphy, 1985; Levy & Williams, 2004). From the 
beginnings of personnel psychology through the 
1970s, researchers and practitioners treated raters as 
though they were measurement devices. That is, the 
typical assumption was that raters were trying to 
measure the performance of their subordinates when 
completing performance appraisals and that if practi-
tioners could give them better tools (e.g., better 
scales, training), they would do a better job (Murphy 
& Cleveland, 1995). A series of papers in the 1970s 
and 1980s (notably, DeCotiis & Petit, 1978; Landy 
& Farr, 1980; Sims et al., 1987) challenged this 
assumption and led to a more nuanced understand-
ing of what raters are doing and why.

Consensus is emerging that raters pursue a  
variety of goals when completing performance 
appraisals, and the accurate measurement of ratee 
performance is unlikely to be their most important 
goal (Levy & Williams, 2004; Murphy & Cleveland, 
1995; Murphy et al., 2004; Sims et al., 1987). The 
traditional explanation for many of the shortcom-
ings of performance appraisal is that raters are not 
able to evaluate performance accurately, but it is 
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likely in many settings that motivation is a more 
important factor than ability (Banks & Murphy, 
1985; Gioia & Longenecker, 1994; Murphy et al., 
2004). In seeking to understand the processes 
underlying performance rating, Bjerke, Cleveland, 
Morrison, and Wilson (1987) and Sims et al. (1987) 
did something that is fairly rare in research on per-
formance appraisal—they talked to raters and asked 
them what they were doing and why. Although self-
reports cannot necessarily be taken at face value, it 
is notable that very few managers report that they do 
their best to measure subordinate performance accu-
rately when completing performance appraisals. 
Rather, they report that they provide ratings that 
they hope will motivate their subordinates, will help 
to maintain the harmony of the workgroup, or will 
make them look good to their subordinates (Mur-
phy & Cleveland, 1995).

In the 1990s, Cleveland and Murphy (1992; 
Murphy & Cleveland, 1995) developed models 
describing performance appraisal as goal-directed 
behavior and articulated social, organizational, and 
environmental factors that could lead raters to pur-
sue different goals when rating their subordinates’ 
performance. In collaboration with Tziner et al. 
(1998, 2001), Murphy and Cleveland have empiri-
cally tested and confirmed many of the predictions 
of these models (see also Murphy et al., 2004). 
These models of performance rating processes in 
organizations have suggested that ratees’ perfor-
mance level does indeed affect performance ratings. 
Ones, Viswesvaran, and Schmidt (2008) summa-
rized evidence supporting the construct validity  
of performance ratings. However, performance 
appraisal cannot be adequately understood as a sim-
ple effort to measure job performance. Rather, per-
formance appraisal is a complex event that occurs in 
environments that often push raters to distort their 
ratings to accomplish valued goals or to avoid the 
negative repercussions of giving ratings their subor-
dinates or superiors will find objectionable. The rec-
ognition that raters in organizations are not simply 
passive measurement instruments, trying their best 
to give accurate measures of their subordinates’ per-
formance, is critically important to understanding 
the potential sources for both systematic variance 
and error variance in performance ratings.

Tziner and his colleagues (e.g., Tziner et al., 
2001) suggested that rater attitudes toward organi-
zations influence performance ratings. For example, 
raters who perceive a participative organizational 
climate and a more positive affective commitment to 
the organization tend to (a) give higher ratings, (b) 
make smaller distinctions among the subordinates 
they evaluate, and (c) make stronger distinctions 
among the strengths and weaknesses of their subor-
dinates. One implication of these findings is that the 
feedback subordinates receive may partly depend on 
whether the rater views the organization positively. 
Supervisors who are strongly invested in the organi-
zation and in the concept of participation may be 
more lenient and less discriminating. However, rat-
ers who are disengaged and authoritarian may be 
harsher and more judgmental.

Studies of the role of organizational factors in 
perceptions of performance appraisal (e.g., Tziner & 
Murphy, 2001; Tziner et al., 1998, 2001) have sug-
gested that more proximal attitudes (i.e., percep-
tions of human resources systems and of the 
performance appraisal process) have a stronger 
effect on performance evaluations. In particular, 
supervisors’ beliefs about the way performance eval-
uations are used in organizations (purpose of rating) 
and about the way their colleagues conduct perfor-
mance appraisals (performance appraisal politics) 
seem particularly important. Supervisors who 
believe that performance evaluations will be used to 
make important decisions about their subordinates 
(e.g., raises, promotions) are likely to inflate ratings. 
Similarly, supervisors who believe their colleagues 
manipulate ratings to accomplish political ends 
(e.g., maintaining harmony in the work group, mak-
ing the supervisor look good) are likely to inflate 
ratings. Again, these findings imply that the perfor-
mance feedback one receives is the result not only of 
actual employee performance levels, but also of the 
supervisor’s trust or lack of trust in other supervi-
sors and of his or her perceptions of the links 
between performance ratings and valued outcomes 
and rewards. Farr and Jacobs (2006) argued that 
trust drives both employees’ perceptions of the per-
formance appraisal system and also the potential 
outcomes of the system. The relationship to trust  
in the system holds for both supervisors and  



Murphy and Deckert

622

subordinates; supervisors need to be able to put 
faith in an appraisal system that they perceive as fair 
and accurate (Mayer, Davis, & Schoorman, 1995), 
and if the supervisor conducting the appraisal is per-
ceived as trustworthy, subordinates are more likely 
to trust the fairness of the system (Farr & Jacobs, 
2006). Thus, trust in the appraisal system may be an 
important component of building and maintaining 
trust between supervisors and subordinates. One 
potential mechanism for increasing trust is for raters 
to be honest with ratees about why they are giving 
specific ratings and to acknowledge what is widely 
assumed by both raters and ratees—that is, that per-
formance appraisal is more than a simple record of 
the ratee’s behavior and effectiveness. It is a commu-
nication to the employee and the organization that is 
designed to meet a complex set of goals, and perfor-
mance measurement is only one of these goals 
(Murphy & Cleveland, 1995).

EVALUATING PERFORMANCE APPRAISALS

The problem of determining whether performance 
appraisals faithfully reflect the performance levels of 
the subordinates who are rated has proved to be a 
difficult one. Historically, indirect criteria have been 
used. For example, several so-called “rater errors,” 
most notably leniency and halo, have been identi-
fied; ratings that are free from these errors are pre-
sumed to be better measures than ratings that reflect 
substantial leniency or halo. In the 1980s, direct 
measures of rating accuracy were developed, but 
these measures are only applicable in controlled 
environments, such as laboratory studies. More cur-
rent efforts have focused on assessing the reliability 
and construct validity of ratings.

Leniency error is the tendency for the rater to 
provide inflated ratings. For example, Bretz, Milkov-
ich, and Read (1992, p. 333) concluded that “the 
norm in U.S. industry is to rate employees at the top 
end of the scale.” In fact, it is common for 60% to 
70% of the workforce to be categorized into the top 
two levels of performance (Bretz et al., 1992). Ber-
nardin and Orban (1990) found that the degree of 
trust that raters placed in the appraisal system influ-
enced rater judgments, particularly leniency error; 
the ratings of those who reported low levels of trust 

in the performance appraisal system suffered from 
leniency error. Higher levels of leniency error have 
been found in organizations than in laboratory set-
tings, a finding that is attributed to the use of perfor-
mance appraisals to make high-stakes decisions in 
organizational settings. In contrast, ratings obtained 
in laboratory studies have few real consequences, 
and raters are less likely to be motivated to inflate 
ratings (Jawahar & Williams, 1997). Additionally, 
self-ratings are thought to be susceptible to leniency 
bias, although this bias may be mitigated when rat-
ings are carefully reviewed by the rater’s superiors 
(Bretz et al., 1992).

Halo error is the tendency for raters to give simi-
lar ratings across different and often distinct aspects 
of performance. Halo is thought to be a product of 
raters letting global evaluations influence the spe-
cialized evaluations for each dimension (Murphy, 
Jako, & Anhalt, 1993; Saal, Downey, & Lahey, 
1980). Murphy et al. (1993) suggested that the tradi-
tional conceptualization of halo, in which it is con-
sidered to be rater error with negative influences, is 
misguided. Rather than representing an error spe-
cific to performance appraisal, halo probably reflects 
the basic cognitive processes raters follow when 
evaluating subordinates (Murphy et al., 2004). 
Indeed, no clear evidence has been found that raters 
are even capable of ignoring general evaluations 
when evaluating specific aspects of performance.

Laboratory studies have provided convincing evi-
dence that the assumption that ratings that are free 
of halo or leniency are accurate assessments of per-
formance is not correct. On the contrary, correla-
tions between rater error measures and accuracy 
measures are generally small (Murphy & Balzer, 
1989). In fact, evidence has shown that training that 
is designed to reduce rater errors such as leniency 
and halo can lead to lower levels of accuracy in  
ratings (Hedge & Kavanaugh, 1988). Rater error 
measures are slowly losing favor as criteria for  
evaluating ratings.

RELIABILITY AND CONSTRUCT VALIDITY 
OF PERFORMANCE RATINGS

The body of research on the reliability and validity 
of performance ratings is substantial; on the whole, 
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this literature paints a somewhat bleak picture. 
First, raters do not agree very well in their evalua-
tions. Conway and Huffcutt (1997) examined reli-
ability of supervisor, peer, and self-ratings. They 
found that although there was the highest consis-
tency across supervisors, consistency was still  
disappointingly low, regardless of the source of eval-
uation. The most widely discussed reliability esti-
mate was provided by Viswesvaran et al. (1996), 
who used interrater correlations to estimate reliabil-
ity. They suggested that the reliability of perfor-
mance ratings is approximately .52. Murphy and 
DeShon (2000) argued that interrater correlations 
do not provide acceptable reliability estimates and 
suggested applying generalizability theory to ratings. 
More recent estimates of the proportion of random 
error in performance appraisals (e.g., Hoffman, 
Lance, Bynum, & Gentry, 2010; Mount, Judge,  
Scullen, Sytsma, & Hezlett, 1998; Scullen, Mount, 
& Judge, 2003) have painted a less pessimistic  
picture of the reliability of performance ratings, but 
random measurement error is likely to account for 
at least 30% of the variance in performance ratings 
(Sturman & Murphy, 2010).

The somewhat limited reliability of performance 
ratings puts a limit on the level of validity that is to be 
expected in performance ratings. Although global 
assessments of construct validity have in some cases 
been quite favorable (e.g., a review of performance 
ratings conducted by the National Research Council 
[Milkovich & Wigdor, 1991] concluded that supervi-
sory ratings of performance did show evidence of con-
struct validity), more detailed assessments of validity 
have suggested that more caution may be needed in 
interpreting the meaning of ratings. For example, 
Scullen et al.’s (2003) confirmatory factor analysis 
suggested that lower order factors (technical skills, 
administrative skills, human skills, citizenship behav-
iors) had a good deal of construct validity but found 
that the higher order constructs were problematic 
(e.g., they hypothesized that ratings could be under-
stood in terms of task vs. contextual performance).

On the whole, research has suggested that perfor-
mance ratings are not as strongly related to job perfor-
mance as most users of performance appraisal assume 
(Murphy, 2008). Researchers have differed substan-
tially in their explanations of why the relationship 

between actual performance and performance ratings 
might be weak (e.g., Murphy, 2008, and Viswesvaran 
et al., 1996, fundamentally disagreed about what 
sources of variability should be treated as meaningful 
and what should be dealt with as error), but recogni-
tion is growing that the relationship between perfor-
mance and performance ratings is a complex one and 
that broad statements about the validity of ratings 
may not be possible to make with much confidence. 
Valid and accurate ratings are probably most likely in 
environments in which raters are motivated to pro-
vide accurate assessments of performance and in 
which they have the tools and information to do so 
(Murphy & Cleveland, 1995). Unfortunately, perfor-
mance ratings are often obtained under conditions in 
which raters have good reasons to distort ratings (e.g., 
because ratings will be used to distribute valued 
rewards) or in which they lack the knowledge and 
information needed to evaluate performance accu-
rately (e.g., work groups in which supervisors have 
little opportunity to directly observe ratees). Despite 
our skepticism about the reliability, validity, and 
accuracy of the performance ratings that are often col-
lected in organizations, there are reasons to be opti-
mistic about the prospects for using performance 
ratings to accurately and honestly evaluate ratee per-
formance in environments that actively and visibly 
support accuracy in rating.

A CLOSING NOTE: REASONS  
FOR OPTIMISM

Raters in organization often do not do a good job 
evaluating their subordinates. This common finding 
does not mean that they cannot do a good job evalu-
ating performance. Rather, the shortcomings of  
performance appraisal are often a product of the 
environment in which ratings are obtained. Organi-
zations that rely on the judgments of a single, poorly 
trained supervisor (with no meaningful cross-
checks), obtained using vaguely worded appraisal 
forms, are sending a powerful message about the 
priority and value they assign to performance 
appraisals. Organizations that fail to recognize con-
scientious raters or that tolerate blatantly inaccurate 
ratings are reinforcing this message. One possibility 
is that raters who treat performance evaluation as a 
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nuisance and a joke are simply taking their cue from 
the organization.

Organizations are much more likely to obtain 
honest, accurate, and reliable ratings if they clearly 
and credibly value and support such ratings. In par-
ticular, organizations that tie rewards and sanctions 
to providing valid and useful performance ratings 
are much more likely to get good ratings than orga-
nizations that ignore the quality of ratings (Murphy 
& Cleveland, 1995). Organizations that hold raters 
accountable in a meaningful way (e.g., by conduct-
ing in-depth reviews of performance evaluations) 
are much more likely to end up with valid and use-
ful ratings than organizations that clearly do not 
care about the quality of rating data. Finally, organi-
zations that provide raters with the information, the 
tools, and the training to evaluate performance well 
are more likely to produce valid and useful ratings 
than organizations that leave the rater to his or her 
own devices.

Our most compelling basis for optimism is our 
experience working with organizations that take 
performance appraisal seriously. High-quality per-
formance appraisal is possible, but it is a lot of work. 
Nevertheless, the shortcomings of performance 
appraisal in most organizations do not seem to be a 
function of the inability of raters to make good judg-
ments or the basic intractability of the task of perfor-
mance appraisal. Rather, most organizations get the 
sorts of performance appraisals they deserve. If an 
organization is willing to devote the time and 
resources needed to develop and maintain high-
quality performance appraisal systems, they have 
good reasons to be optimistic about the ultimate 
quality of their appraisal systems.
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ImPlEmEnTInG orGAnIzATIonAl 
SurvEyS

Paul M. Connolly

An organization functions only as well as its people 
function in their jobs and with each other in the 
pursuit of business goals. There are many different 
approaches to the assessment of organizational func-
tioning, or identifying the ways in which people 
work effectively with each other to achieve the orga-
nization’s goals (Church, Waclawski, & Kraut, 
2001; Edwards, Thomas, Rosenfeld, & Booth- 
Kewley, 1996; Wiley, 2010). This chapter is built  
on the author’s perspective and experience with 
hundreds of organizations using three types of  
organizational surveys to perform an assessment 
(Connolly & Connolly, 2005).

WHY ASSESS ORGANIZATIONAL 
FUNCTIONING?

Assessments in themselves do not increase organiza-
tional or individual excellence. Rather, they create 
an understanding of issues and practices that help or 
hinder individual performance. Once issues are 
identified, survey results can provide a platform for 
changes and improvements. Here are three ways in 
which assessments help increase organizational 
functioning:

1. The announcement of a group assessment com-
municates that the sponsor wants data and will 
not form opinions unilaterally. It demonstrates 
organizational commitment to listening. Par-
ticipative decision making has demonstrated 
many important outcomes, including positive 

effects on employee judgments of fairness (Witt, 
Andrews, & Kacmar, 2000).

2. Effective assessments require the use of a com-
mon language, shared processes, schedules, and 
plans for postassessment activities. As a result, 
assessment builds consensus on basic manage-
ment processes that positively influence all func-
tions of the organization. It sends the message 
“We are all working together to improve the 
organization.”

3. Assessment typically leads to metrics, a key part 
of a framework for measuring gaps, deficits, 
and strengths and for describing and measuring 
improvement goals (Gallup Organization, 1998).

Yet, because assessments are not an end in them-
selves, this simple maxim is a worthy goal: The 
objective of a survey is to make the need for another 
survey go away. If this objective is reached, people 
become comfortable identifying, discussing, and 
resolving business-related problems. The role of for-
mal assessment diminishes. The issues get resolved 
as they come up, without the need for an 
assessment.

The goals of this chapter are threefold. First, the 
chapter provides a solid framework for understand-
ing the types of organizational assessments used for 
both groups and individuals. It also considers how 
assessments interrelate. Second, the chapter aims to 
help organizational leaders become aware that the 
assessment process itself does not increase organiza-
tional functioning, but it does create common rules 

The author thanks long-time coauthor (and spouse) Kathleen Groll Connolly for her support and guidance in preparing this chapter.
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of engagement that can and do help. It also creates a 
data-rich asset for measurement and comparison as 
strategies unfold and business conditions change. 
Both individual and group assessment can create  
a common ground for inquiry, conversation, action, 
and closure. When the rules are thoughtfully 
defined and the language is reliably applied, the 
assessment process can work like magic to increase 
organizational functioning. Third, the chapter  
offers a broad overview of organizational assess-
ment implementation.

A MODEL OF ASSESSMENT

Why should an organization make a commitment to 
assessment and metrics? Quite simply, metrics—
both individual and organizational—can bring a 
level of rationality to the dynamic and unpredictable 
process of running an organization.

Once leaders commit to metrics as part of their 
performance strategy, however, many other ques-
tions remain to be answered. How are assessments 
selected? Given an organizational situation, should 
individuals, the entire organization, or both be 
assessed? In what sequence should individuals and 
organizations be studied? Indeed, individual assess-
ment, when it is conducted with many members of 
the organization, can have an impact similar to that 

of assessing the organization as a whole (Hogan, 
2007). Provided with the opportunity for their own 
assessments, individuals often increase their com-
mitment to the employer (Schiemann, 1996). Like-
wise, provided with the opportunity to give opinions 
about organizational functioning, many individuals 
also increase their commitment to the employer 
(Hinrichs, 1996).

Yet, individual assessments and organizational 
assessments are very different tools. Individual 
assessments can help people improve performance, 
whereas organizational assessments help leaders 
sculpt a culture in which individuals can function 
together. Chapters 24 through 30 in this volume 
cover individual assessments in great detail, and it is 
useful to discuss their link with organizational 
assessment. Figure 34.1 shows a simple way to con-
ceptualize this link.

Organizations are essentially collections of indi-
viduals who bring their intellect, personalities, 
motives, and behaviors to work. They learn, grow, 
and change in their experience within the organiza-
tion. The group forms the boundary in which people 
find (or do not find) their fit.

Four categories of individual assessments are 
well-established today, as shown in Figure 34.1. 
Assessments may deal with cognitive capacity 
(how smart), personality (what tendencies), 

Understanding Assessments

Culture – What Opportunity? (measured by Organization Survey)

Individual Assessments

+ +How
Driven?

How
Different? 

How
Skilled?

How
Smart ? 

Effective-
ness+

Tendency

Personality

Purpose

Motivation

Action

Behavioral

Capacity

Cognitive
InventoryInventory 360Tests

FIGURE 34.1. A model for understanding assessments. Copyright 2011 by 
Performance Programs, Inc. Used with permission.
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 motivation (what purpose), and behavior (what 
actions). As organizations respond to marketplace 
opportunity, they may use these assessments to 
select, promote, or train individuals, and these 
efforts do have an impact on the organizational 
culture.

On the other hand, organizational culture is the 
context in which all these individual differences 
exist, and it represents the field of opportunity in 
which individuals can have an impact. Many orga-
nizations focus a great deal of attention on select-
ing and developing people. Perhaps the clearest 
link between individual and organizational assess-
ment is culture fit, which is basically the connection 
between a person’s values and the organization’s 
culture. Problems can arise quickly when there is a 
clash between individual motivation (purpose, or 
what an individual wants to achieve) and organiza-
tional culture (which influences what types of 
behavior are rewarded; Herzberg, 1968; Hogan, 
2007). The realities of individual differences are 
acknowledged, but this chapter focuses on how to 
assess—and in the process improve—the organiza-
tion’s effectiveness.

There are three basic approaches to assessing an 
organization: audit or fact-finding surveys, align-
ment surveys, and engagement surveys.

Audit or Fact-Finding Surveys
When organizations first embark on assessment, 
they commonly focus on fact finding. The goal of 
audit surveys is to gather baseline information for 
use by management in developing metrics. This 
first audit is often conducted through conversations 
with management, review of cross-organizational 
performance data, focus groups, or pretesting 
survey concepts with small segments of the organi-
zation’s population. Many audits are topic focused, 
seeking information on some specific aspect of 
organizational life. Often, the results of these 
audits are not shared with the people who sup-
plied the information (Kraut, 1996). Perhaps the 
most famous example of this approach is the  
survey program run by Sears beginning in 1938 
(Dunham & Smith, 1979). For many years, Sears 
collected information from employees to guide 
management practices.

Alignment Surveys
Think of alignment as “walking the talk.” In assess-
ments of alignment, one looks for differences between 
stated visions, values, and goals and the actual prac-
tices carried out by different facets of an organization. 
The goal of an alignment survey is to test how well a 
vision, value, or belief has been communicated and 
embraced by an organization (Schneider, Salvaggio, & 
Subirats, 2002). The evidence that these surveys can 
cause change and help transform workplace culture is 
clear (Wagner & Spencer, 1996).

Typically, alignment surveys use formal data-
gathering methods and involve the entire popula-
tion. Information is summarized by groups, and the 
summary is reported back to those groups for dis-
cussion and training. Unlike most audits, these sur-
veys involve two-way communication.

To understand how an organization can benefit 
from an assessment of alignment, consider the case 
of a religiously based health care organization that 
had a strong statement of values (justice, charity, 
respect, etc.) and spent a great deal of time clarifying 
what that statement meant for employees in their 
work with patients. However, the organization was 
encountering conflict around issues of respect 
among coworkers. The management suspected that 
it had neglected to emphasize the importance of  
the core values for employees working with one 
another. An alignment survey assessed the extent to 
which employees believed those practices were in 
place, with items such as “I feel I am treated with 
dignity and respect by my coworkers” and “My 
immediate manager is supportive of my efforts to get 
the job done.”

The survey revealed gaps between the stated val-
ues and actual practices and caused management to 
refine job descriptions and offer training. It was also 
followed by meetings in which results were shared. 
Steps were taken to ensure that employees felt safe 
reporting impediments to carrying out the values.

Engagement Surveys
In the 1990s, engagement assessment was becom-
ing the most common survey approach used by 
organizations (Higgs & Ashworth, 1996), and in my  
experience that trend continues today. The goal of 
engagement surveys is to involve employees in both 
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problem identification and resolution. Engaged 
employees not only point out problems but work 
toward resolving them. Hinrichs (1996) cited sev-
eral studies demonstrating positive organizational 
changes via engagement surveys and the feedback 
process, as did Davenport, Harris, and Shapiro 
(2010). Engagement surveys are also called opinion, 
viewpoint, morale, satisfaction, involvement, or com-
mitment surveys. Although distinctions can be made 
among these survey types, they are all basically 
assessments driving toward the same goal: produc-
tive workplace environments.

When engagement is the purpose, the assess-
ment process is most often designed to involve 
employees in finding solutions to issues hampering 
organizational performance. One such case was a 
regional health insurance company looking to 
compete effectively for both employees and cus-
tomers. It held focus groups with employees to 
determine the areas that a survey should cover. The 
company designed the survey to ensure that results 
would be meaningful to relatively small work 
units, so those groups could meet to discuss survey 
results and possible solutions for any problem 
areas that were identified. Over the course of 10 
years and five survey cycles, the response rate went 
from 78% to 93% participation, and the number of 
serious long-term problems identified by the sur-
vey went from 10 to three.

IMPLEMENTATION OF ORGANIZATIONAL 
ASSESSMENTS

Effective organizational assessment involves as 
many as six major steps. Audit surveys require the 
first five steps, and alignment and engagement sur-
veys include the sixth step. Exhibit 34.1 summarizes 
these steps.

Step 1: Planning
A thorough, clear plan is essential to the success of 
any survey program. The plan needs to include how 
all employees will be involved, how information will 
be collected, who will be surveyed and when, and 
what steps will be taken to assure a high response 
rate. We look at each of these elements in detail in 
the sections that follow.

Initial structure. Once the need for an audit, 
alignment, or engagement survey has been estab-
lished, the first action is to identify a sponsor and a 
project manager. The sponsor should be the highest 
organizational official willing to support the effort, 
who will very often be the manager requesting the 
survey. The sponsor generally appoints two other 
people or groups at this stage. One of these is the 
project manager, often someone from the human 
resources department. The project manager develops 
an initial action plan, which often includes the cre-
ation of a steering team.

The steering team is usually a small group con-
sisting of those who will support implementation. In 
larger organizations, the steering team often has 
people from specialties such as internal communica-
tions and information technology whose technical 
skills are required to get the job done. In addition, 
representatives of departments or divisions that will 
be surveyed generally join the steering team. In 
smaller organizations, the steering team may consist 
of only one or two people. This team might include, 
for instance, a human resources manager and an 
executive assistant to the president. Either way, the 
sponsor or the sponsor’s representative should 
always participate in the steering team as well.

Gathering input. Typically, alignment or engage-
ment surveys begin with an audit or fact-finding 
stage. As mentioned earlier, this stage may be carried 
out by means of focus groups or interviews. Both of 
these approaches can provide valuable input into 
structuring the assessment. Typically, these groups 
meet with a facilitator and often provide guidance 

Exhibit 34.1
The Organizational Assessment Process

Step 1: Planning & communication
Step 2: Assessment content
Step 3: Information collection
Step 4: Information reporting
Step 5: Analysis and interpretation
Step 6: Feedback & action planning

Note. Copyright 2011 by Performance Programs, Inc. 
Used with permission.
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on survey content. They may also make suggestions 
about the process, including rollout, execution, 
reporting, feedback, and follow-up.

Defining the survey population. Most surveys 
today involve the entire employee population, for 
two reasons. First, online survey platforms limit the 
cost of inclusion to the cost of the employee’s time. 
Including one more person results in no additional 
paper, copying, mailing cost, or data entry. Second, 
particularly if the survey objective is engagement, it 
helps to involve as many people as possible as early 
as possible. Asking for survey participation actually 
supports engagement.

There are times when organizations still use sam-
pling, however. Audits, which are usually only 
intended to achieve a broad identification of issues, 
often involve only a portion of the employee popula-
tion. Table 34.1 gives an idea of how few can be 

sampled (second column) if the organization wants 
to represent the views of the many (first column) 
with a sampling accuracy of ±5% (Connolly & Con-
nolly, 2006). Such sampling tables can be found in 
many statistics texts, including Cochran (1963).

Determining the timing. A survey is always a 
snapshot in time, and the timing selected can be 
important. A focus group might help choose a time 
with the fewest disadvantages. A word of caution 
about timing surveys: Think carefully about doing a 
survey before any major organizational change, such 
as a layoff, a corporate sale, or during a union orga-
nizing campaign (when surveying could actually 
be deemed illegal). As long as employees are aware 
of the impending change, problems will generally 
not occur. In fact, survey results can provide a use-
ful barometer for the success of the change. If the 
upcoming change is not known, however, employ-
ees may later become suspicious that their responses 
will be (or have been) used to help structure the 
surprise decision. Whether that is true or not, it may 
take many years before employees will trust a survey 
process again. A 2-week response window is rec-
ommended, with a 3rd week optional if returns are 
disappointing near the end of the 2nd week. During 
holiday periods, allow 3 weeks with an optional  
4th week.

Ensuring good response rates. Communication is 
everything in obtaining responses, but that commu-
nication has to be preceded by some careful policy 
decisions regarding confidentiality and anonymity. 
Anonymity and confidentiality have a subtle but crit-
ical difference between them. Those concerned with 
anonymity ask, “Will my answers be identified as 
mine by anyone, in any way?” When people believe 
their responses are anonymous, they are more likely 
to say what is on their mind without fear of reprisal. 
For example, one company took steps to create the 
conditions for truly anonymous response, which 
resulted in employees identifying a harassment 
situation that was in violation of company policy.  
The situation, once identified, could be investigated 
and remedied. When an organization is seeking 
information about possible violations, complete 
anonymity is highly recommended. Sudman and 
Bradburn (1974) as well as Ong and Weiss (2000) 

TABLE 34.1

Representative Sample Sizes

When the group you want  

to represent is this large:

Then you need this many 

responses:
10 10
25 24
40 36
55 48
70 59
85 70

100 80
200 132
300 169
400 196
500 217
600 234
700 248
800 265
900 274

1,000 285
2,000 322
3,000 341
4,000 351
5,000 357
6,000 361
7,000 364

10,000 370

Note. Copyright 2011 by Performance Programs, Inc. 
Used with permission.
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have provided a good discussion of anonymity and 
truthfulness of responses, especially to sensitive 
questions.

A promise of confidentiality is not, however, nec-
essarily a promise of anonymity. Confidential sur-
veys deliver results only to specified parties, who 
respect the respondents’ privacy even as they deliver 
essential information from survey results. Confiden-
tiality also refers to the idea of a survey result being 
delivered only to those who need to know, not nec-
essarily to everyone in an organization. For exam-
ple, if a well-liked manager had developed a bad 
personal habit, an individual could use the survey to 
comment on it, knowing that the results would only 
be shared internally. This avoids embarrassing the 
manager outside of the work group. It can be helpful 
to announce beforehand that work group results 
will not be reported across the organization. Those 
results might be shared with division or senior man-
agement, but not with peer work groups. The under-
lying issue is one of trust and one that needs to be 
communicated at each step of the survey process.

Successful survey communications have to 
include several key points in addition to anonymity 
and confidentiality. They must explain the value of 
the information to the organization’s future. (It 
helps if this explanation comes from someone to 
whom employees feel a strong leadership connec-
tion.) Communications must also clarify the roles to 
be played by various individuals and groups during 
survey implementation as well as upcoming steps. 
Many sources of sample communications letters, 
announcements, and materials can be found online 
and in many “how-to” survey books.

Step 2: Assessment Content
The planning process determines the assessment’s 
breadth of coverage. Then survey questions must be 
selected from lists of standard items or created.

Standard and custom questions. Standard ques-
tions are prewritten and, one hopes, pretested. Such 
questions might be obtained from a prior survey, 
from a book or online resource containing survey 
items, or from a survey vendor. Standard question-
naire items usually refer to issues affecting all orga-
nizations, so they tend to be generic. Also, because 

they have been used before, they are likely through 
trial and error to be well worded and thus more 
likely to provide useful information.

It takes time to write good survey items, so the 
use of standard questions can be a considerable time 
saver (Sudman & Bradburn, 1982). One note of 
importance: Standard questions can be slightly 
rephrased without influencing the statistics related 
to them. For example, changing company to organi-
zation is not worth worrying about, nor would it 
likely be a problem to change employee to associate, 
if that is how people within the organization are 
addressed (Schaeffer & Presser, 2003).

Customized questions, by contrast, are more 
likely to focus on specific and unique issues within 
the organization. For example, one might want to 
ask a specific question about an employee publica-
tion or specific benefit program. It may take several 
rounds of writing, testing, and rewriting to create a 
useful item. Most surveys include both standard and 
custom questions in an effort to be relevant and also 
to have external comparisons.

Rating scales. Survey scales use everything 
from simple yes–no questions to 3-point, 5-point, 
7-point, or even 10-point ratings. Research has 
indicated that using a 5- to 9-point scale is optimal 
(Miller, 1956). Fewer than five rating choices may 
make respondents feel constrained; more than nine 
options seems overly complex. The 5-point Likert 
scale is that most commonly used in organizational 
surveys. Usually the scale ranges from the lowest 
rating to the highest rating, although some prefer 
the reverse. In practice, direction makes less differ-
ence than consistency of direction.

The most common option is the agreement scale 
that ranges from strongly disagree to strongly agree. 
Other scales can be used for frequency (never to 
always), satisfaction (very dissatisfied to very satisfied), 
amount (none to all), or importance (low to high).

Some prefer an even number of rating points (no 
middle rating) instead of an odd number, usually 
because of a desire to force people to take one side 
or the other of an issue. Our data have shown that a 
4-point scale usually results in forcing people who 
are neutral to inflate their response in a favorable 
direction, a finding consistent with that reported by 



Implementing Organizational Surveys

635

Bishop (1987). In other words, even-point scales 
add error, which is why most surveys should have 
an odd number of rating points.

Number of questions. Thirty years ago, an 
employee survey not uncommonly had 200 or 
more questions and took up to an hour to com-
plete. Today, the acceptable window of time is often 
20 minutes. With modern technology, 20 minutes 
translates to about 70 questions. Pulse surveys, 
which are short topical surveys, often have 10 ques-
tions or fewer.

Survey fatigue is counteracted by a few different 
factors. Clustering similar items, using a consistent 
rating scale, using a scale with a content-appropriate 
number of options, using simple terms, avoiding 
too-similar items, providing an easy-to-use web 
interface—all of these things work to reduce fatigue 
and support survey participation.

Open-ended or written comments. All organi-
zational surveys should provide the opportunity 
for comment. Comments provide insight into the 
emotions and feelings behind the numerical results 
as well as perspective on issues not captured by the 
rated items. They also communicate the willingness 
of the survey sponsor to receive answers to ques-
tions that were not asked but are on the respon-
dents’ minds. Comments sections can be provided 
after each set of items, as discussed earlier, or at the 
end of the survey.

Demographics. Most organizational assessments 
include demographics that facilitate analysis by 
subgroupings of interest to management. The most 
commonly used demographic for organizational 
surveys is work group or department because, par-
ticularly for engagement surveys, the key advantage 
of the assessment comes from having small group 
meetings to discuss the group’s results.

Another common demographic in recent surveys 
has been age group, especially as it relates to genera-
tional differences. Lancaster and Stillman (2002) 
suggested age ranges to separate viewpoints by gen-
eration. With respect to communication, traditional-
ists (born between 1900 and 1945) often do not 
share information up or down levels. Baby boomers 
(born between 1946 and 1964) prefer annual formal 

communication and feedback, with weekly informal 
discussion. Generation Xers (born between 1965 
and 1980) give and seek immediate and regular 
feedback at all times. Millennials, or Gen Ys (born 
between 1981 and 1999), prefer visual, instant elec-
tronic communication. It is hardly surprising that 
these cohorts would have differing views of organi-
zational life, so age group has become a more com-
mon survey demographic.

Some organizations use the annual or semian-
nual survey as a way to monitor their affirmative 
action programs, so they may ask respondents to 
indicate their race or gender. When an organization 
does not want to seek sensitive information out-
right, one strategy is to ask the respondent whether 
he or she considers him- or herself “a member of a 
minority group based on race, religion, gender or 
sexual orientation.”

Other common demographics look at organiza-
tional level (senior executive, manager, supervisor, 
etc.). Tenure is often skipped because the results are 
typically U-shaped, that is, those who are new are 
usually positive, those who are less new are less pos-
itive, and those with longer tenure are more positive 
(i.e., short termers are generally optimistic and 
unhappy people leave).

For survey respondents, demographic questions 
can be a red flag. The more demographic informa-
tion a survey requests, the greater the skepticism 
about survey anonymity. In a 100-person company, 
how many female Asian/Pacific Islanders with 15 or 
more years of service between the ages of 45 and 55 
are there? Too many demographics can undermine 
trust. Focus groups may also guide decisions about 
the acceptable number of demographic questions.

Jargon, idiom, and multiple languages. Even 
without translation, some terms will cause trouble 
in some industries. An example of this is using the 
word safety or risk in a manufacturing setting ver-
sus, say, an entrepreneurial investment start-up. 
This type of problem is often caught in the focus-
group or pilot-test phase of the assessment process 
(Volume 3, Chapter 26, this handbook, provides 
considerably more information on this topic).

Multinational and multilingual surveys need  
a great deal of care in planning and execution.  
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Communications as well as logistics are likely to 
require more time. Avoid common jargon or slang, 
both of which tend to be difficult to translate. If pos-
sible, avoid industry jargon. Also, brevity of ques-
tionnaire items reduces the opportunity for 
confusing translations.

Step 3: Information Collection
Information collection has changed dramatically and 
mostly for the better with the expansion of the Inter-
net. In the author’s recent experience, 95% of orga-
nizations do their surveys online; however, some 
still use the traditional paper-and-pencil method, 
which actually still provides the highest response 
rates in places in which employees are all in one 
location, the company culture favors face-to-face 
meetings, or computers are not part of employees’ 
daily work experience.

Many good online survey platforms are available, 
and some of them will even permit short surveys 
free or at very low cost. Three common problems 
arise with online surveys: access, time-outs, and 
spam blockers. Regarding access, some organiza-
tions give different levels of web access to different 
groups of employees. If someone is invited to partic-
ipate in a survey, the part of the organization that 
sponsors the survey has an obligation to contact the 
information technology group and request the 
removal of blocks to access.

Regarding time-outs, information technology 
departments often set an amount of time that 
employees can remain on a Web page before auto-
matically signing them out. This is done to manage 
bandwidth resources. In practical terms, if an 
employee starts the survey, goes to lunch, and 
begins again, chances are nearly certain in most 
organizations that when the employee hits “com-
plete,” he or she will get an error message. The 
employee may have to start over. Therefore, a spe-
cial 12-hour window is highly recommended during 
survey administration.

Spam and e-mail blocking are becoming bigger 
problems. In some cases, information technology 
departments have been forced to restrict mass survey 
invitations. It is important to involve the informa-
tion technology department early, obtaining agree-
ment on a strategy for such individualized links.

Online access has implications for confidentiality 
and anonymity. A universal URL link to a survey has 
the advantage of simplicity and consistency. It is 
likely to create greater confidence that the organiza-
tion is not tracking the responses of a specific per-
son. The downside of the single link, however, is 
that someone can respond to the survey multiple 
times. There is no control on who can use the link. 
It can even be forwarded to those outside the organi-
zation, such as former employees.

One antidote to this problem is one-time-use 
passwords. This approach limits the number of 
times a person can respond, but it can leave the per-
son feeling that responses can be identified with the 
password and undermine the claim of anonymity, 
even if anonymity is actually well protected. If the 
one-time-use password approach is used, be sure to 
communicate ahead of time why this approach is 
being used, and take steps to make sure passwords 
are not tied to survey results. For example, pass-
words should not be tied to the data record or 
responses. One strategy is to encourage people to 
change their one-time-use passwords. Another is to 
have them go online to a separate, third-party site 
that generates the password for them.

Step 4: Results—Reporting and Analysis
What mix of data and graphics is best? A mixture of 
both is usually best, with numbers for data-oriented 
people and graphics for picture-oriented people. 
Figure 34.2 shows the format used by the author of 
this chapter, which is very typical for the presenta-
tion of survey results.

For number- or data-oriented people, display the 
frequency distribution for each item (e.g., five peo-
ple or 1% answered strongly disagree). Data people 
will also want to see the mean, or average, and the 
standard deviation, one measure of disagreement 
across raters.

For people who rely on graphics, it may be pro-
ductive to combine results from each scale category 
into three categories: unfavorable, neutral, and 
favorable. This approach usually results in a quick 
transfer of information. Another useful section sum-
marizes the scores of related items (scales) using the 
same data and graphic presentations. All “immediate 
manager” items, for instance, are averaged together 
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READING YOUR RESULTS 

11. Overall, I am satisfied working for this Company at the present time.

This report was designed to summarize the opinions given by individuals regarding the job and work environment
at your organization. The information below describes how to read the results.

"PERSPECTIVE" refers to the group of employees rating each question.
"ACTUAL" refers to the actual number of individuals who responded to a particular question.
"NR" refers to the number of employees who left the question blank.
"% of RESPONSES" refers to the percentage of "Actuals" who responded with a 1, 2, 3, 4, & 5. Due to
rounding, the totals of these percentages may be slightly above or below 100%.
"SD" refers to the standard deviation. SDs greater than 1.0 indicate a relatively high level of disagreement and
should be examined more closely.
"AVG" refers to the average. This is the average of all responses for a particular question.

Bar Charts are based on the following scale:
"1" means Strongly Disagree.
"2" means Disagree.
"3" means Neutral.
"4" means Agree.
"5" means Strongly Agree.

The actual results from question 1 are given below as an example:

Note: Ratings are indicated as a percentage value and graphically represented by a Bar chart.   

UNFAVORABLE RATINGS (1's or 2's) are shown as a percentage and represented as a BLACK BAR on the 
accompanying chart.  
NEUTRAL RATINGS (3's) are shown as a percentage and represented as a WHITE BAR on the accompanying 
chart.  
FAVORABLE RATINGS (4's or 5's) are shown as a percentage and represented as a GRAY BAR on the 

Depending on the actual results, there may be any combination of these three bars on your reports. The 
PREDOMINANT VIEW of each group is represented by the LONGEST BAR. Due to rounding, the combined 
percentages of these three bars may be slightly above or below 100%.

Perspective Actual NR
% Of Responses

Avg1 2 3 4 5
Unfavorable -- Favorable

0457 4.1147 372 7 8 8 8 84

082 4.3344 460 4 6 4 6 90

050 4.4440 520 0 8 8 92

All Sample Company

Central Division

Operations

FIGURE 34.2. Sample employee survey report page. Copyright 2011 by Performance Programs, Inc. Used with 
permission.
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to give a larger view. Both methods can be produc-
tively combined with a ranked summary of items—
typically the “10 most favorable” and “10 least 
favorable”—to help people get a quick read on 
strengths and challenges.

Most organizations like a multiplicity of reports. 
The idea is to provide relevant information to people 
at all levels, avoiding either too much or too little 
information. As an example, a senior finance execu-
tive might have a four-line report. One line shows 
information for the entire organization, one line 
shows information for the finance department, 
another line shows a summary of responses for the 
six people in the audit department, and a final line 
shows information for the eight people in account-
ing. A senior human resources person might have a 
two-line report, one showing the responses for the 
entire organization and one showing information for 
the six people in human resources. Obviously the 
human resources report would exclude the finance 
information, and vice versa. It is valuable to have 
small groups see how they scored their work group 
or department compared with some other relevant 
groups. That practice helps focus the upcoming inter-
pretation and review sessions, the subject of Step 5.

Step 5: Analysis and Interpretation
“How accurate are the results?” This is a natural first 
question about any survey report, but only one of a 
number of appropriate questions that lead to good 
analysis and interpretation. Accuracy—which can be 
thought of as how well the data represent reality—
depends on a number of factors. One answer to the 
question, though, is found through the response 
rate—the number of people responding divided by 
the total number in the population who were eligi-
ble to respond. Once a survey is complete, a confi-
dence interval can be estimated, based in part on the 
response rate.

Standards of interpretation. Four common stan-
dards are applied during survey interpretation: per-
sonal, comparative, external, and absolute.

The personal standard can be generated by  
simply considering whether the results are what a 
manager or managers would like them to be. The 
comparative standard uses some internal benchmark 

for comparison, such as prior survey results or 
department results versus whole organization 
results. The external standard compares results from 
one’s organization with results from other organiza-
tions. This approach is also referred to as a normative 
standard. Norms are often available from trade or 
industry associations or from some consulting firms.

The absolute standard is the most widely used 
and consists of comparing means or percentages to a 
specific standard. A very commonly used absolute 
standard is based on the percentage of favorable and 
unfavorable results. It provides the basis for compar-
ison shown in Table 34.2.

Neutral ratings. When responses cluster in the 
middle of a scale (say at 3 on a 5-point scale), 
interpretation can be puzzling. Some practitioners 
believe that if neutral ratings are 50% or more, the 
wording of the questionnaire item may be a problem 
(i.e., raters are not sure what the item is asking). 
The topic itself may be unclear or unimportant.

A more interesting possibility, however, is that 
opinions are in transition from negative to positive 
or vice versa. Any item with many neutral responses 
should be reviewed in feedback groups, which may 
provide some clarification. Unfortunately, neutrality 
may not be fully understood until a subsequent sur-
vey cycle.

TABLE 34.2

Survey Interpretation Rules of Thumb

Results Interpretation
Favorable results (%)
  ≥75 Outstanding strength

  67–74 Strength
Unfavorable results (%)
  ≥35 A critical issue

  20–34 a danger zone
Neutral results (%)
  ≥33% Potential problem with item wording; 

potential positive to negative (or 
vice versa) trend occurring

Note. These standards of interpretation for favorable and 
unfavorable survey results are rules of thumb widely used 
by organizational consultants. This is one of several ways to 
interpret the meaning of survey outcomes. Copyright 2011 
by Performance Programs, Inc. Used with permission.
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Response patterns. Patterns among responses 
are generally more important than the response to 
any single questionnaire item. A quick way to get a 
glimpse of patterns is to generate the 10 most favor-
able ratings and the 10 most unfavorable ratings. Be 
alert for inconsistencies. For example, consider a 
small work group’s results on two survey items:

1. “My immediate manager gives me the support I need 
to do my job.” This item received 70% favorable 
ratings, placing it on the 10-most-favorable list.

2. “Senior management provides the information 
I need to do my job.” This item received 45% 
unfavorable ratings, placing it on the 10-least-
favorable list.

People felt supported by the immediate manager 
but did not feel they got as much support from 
senior management. This pattern flags a level of 
alienation or distance that cannot be positive for 
relations with senior management.

Interpreting written comments. Written com-
ments often provide more negative or positive 
contrast than numerical results would lead one to 
expect. Comments express the feelings behind the 
numbers. There is a difference between viewing an 
average of 1.8 on a goal-setting item and an employ-
ee’s comment that “I haven’t a clue about what we 
are supposed to be doing.”

One of the simplest ways to analyze comments is 
to simply split them into favorable and unfavorable 
categories. An additional refinement is to categorize 
them again by topic. Another approach is to assign a 
“heat index” to comments, with higher ratings 
assigned to irate comments and lower values 
assigned to more neutral suggestions.

It is advisable to have someone, perhaps a third 
party who is familiar with the organization, review 
comments for appropriateness before they are seen 
by management. Did someone inadvertently identify 
themselves in a comment? In cases such as these, 
add a notation “Comment edited to protect anonym-
ity” and then make minimal edits that preserve the 
intent of the comment but provide reasonable pro-
tections to the respondent. Third-party review can 
also help flag instances in which serious charges are 
leveled at someone else.

Computer analysis of open-ended comments is 
an emerging field. Software products that can help 
interpret comments and methods to cull insights 
from these analyses are improving. Capabilities such 
as these are likely to encourage shorter surveys with 
more verbal content in the future.

Nonresponders. The only thing a researcher can 
know about nonresponders is that they did not 
respond. Nonresponse is most serious in audits, 
which typically do not have follow-up meetings as 
part of the process. If there are no feedback meetings 
after one of these surveys, there is no opportunity to 
hear from nonresponders.

For alignment and engagement surveys, nonre-
sponders will have another opportunity for input at 
the time of the feedback meeting. If there is a high 
rate of nonresponse, one strategy is to try again with 
a simple, anonymous two-question survey:

1. Did you respond to the original survey?
2. If not, why not?

The reasons for nonresponse have often fallen 
into one of two categories. Either people felt the sur-
vey was a waste of time, which is often the case 
when a prior survey yielded no apparent action 
afterward, or people felt threatened, such as in 
workplaces where prior similar efforts coincided 
with negative consequences, such as layoffs.

Step 6: Feedback and Action Planning
If the organization is conducting an audit survey, its 
work is complete at the end of Step 5. If the organi-
zation is conducting an alignment or engagement 
survey, it will continue to Step 6. Well-run feedback 
meetings mobilize people to change (Hinrichs, 
1996). Feedback is one way of thanking participants 
for the power they have given the organization by 
sharing information. It allows people to see that 
their views were recorded, and it also allows them to 
compare those views to others’. Small group meet-
ings allow for discussion of results and clarification 
of needed actions.

How to do feedback. Whenever possible, results 
should be generated for individual work groups. 
These reports drive work group feedback sessions 
in which employees have an opportunity to learn 
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results and share ideas for improvement. The man-
ager has a critical role at this stage, becoming the 
face of the survey process, so providing training 
and support on how to run a feedback meeting is 
worthwhile. Exhibit 34.2 provides a typical feedback 
meeting agenda (Connolly & Connolly, 2006).

Most organizations set aside 3 to 4 hours for two 
separate meetings. The purpose of the first meeting 
is to review results and clarify issues. The purpose of 
the second meeting is to identify which issues to 
address and some ideas to resolve issues, called 
action plans.

Action planning. We suggest encouraging work 
groups to select two issues from those revealed at 
the first meeting. The “rule of two” says the work 
group should pick one issue that it can resolve itself 
without outside input or approval and one issue that 
is outside of its control to change. This one simple 
idea achieves several objectives. First, it focuses 
action on a manageable number of changes. Second, 
it demonstrates that some of the changes can be 
achieved by the group itself. Third, it avoids dump-
ing problems on others. It is much better to select 
two issues to resolve, resolve them, and then hold a 
follow-up action meeting 6 months later to select an 
additional item. Exhibit 34.3 shows a typical action 
plan format (Connolly & Connolly, 2006).

SUMMARY

This chapter has addressed the interplay between 
individual and organizational assessments, with a 
particular focus on organizational assessment 
approaches. Assessment practices communicate 
care and thoughtfulness and can encourage 
employee engagement. Individual assessments of 
cognitive capacity, personality tendency, motive, 
and behavior can all lead to improved organiza-
tional performance. However, organizational prac-
tices can also affect individual performance, 
allowing leaders to create an environment in which 
individuals can thrive. Organizations that want to 
have assessment metrics can rely on three types of 
surveys: audits (to gather information), alignment 
(to analyze consistency between values and 
actions), or engagement (to identify and encourage 
employee involvement in solutions). The six steps 
of the survey process are a guideline on how to 
actually implement an organizational survey. Sur-
veys provide information and a structure for com-
munications and forward movement. They offer 
great potential to increase performance, yet they are 
neither simple nor magical in producing results. As 
with every worthwhile endeavor, if executed with 
care and respect for people, the benefits are a data-
rich asset for the organization.

Exhibit 34.2
Sample Agenda for an Employee  

Feedback Meeting

1. Review survey purpose, format, and administration.
2. Review survey response rate.
3. Distribute results; provide quiet time for reading.
4. Review results.
5. Manager interprets results.
6. Conduct initial feedback session for reactions to 

manager’s interpretation and suggested action plans.
7. Schedule follow-up meetings to determine progress on 

Action Plans from Step 6 and to develop more action 
plans.

8. Schedule action planning meetings.

Note. Copyright 2011 by Performance Programs, Inc. 
Used with permission.

Exhibit 34.3
Action Planning Issues Worksheet

WORKGROUP:   DATE:
INSTRUCTIONS: Fill out one copy of this form for each 

topic discussed during the feedback meeting that 
represents a problem that cannot be resolved by your 
group. Select ONE of these issues as your external 
priority, and forward a copy to Human Resources/
Survey Action Committee.

ISSUE SUMMARY:
ACTION RECOMMENDATIONS:
PERSON RESPONSIBLE FOR FOLLOW-UP (IN YOUR 

UNIT):
TARGET COMPLETION DATE:
COMPLETION DATE:

Note. Copyright 2011 by Performance Programs, 
Inc. Used with permission.
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CounTErProduCTIvE work 
BEhAvIorS: ConCEPTS, 

mEASurEmEnT, And 
nomoloGICAl nETwork

Deniz S. Ones and Stephan Dilchert

Every day, some individuals engage in behaviors 
that, rather than adding value to their organization, 
detract from it. Reasons for committing such acts, 
ranging from theft to abusing sick leave to violence 
at work, are diverse and can be situational or dispo-
sitional. However, what these behaviors have in 
common is that they are contrary to the legitimate 
goals of organizations (Sackett & DeVore, 2001). 
Empirical evidence has suggested that these individ-
ual behaviors are all part of a larger phenomenon of 
counterproductivity that incurs enormous costs to 
organizations, societies, and economies worldwide.

In 2003, the U.S. Bureau of Labor Statistics esti-
mated that U.S. companies lost 2.8 million produc-
tive work days each year owing to absenteeism. 
Associated costs were estimated at more than $74 
billion. Another U.S. Bureau of Labor Statistics 
(2006) survey revealed that nearly 5% of U.S. corpo-
rations reported incidents of violence in 2005 (inci-
dent rates were much higher in government) and 
that more than a third of those incidents had a nega-
tive impact on the workforce. In the private sector, 
the occurrence rates of violence involving customers 
and coworkers were about equal, and they increased 
with organizational size (among organizations with 
more than 1,000 employees, more than half reported 
incidents of workplace violence).

The work psychology literature has collectively 
referred to undesirable employee behaviors as coun-
terproductive work behavior (CWB). In the quest to 
better understand this construct, this chapter offers 
a measurement-based, quantitative, psychological 
perspective. The purpose is to provide an overview 
of CWB and its measurement in work psychology. 
To this end, first the construct space for CWB is 
defined, locating it in models of job performance. 
Second, competing definitions from the literature 
and the strengths and weaknesses of each are sum-
marized. Third, both broad measures and specific 
indicators of the construct and its lower order factor 
structure are described. Fourth, the reliability of 
scale scores in this domain is reviewed. Fifth, the 
measurement of CWB using observer reports is dis-
cussed. Sixth, findings on individual-differences cor-
relates of CWB measures from the meta-analytic 
literature are summarized. The authors also offer 
some recommendations for better conceptualization 
and measurement of the CWB construct domain.1

DEFINING THE CONSTRUCT SPACE

The economic productivity and viability of organiza-
tions depend on the productivity of their employees. 
Economically relevant employee behaviors in work 

Both authors contributed equally to this chapter.

1Throughout this chapter, in reviewing the relevant literature and drawing empirically based conclusions, we relied almost exclusively on meta-
analytic research. Two major reasons drove this decision. First, the literature on CWB is voluminous, especially when one considers the various 
alternate manifestations of the construct space (e.g., workplace deviance, employee aggression, unethical behavior). Thus, relying on meta-analytic 
summaries was a practical approach. Second, and more important, by pooling results across multiple studies, meta-analysis produces results that are 
less affected by sampling error. We also wanted to ensure that the review of the literature was not distorted by other statistical artifacts such as unreli-
ability in measures and various forms of range restriction, among others (see Hunter & Schmidt, 2004).
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settings are studied under the rubric of job perfor-
mance. Although the definitions of job performance 
are numerous (see Austin & Villanova, 1992, for a 
review), for the purposes of this chapter, the one 
offered by Viswesvaran and Ones (2000) is a distilla-
tion that is especially relevant to our understanding 
of the CWB construct. Viswesvaran and Ones 
defined job performance as “scalable actions, behav-
ior, and outcomes that employees engage in or bring 
about that are linked with and contribute to organi-
zational goals” (p. 216). Accordingly, both behav-
iors that positively contribute to organizational 
goals and behaviors that detract from achieving 
organizational goals are included in this definition. 
The latter constitute counterproductive behaviors.

Campbell’s model of performance (see Chapter 22, 
this volume) also includes both positive (enhancing) 
and negative (detracting) behaviors. On the basis of 
extensive research across a variety of jobs in the mili-
tary, Campbell, Gasser, and Oswald (1996) identified 
several behavioral clusters making up job perfor-
mance, among them maintaining personal discipline. 
This dimension corresponds to the avoidance of 
counterproductive behaviors and is described as “the 
degree to which negative behaviors, such as alcohol 
and substance abuse at work, law and rule infractions, 
and excessive absenteeism, are avoided” (p. 266).

Three key features can be identified for defining 
and measuring job performance constructs generally 
and in terms of their specific indicators: (a) They 
describe what employees do in work settings, (b) 
they can be scaled in terms of each employee’s net 
contribution to achieving organizational goals, and 
(c) they ought to be under the control of the individ-
ual performing them (see Campbell et al., 1996, for  
a detailed description of these features). In the past 
decade, the move has been toward acknowledging 
three primary performance domains: task perfor-
mance, organizational citizenship behavior (OCB), 
and avoidance of CWB (Sackett, 2002; Viswesvaran & 
Ones, 2000).2 Task performance includes behavior 
that is required of employees (Borman & Motowidlo, 
1997). OCB (also called contextual performance and 
prosocial behavior) refers to discretionary behaviors 
in work settings (Organ, 1988). Postulated facets of 

OCB include altruism, courtesy, civic virtue, rule 
compliance, sportsmanship, and interpersonal versus 
organizational OCB (see Hoffman & Dilchert, 2012).

Engaging in (and conversely, avoiding) CWB  
constitutes the third primary component of the job 
performance construct. This behavior includes a 
broad variety of phenomena. Employee absenteeism, 
abusive supervision, aggression, blackmail, bribery, 
bullying, destruction of property, discrimination, 
drug use, extortion, fraud, harassment, industrial 
espionage, interpersonal violence, kickbacks, lying, 
sabotage, sexual harassment, social loafing at work, 
social undermining, tardiness, theft, tyranny, viola-
tions of confidentiality, violence, and withdrawal 
behaviors have all been the subject of applied psycho-
logical research and are included in the CWB con-
struct space. As Ones and Viswesvaran (2003) noted,

Such behaviors can be termed (1) counter-
productive, as they detract from the pro-
ductive behaviors at work, (2) disruptive, 
as they disrupt work-related activities, 
(3) antisocial, as they violate social norms, 
and (4) deviant, as they diverge from orga-
nizationally desired behaviors. (p. 211)

Although large-scale meta-analytic evidence has 
supported the existence of a general factor of job per-
formance, some of the variability in job performance 
can better be modeled by taking the three primary 
lower level factors (task performance, OCB, and 
CWB) into consideration. That is, although task per-
formance, OCB, and avoiding CWB are all positively 
and substantially related to one another, the magni-
tudes of interrelationships leave room for divergent 
validity. The overlap between OCB and CWB has 
been of particular interest; recent meta-analytic 
work, however, has presented divergent validity evi-
dence for measures of both domains. Cumulating 
data from 49 studies including 16,721 individuals, 
Dalal (2005) estimated the true score correlation 
(i.e., correlation corrected for unreliability in both 
measures) between OCB and CWB as −.32 (the 
sample size weighted mean observed correlation was 
−.27). Subsequent meta-analyses have estimated 
relationships in the −.20 to −.50 range, depending 

2Nonetheless, job performance is a hierarchically organized construct with a general factor of job performance at its apex (even after controlling for 
the effects of halo error, the general factor accounts for 60% of the reliable variance in job performance ratings; Viswesvaran, Schmidt, & Ones, 2005).
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on the dimensions of OCB and CWB studied (Berry, 
Ones, & Sackett, 2007). Of equal import, nomologi-
cal networks of the two constructs have shown 
marked differences (see Berry et al., 2007; Dalal, 
2005; Hoffman & Dilchert, 2012; Ilies, Fulmer, 
Spitzmuller, & Johnson, 2009), substantially weak-
ening the argument that OCB and CWB are opposite 
poles of the same performance dimension.3

DEFINING COUNTERPRODUCTIVE  
WORK BEHAVIOR

Several popular and widely quoted definitions of 
CWB exist. Robinson and Bennett (1995) defined 
CWB as “voluntary behavior that violates significant 
organizational norms and in so doing threatens the 
well-being of an organization, its members, or both” 
(p. 556). Similarly, Sackett and DeVore (2002) 
defined CWB as “intentional behavior on the part of 
an organizational member viewed by the organiza-
tion as contrary to its legitimate interests” (p. 145). 
Spector and Fox (2005) defined CWB as “volitional 
acts that harm or are intended to harm organizations 
or people in organizations” (p. 151). These three 
definitions were careful to include only volitional 
behaviors and to exclude outcomes. However, the 
major difference is whether harm is intended.

Intent appears to be at the heart of Spector and 
Fox’s (2005) definition. An example they provided 
highlights this point well:

To qualify as CWB, the employee must 
purposely avoid using safe equipment 
or procedures, thus behaving in a reck-
less manner that results in injury, even 
though the injury itself was not desired. 
Alternately, the individual might engage 
in the behavior for the specific purpose 
of causing harm—for example, to dam-
age equipment. (p. 152)

Thus, according to Spector and Fox, CWB involves 
behaviors that result from employee choices and 
that is willful (e.g., retaliatory actions). Although 
Sackett and DeVore’s (2001) definition of CWB also 
made reference to intentional behaviors, their 
threshold for inclusion is lower, requiring simply 
nonaccidental behaviors. Hoffman and Dilchert 
(2012) argued for carefully broadening these popu-
lar CWB definitions. The authors agree with Hoff-
man and Dilchert’s assessment that not only 
volitional (i.e., nonaccidental) acts can harm organi-
zations and would add that intentional behavior is 
not the same as behavior and outcomes under the 
employee’s control. Regardless of cognition (i.e., 
whether explicit reasoning is involved) or motive 
(e.g., malevolence, clumsiness, habit), behaviors 
that detract from organizational goals and well-
being are counterproductive and thus ought to be 
considered CWB. One does not have to specify 
intentional behaviors to exclude accidental out-
comes from definitions of CWB.

The following definition that explicitly recog-
nizes CWB as a dimension of job performance can 
be offered: Counterproductive work behaviors are 
scalable actions and behaviors that employees 
engage in that detract from organizational goals or 
well-being and include behaviors that bring about 
undesirable consequences for the organization or  
its stakeholders. In this definition, no reference to 
organizational norms, intention to harm, or even 
cognitively reasoned actions is made. Harmful acts 
committed thoughtlessly, impulsively, and even out 
of (bad) habit are included among CWB, even when 
no premeditation occurs. This definition explicitly 
acknowledges a vast series of empirical findings on 
the failure to control wayward impulses (Gough, 
1971). Furthermore, this definition is in line with 
recent findings from the unethical behavior litera-
ture that suggest better prediction of unethical 
behavior than of unethical intentions, leading  

3Also, OCB and CWB are distinct from task performance both conceptually and empirically. Measures of the latter can include both work samples 
(typically assessing can-do aspects of performance and thus maximal performance) and ratings (traditionally assessing typical performance on job 
tasks). However, both OCB and CWB assessments focus almost exclusively on typical performance (i.e., how employees behave on a day-to-day 
basis). Thus, when relationships among the three primary components are examined, links with task performance may be affected by whether the 
task performance measures in question include maximal performance indicators. When all three constructs are assessed using typical performance 
measures, intercorrelations among them tend to be stronger (e.g., observed correlations in the .45–.65 range, true score correlations greater than .70; 
Hoffman, Blair, Meriac, & Woehr, 2007) than when task performance includes maximal performance measures (e.g., Sackett, 2002, estimated the 
observed relationship between task performance and CWB to be −.19 based on Project A data, in which task performance was measured using work 
samples and job knowledge tests).
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scholars to highlight “a need to more strongly con-
sider a new ‘ethical impulse’ perspective in addition 
to the traditional ‘ethical calculus perspective’” 
(Kish-Gephart, Harrison, & Treviño, 2010, p. 1).

MEASUREMENT OF 
COUNTERPRODUCTIVE WORK BEHAVIOR

Broad Measures of Counterproductive 
Work Behavior
Most early work on CWB in industrial psychology 
was focused on solving or alleviating applied prob-
lems, such as workplace accidents (e.g., Henig, 
1927), employee absences (e.g., Kornhauser & 
Sharp, 1932), or tardiness (Motley, 1926). Hence, 
early CWB measurement often relied on individual 
observations, single-item measures, or information 
coded from personnel records (Hoffman & Dilchert, 
2012), which emphasized easily quantifiable out-
comes rather than broad measures that assessed a 
comprehensive spectrum of counterproductivity, 
which in turn made it difficult to identify generaliz-
able patterns and build comprehensive theories of 
counterproductivity (Robinson & Bennett, 1995). 
However, as scholars shifted their focus from predict-
ing to understanding counterproductive behaviors at 
work, a variety of broader, multi-item, and multidi-
mensional measures were developed. Most measures 
included a list of several undesirable behaviors for 
which employees had to report either a frequency or 
whether they had ever engaged in them.

One of the earliest examples of a comprehensive 
CWB scale in the work psychology literature is that 
of Spector (1975). Using employee self-report data, 
Spector identified six interpretable factors among 35 
CWB items: aggression against others, sabotage, 
wasting of time and materials, interpersonal hostility 
and complaining, interpersonal aggression, and apa-
thy about the job. Other scales followed that opera-
tionalized CWB as a broad phenomenon of 
qualitatively distinct but empirically related behav-
iors (e.g., Robinson & Bennett, 1995; see the next 
section). Throughout the 1990s, CWB measures 
proliferated, with a variety of construct labels and 
measures with little cross-pollination. Table 35.1 
presents a selection of counterproductivity vari-
ables that have been proposed. For most of these 

constructs and corresponding scales, no divergent 
validity evidence has shown them to be distinct 
from other broad measures of CWB.

Table 35.1 also illustrates a more recent trend in 
CWB research. It lists a variety of narrower con-
structs that have been coined lately. In contrast to 
early CWB measures that focused on single observa-
tions of concrete CWB, these variables often involve 
multi-item measures akin to broad CWB scales dis-
cussed earlier, yet are limited to a narrow behavioral 
phenomenon (e.g., mobbing). Again, the problem is 
a proliferation of labels in parallel literatures that 
often do not build on prior knowledge of the unify-
ing CWB construct. In those literatures, few 
attempts have been made to provide divergent or 
convergent validity evidence with other aspects of 
CWB. Although the development and refinement of 
more nuanced scales can potentially make a contri-
bution to CWB research, the troublesome aspect of 
this development is the failure of many scholars to 
adequately position their scales in the wider nomo-
logical network and provide empirical evidence of 
their constructs’ validity.

Lower Order Structure of the 
Counterproductive Work Behavior 
Domain
One taxonomic and scale development effort that 
has received a considerable amount of attention is 
that of Robinson and Bennett (1995), who used 
multidimensional scaling to establish their typology 
of deviant workplace behaviors. Robinson and Ben-
nett first gathered 45 critical incidents of deviant 
behavior at work observed by a sample of office per-
sonnel and employed MBA students. A second sam-
ple judged a subset of critical incident pairs with 
regard to their perceived similarity. Robinson and 
Bennett’s interpretation of their multidimensional 
scaling results suggested that a two-dimensional 
model fit these data better than a one-dimensional 
one and that models of a higher order provided no 
notable improvement; Robinson and Bennett thus 
pursued the more parsimonious, two-dimensional 
model. They proceeded to examine subjects’ 
descriptions of the most common attributes that 
described the 45 deviant behaviors and used judges’ 
ratings of these attributes to identify the meaning of 
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the two underlying dimensions. The first replicated 
earlier reports (Wheeler, 1976) that CWB can be 
distinguished on a continuum ranging from minor 
to serious. The second, however, distinguished 
between deviant acts targeted at the organization 
versus interpersonally (e.g., against coworkers or 
supervisors). They termed the four quadrants prop-
erty deviance, production deviance, personal aggres-
sion, and political deviance.

Perhaps the most important contribution of Rob-
inson and Bennett’s (1995) model is the distinction 
between interpersonally and organizationally tar-
geted counterproductive work behaviors (here, 
CWB–I and CWB–O, respectively), which has 
received wide attention in the research literature. 
Bennett and Robinson (2000) provided a measure-
ment scale that reflects this distinction, which is 
now extensively use in CWB research. Its popular-
ity is driven, at least in part, by the fact that the 
CWB–I/CWB–O distinction is intuitively appealing 
to many and by the fact that the measure is easily 
available.

Two main issues have been raised regarding the 
viability and usefulness of this two-dimensional 
model of CWB. First, Dalal’s (2005) meta-analysis 
established a strong overlap between interpersonal 
and organizational CWB (ρ = .70, k = 20, N = 
4,136). Berry et al.’s (2007) meta-analysis reported 
a similarly strong construct-level relationship (ρ = 
.62, k = 27, N = 10,104), even though the two 
aspects of CWB have somewhat differing disposi-
tional and situational antecedents. Second, the 
development of the Robinson and Bennett (1995) 
taxonomy was based only on perceived similarity 
between different deviant behaviors, not on empiri-
cal evidence of their co-occurrence. This problem 
is a vexing but common one for taxonomic efforts 
in the CWB domain (Gruys & Sackett, 2003). The 
main reason is a concern regarding impression 
management (i.e., underreporting) when surveying 
individuals about the counterproductive behaviors 
they actually engage in at work. However, more 
recent studies using different sources of CWB mea-
surement (other ratings, objective records) have 
yielded results that replicate the distinction 
between CWB–I and CWB–O. For instance, Stew-
art, Bing, Davison, Woehr, and McIntyre (2009) 

used observer reports of CWB (using Bennett & 
Robinson’s, 2000, items); one of the three factors 
describing their data distinguished interpersonally 
from organizationally targeted deviance. Dilchert, 
Ones, Davis, and Rostow (2007) also replicated the 
CWB–I/CWB–O distinction and did so using objec-
tively reported data on co-occurrence of many 
qualitatively different CWB (e.g., sexual harass-
ment, at-fault motor vehicle accidents, violence). 
They relied on detected incidents of employee 
counterproductivity (reflected in the personnel files 
of 1,700 police officers). The correlation between 
the CWB–I and CWB–O factors was .52 (uncor-
rected), which corresponds precisely to the two 
meta-analytic estimates for self-report data (Berry 
et al., 2007; Dalal, 2005). Although it is clear that 
the two dimensions are far from distinct and that 
both correlate highly with the overarching factor, 
distinguishing between the target of CWB provides 
utility in current theoretical models and also seems 
to have applied use given differential patterns of 
dispositional and situational antecedents (see Berry 
et al., 2007).

Reliability of Counterproductive Work 
Behavior Measurement
Ones, Viswesvaran, and Schmidt (1993) reported a 
mean sample-size-weighted internal consistency reli-
ability of .69 for scores on CWB measures. Dalal 
(2005) pooled internal consistency reliabilities across 
49 studies (N = 16,721) and found that the sample-
size-weighted mean reliability coefficient for overall 
CWB measures was .77. The unknown composition 
of CWB included in the respective studies pooled 
makes direct comparisons difficult. Furthermore, the 
types of reliability estimates included in these analy-
ses likely varied (e.g., alpha, composite alpha, 
Mosier). However, taking the higher value of .77, it is 
clear that even perfect relationships with CWB (con-
struct level correlations of 1.00) would be attenuated 
to a maximal value of .88 owing to unreliability in 
CWB measurement (√.77 = .88). For interpersonally 
targeted CWB measures, sample size weighted reli-
ability estimates have been reported as .68 (k = 20, 
N = 4,136; Dalal, 2005) and .84 (k = 27, N = 6,357; 
Berry et al., 2007). For CWB targeting organizations, 
the sample size weighted reliability estimates have 



Counterproductive Work Behaviors

649

been reported as .77 (k = 27, N = 6,357; Dalal, 2005) 
and .82 (k = 22, N = 6,080; Berry et al., 2007).4

Interestingly, most of the CWB reliabilities 
included in meta-analytic estimates have been com-
puted for self-report measures. Viswesvaran, Ones, 
and Schmidt (1996) reported a mean internal con-
sistency reliability of .77 (k = 15, N = 3,438) for 
supervisory ratings of CWB. The mean interrater 
reliability estimate of CWB ratings has been 
reported as .58 for supervisors and .71 for peers 
(Viswesvaran et al., 1996). Pooling across the 13 
studies contributing to these estimates (N = 1,125), 
the overall interrater reliability is .67 (reliability of a 
single rater). Future research should assess the tem-
poral stability of scores on counterproductive behav-
ior measures in work settings. Stability versus 
dynamicity of CWB’s relationships with other con-
structs is a function of their temporal trajectory. 
Although Dalal, Lam, Weiss, Welch, and Hulin 
(2009) examined dynamic relationships of work 
behaviors, including CWB, their approach was 
geared to understanding within-person variability in 
the variables examined. Studying CWB in associa-
tion with other antisocial behaviors across the lifes-
pan can provide unique insights and opportunities 
to work psychologists

Measurement Using Observer Reports of 
Counterproductive Work Behavior
In applied settings, CWB measurement (especially 
that of narrow facets such as absenteeism, employee 
theft, etc.) has traditionally relied on organizational 
records, both because of the relative ease of mea-
surement and the fact that such information can eas-
ily be linked to other quantitative indicators of 
individual and organizational productivity. Even 
though such data are very meaningful to organiza-
tions, to the degree that they capture outcomes of 
counterproductive behaviors they may only be dis-
tally related to employee behavior (see the section 
Defining Counterproductive Work Behavior earlier 
in this chapter). From the point of CWB research 
and theory development, such measures (especially 

those that capture only single facets of CWB) also 
raise concerns about criterion deficiency and unde-
sirable measurement properties resulting from the 
problem of low base rates. With the advent of multi-
item, broad measures of CWB, the measurement 
mode, at least for research purposes, has shifted 
such that the vast majority of studies now use par-
ticipant self-reports.

Hoffman and Dilchert (2012) discussed the 
important role that self-reports play in CWB 
research. First, they circumvent the problem of low 
base rates often observed in objective or outcome 
measures of CWB. Ultimately, the most knowledge-
able source for information on employees’ on-the-
job behaviors are the employees themselves (Fox, 
Spector, Goh, & Bruursema, 2007). Hence, under 
conditions of confidentiality (and notwithstanding 
effects such as self-denial or memory loss), an 
employee should be able to provide the most accu-
rate criterion measurement with regard to the fre-
quency of CWBs engaged in over time. Because 
organizational records often suffer from low base 
rates because of undetected incidents and supervisor 
ratings suffer from a lack of opportunity to observe, 
self-reports play an important role when measuring 
CWB for research purposes.

However, as with any criterion measure, it is 
important to consider the accuracy of self-report 
CWB measurement. Given that CWB constitutes 
behaviors that result in harm, underreporting on 
behalf of employees is the prime concern. For most 
research applications, however, the question is not 
whether potential underreporting will affect the 
reported base rates of CWB, but whether such 
response behavior might distort the rank order of 
employees on the CWB measure (particularly rele-
vant for validation purposes). Hence, recent efforts 
to expand CWB measurement using other reports, in 
particular, supervisor and peer ratings (see de Jonge & 
Peeters, 2009; Fox et al., 2007; Stewart et al., 2009) 
might add value to broad CWB measurement. In this 
regard, it is important to evaluate the overlap of self-
reports with alternate measurement sources.

4The discrepancy between Dalal’s (2005) and Berry et al.’s (2007) findings are the result of the specific measures included in the respective summaries. 
Berry et al. included only those measures in their analyses that were broad measures of CWB that directly targeted the measurement of interpersonal 
and organizational CWB (e.g., Bennett & Robinson, 2000). Dalal included measures of varying specificity that could be classified as either interper-
sonal CWB or organizational CWB.
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Knowledge of self–other rating overlap in CWB 
measures addresses two important questions: First, 
when employees report on their own CWBs (even 
under conditions of confidentiality), do they provide 
information that concurs with that of other sources, 
strengthening the confidence one has in such poten-
tially motivated self-disclosures? (Conversely, one 
might ask whether, under conditions of confidenti-
ality, the overlap of self- and other reports is strong 
enough so that one might substitute self-reports 
with observer ratings when confidentiality cannot be 
guaranteed.) Second, do other reports potentially 
add informational value over and above that already 
contained in self-reports? That is, do other or multi-
source ratings pose the potential to increase the 
quality of the research on and knowledge of coun-
terproductivity at work? As Hoffman and Dilchert 
(2012) pointed out, the relative ease of collecting 
self-reports of CWB, and the strong theoretical argu-
ments for the quality of employee-reported informa-
tion (knowledge of actual behavior rather than 
opportunity to observe outcomes), mean that cur-
rently no substitute for self-report measures in CWB 
research exists. However, an external perspective 
might possibly supplement existing types of CWB 
measures in a meaningful way.

Berry, Carpenter, and Barrett (2010) recently 
provided a meta-analysis that sheds light on this 
question and leads to some provocative conclusions. 
Berry et al. cumulated data on the overlap between 
self-reports and CWB ratings from different sources 
(peers and supervisors, collectively termed other rat-
ings). They showed that self-reports on other ratings 
of CWB were moderately to strongly related. More 
important, data from the two types of sources exhib-
ited similar correlational patterns with a variety of 
external variables. One notable finding, however, 
was that self- and other reports correlated more 
highly for interpersonally targeted CWB than orga-
nizationally targeted CWB. The authors have previ-
ously argued that the opportunity to observe CWB 
varies across CWB domains. By definition, interper-
sonal CWB is harder to conceal because “typically, 
there is at least one person other than the perpetra-
tor involved (e.g., the victims of sexual harassment, 
violence, racially offensive conduct and behavior . . .)”  
(Dilchert et al., 2007, p. 625). Nonetheless, the 

mostly consistent pattern of external correlates of 
self-reports and other ratings of CWB from Berry  
et al.’s analysis is intriguing and poses questions of 
the utility of collecting other reports. They also 
point out that self-reports capture a wider spectrum 
of CWB (i.e., others, particularly supervisors, report 
observing fewer CWBs than employees report them-
selves). Their meta-analysis revealed that self-
reported mean levels of CWB were higher on 
average than those reported by observers. Berry  
et al. also showed that other ratings account for 
small amounts of incremental variance in external 
correlates above self-reports of CWB and hence con-
clude that the administrative difficulties associated 
with collecting such ratings might often not be justi-
fied. For research applications, especially when par-
ticipants’ confidentiality can be guaranteed and 
employees are convinced that they can respond hon-
estly without fear of negative consequences, self-
reports currently offer an acceptable approach to 
CWB measurement.

UNDERSTANDING THE NOMOLOGICAL 
NETWORK OF COUNTERPRODUCTIVE 
WORK BEHAVIORS MEASURES

Correlates and determinants of CWB are found in 
both individual differences characteristics and con-
textual factors. The former constitute the potential 
psychological capital and liabilities that individuals 
bring to their work environments. The latter capture 
the environmental influences that contribute to 
CWB. In this section, we describe the nomological 
network in terms of person-based correlates to 
enrich understanding of counterproductivity at 
work. Because of space constraints, the interested 
reader is referred to Spector and Rotundo (2010) for 
a summary of organizational justice variables, stress-
ors, and their influence on CWB. Here, readers first 
find a brief overview of relations with psychological 
individual differences variables, followed by a review 
of demographic variables and CWB.

Relationships With Psychologically  
Based Individual Differences
The relationships of CWB to personality characteris-
tics, cognitive ability, and individual cultural values 
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have been systematically studied and reported since 
the early 1990s. Recent qualitative and quantitative 
reviews of the literature have already provided much 
detail on CWB’s relationship with personality (Berry 
et al., 2007; Hoffman & Dilchert, 2012; Ones & 
Viswesvaran, 2003, 2011; Rotundo & Spector, 
2010). Thus, only a very brief overview is provided 
here, and the reader is directed to these sources for 
more detailed discussions.

Of the Big Five dimensions of personality, con-
scientiousness is perhaps the one most closely 
linked with avoidance of CWB. Both Salgado’s 
(2002) and Dalal’s (2005) meta-analyses estimated 
the conscientiousness–CWB true score relationship. 
Salgado’s estimate was ρ = −.26 (k = 13, N = 6276, 
r = −.16), whereas Dalal’s estimate was ρ = −.38 
(k = 10, N = 3,280, r = −.29). Berry et al. (2007) 
conceptualized CWB as explicitly incorporating 
interpersonal and organizational counterproductiv-
ity and estimated the relationship with conscien-
tiousness as a ρ of−.35. However, the relationship 
with CWB–O was stronger at ρ = −.42 (k = 8, N = 
2,934, r = −.34) than the relationship with CWB–I 
(ρ = −.23, k = 11, N = 3,458, r = −.19). Consci-
entiousness is more closely related to CWB–O than 
to CWB–I. Furthermore, a meta-analysis focusing 
on conscientiousness facets has reported that the 
dependability facet of the trait is more closely 
related to CWB than are the achievement, order, and 
cautiousness facets (Dudley, Orvis, Lebiecki, & Cor-
tina, 2006). On the basis of another two separate 
meta-analyses, conscientiousness also appears to be 
moderately related to at least one of the specific 
counterproductivity outcomes, accidents (Christian, 
Bradley, Wallace, & Burke, 2009, corrected correla-
tion −.26; Clarke & Robertson, 2005, corrected cor-
relation = −.27).

Agreeableness has also been related to avoidance 
of CWB. Salgado (2002) estimated the agreeableness–
CWB true score level relationship to be −.20 (k = 9, 
N = 1,299, r = .13). Berry et al.’s (2007) estimate 
using the CWB–I/CWB–O composite was higher  
at −.44. Agreeableness was a better predictor of 
CWB–I than CWB–O. The respective true score  
correlations were estimated to be −.46 (k = 10, 
N = 3,336, r = −.36) and −.32 (k = 8, N = 2,934, 
r = −.25). An interesting question is whether 

different forms of interpersonal CWB might be dif-
ferentially predicted by agreeableness.

The personality trait of neuroticism is also 
related to CWB, although at lower levels than con-
scientiousness and agreeableness. The meta-analytic 
estimate of the true score correlation is .26 (Berry  
et al., 2007). In contrast to conscientiousness and 
agreeableness, neuroticism relates similarly to 
CWB–I and CWB–O (.24 and .23, respectively). The 
construct of negative affect, which is related to neu-
roticism, also appears to be related to CWB. Three 
meta-analytic (unreliability corrected) estimates 
have been reported: .41 (Dalal, 2005), .29 and .28 
(CWB–I and CWB–O, respectively; Herchovis et al., 
2007), and .30 (Kaplan, Bradley, Luchman, & 
Haynes, 2009). Thus, the magnitude of the rela-
tionships of negative affect with CWB appears to  
be somewhat larger than those typically found for 
neuroticism.

Relationships of CWB with extraversion and 
openness to experience have either been negligible 
(Berry et al., 2007) or extremely variable (Salgado, 
2002). However, the positive affect facet of extraver-
sion has been reported to correlate −.34 (corrected 
for unreliability) with CWB (Dalal, 2005). Future 
research can benefit from examining whether the 
sensation-seeking facet of extraversion, which is 
conceptually related to several aspects of CWB, also 
displays useful relationships.

In addition to the Big Five dimensions and 
facet-level personality constructs just described, 
compound personality traits have been shown to 
relate strongly to counterproductivity at work 
(Ones, Viswesvaran, & Dilchert, 2005). Such com-
pound personality measures include integrity tests 
(Ones, Viswesvaran, & Schmidt, 2003), customer 
service scales (Ones & Viswesvaran, 2008), vio-
lence scales (Ones & Viswesvaran, 2001b), drug 
and alcohol scales (Ones & Viswesvaran, 2001a), 
and stress tolerance scales (Ones & Viswesvaran, 
2011). The relationships of these scales with CWB 
and its facets tend to be among the strongest for 
individual differences traits. All these measures 
assess compound personality traits defined by con-
scientiousness, agreeableness, and emotional stabil-
ity to varying degrees (Ones, 1993). Given  
the literature reviewed earlier, which showed that 
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conscientiousness, agreeableness, and emotional 
stability appear to function as antecedents of CWB, 
it is not surprising that personality measures con-
structed specifically to predict CWB and relevant 
behaviors also tap into these three constructs. 
Additional compound traits for which meta- 
analyses have reported relationships include locus 
of control and Machiavellianism (unreliability cor-
rected correlation of .25 with unethical behaviors 
in both cases; Kish-Gephart et al., 2010).

Until recently, the relationship between cognitive 
ability and CWB had been relatively unexamined. 
Few, inconsistent studies in this area either mea-
sured cognitive ability earlier in life (Roberts, 
Harms, Caspi, & Moffitt, 2007) or used small and 
restricted samples (Marcus & Schuler, 2004). How-
ever, three large-scale studies examining cognitive 
ability’s relationships with CWB have found moder-
ate relationships on par with those reported for con-
scientiousness and compound personality scales 
(Dilchert et al., 2007; McHenry, Hough, Toquam, 
Hanson, & Ashworth, 1990; Oppler, McCloy, & 
Campbell, 2001). Cognitive ability may have an 
inhibitory effect that keeps individuals from engag-
ing in CWB.5 Future models of CWB should include 
cognitive ability as one of the determinants of CWB.

Finally, individual-level cultural values have also 
recently been postulated to explain variance in 
CWB (Taras, Kirkman, & Steel, 2010). Higher 
scores on individualism and uncertainty avoidance 
and lower scores on power distance and masculinity 
are related to avoiding unethical behavior. The fol-
lowing relationships were reported in Taras et al.’s 
comprehensive meta-analysis of cultural values: 
Individualistic values correlated .39 with avoiding 
CWB (collectivistic values were associated with 
higher levels of CWB). Similarly, individuals scor-
ing high on uncertainty avoidance engaged in less 
CWB (.20). Lower scores on power distance were 
correlated .38 with CWB. Finally, feminine cultural 
values correlated .38 with avoiding CWB (all values 
are corrected for unreliability). Contemporary mod-
els of CWB may need to take into account cultural 
values as well.

Relationships With Demographic 
Variables
Table 35.2 summarizes the relationships between 
demographic variables and CWB found in the meta-
analytic literature. Demographic variables for which 
meta-analytic data could be located were age, ten-
ure, work experience, educational level, and gender; 
relationships with these demographic variables are 
modest.

Age displays small negative relationships with 
CWB. That is, older individuals appear to engage in 
less CWB than younger individuals. Although the 
difference between CWB–I and CWB–O in the way 
each relates to age does not appear to be large, a few 
specific domains of CWB display stronger negative 
relationships: production deviance (−.33, k = 3, 
N = 9,175) and theft (−.21, k = 3, N = 9,175) as 
well as tardiness. For the latter, depending on the 
specific meta-analysis and operationalization of tardi-
ness, correlations ranged between −.12 and −. 28. 
Some of these negative correlations could be the 
result of older employees having been caught and 
dismissed from the organization on the basis of CWB.

Relationships with tenure were also mostly small 
and negative. In meta-analyses that distinguished 
between self-reported versus externally detected 
CWB (i.e., supervisor ratings, peer ratings, organiza-
tional records; Ng & Feldman, 2010), the negative 
correlation of tenure was stronger with external 
records and ratings. Taken at their face value, these 
results would appear to lead to the conclusion that 
employees with less tenure engage in somewhat 
higher levels of CWB. However, when age was con-
trolled for, tenure tended to relate positively to CWB 
(Ng & Feldman, 2010). This finding may be par-
tially because longer tenured employees have more 
and different opportunities to engage in CWB 
(opportunity effect), the cumulative nature of CWB 
over time (toxic accumulation effect), and the norm 
violation entitlements afforded to longer tenured 
employees (blind organizational eye effect).

Work experience displayed a true score correla-
tion of −.20 with CWB, although relationships 
with organizational CWB appear to be somewhat 

5See Dilchert et al. (2007) for a discussion of the role of status variables such as socioeconomic status and educational level, which are often postulated 
to cause a spurious relationship between intelligence and delinquency.
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stronger. Given the findings for tenure reviewed ear-
lier, it may be valuable to disentangle these work 
experience effects from age effects in future research.

The weakest relationships with CWB among 
demographic variables are reported for educational 
level. Most meta-analytic estimates were between 
−.09 and .04 (see Table 35.2) with the exception 
of self-reported on-the-job substance abuse −.28 
(k = 10, N = 11,515, r = −.17), indicating that 
more educated individuals tend to engage in less 
substance abuse at work.

Finally, Table 35.2 summarizes gender differ-
ences on CWB variables. Rather than presenting cor-
relations, standardized mean-score differences 
between the sexes on CWB scales (Cohen’s d and 
corrected δ) are provided. A caveat in interpreting 
these effect sizes is that with the exception of Berry 
et al. (2007), most meta-analyses pooled point- 
biserial correlations. Such correlations are affected 
by the proportion of men and women in the respec-
tive samples and therefore may underestimate true 
relationships to the extent that the proportions devi-
ate from a 50–50 split. Because only the Berry et al. 
meta-analysis corrected for this effect, the estimates 
of gender differences in Table 35.2 might be conser-
vative. Nonetheless, women appear to engage in 
CWB at moderately lower rates than men. This effect 
seems to be somewhat stronger for CWB–I than for 
CWB–O). Unreliability-corrected d values were .43 
(Hershcovis et al., 2007) and .30 for CWB–I com-
pared with .24 for CWB–O (Berry et al., 2007).

DISCUSSION AND CONCLUSIONS

In this chapter, the authors presented an overview of 
the conceptualization, measurement, and nomologi-
cal network of the CWB construct. CWB is a pri-
mary dimension of job performance that is distinct 
from both task performance and organizational citi-
zenship. Various definitions of CWB were reviewed, 
and strengths and weaknesses of each were identi-
fied. A new definition of CWB is provided, one that 
embeds the construct more directly into existing 
models of performance and that is more in line with 
the accumulated empirical findings. The recent pro-
liferation of “new” CWB constructs leads to unnec-
essary fragmentation of the literature and hampers 

the generation of cumulative knowledge. The 
research literatures on many of these modish con-
structs grow in isolated silos (favoring idiosyncratic 
theories and antecedent variables) with few attempts 
to advance understanding of the CWB domain. The 
field needs a comprehensive, quantitative investiga-
tion of how various CWB constructs (general and 
specific, old and new) relate to one another in 
employee samples. Because dozens of CWB con-
structs have been proposed, defined, and measured, 
a meta-analytic approach may prove most useful in 
this regard.

Measurement reliability of CWB scale scores 
appears to be adequate and on par with the reliabil-
ity in measuring other job performance constructs. 
The interrater reliability of CWB measures is higher 
than that for overall job performance and other per-
formance facets (see Viswesvaran, Schmidt, & Ones, 
2005). Using other reports to assess CWB is a viable 
option and might be useful for counteracting some 
potential disadvantages of self-reports. However, 
self-report measures of CWB still play a crucial role 
in a domain in which the subjects themselves most 
often have better knowledge of their own behaviors 
and appear to share them unabashedly, especially 
under conditions of confidentiality.

CWB is clearly associated with specific individual 
differences and, to a lesser degree, demographic 
variables. Compound personality scales that amal-
gamate constructs from conscientiousness, agree-
ableness, and emotional stability domains (e.g., 
integrity tests) are especially helpful in predicting 
CWB in organizational settings. In addition to per-
sonality measures, cognitive ability and individual 
cultural values may also be valuable in identifying 
individuals likely to engage in CWB.

Counterproductive behaviors are naturally of 
great concern to organizations, economies, and  
societies at large. The burgeoning research literature 
on the CWB construct and its measures that has 
emerged in the past 20 years is impressive. The 
future of CWB research is bright.
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STErEoTyPE ThrEAT  
In workPlACE ASSESSmEnTS

Ann Marie Ryan and Paul R. Sackett

Given the widespread use of assessment tools for 
workplace decision making as well as findings 
regarding group differences in performance on those 
assessments (see Sackett, Schmitt, Ellingson, & 
Kabin, 2001, for a review), understanding environ-
mental factors that might differentially affect perfor-
mance is an important concern for those who 
develop and administer assessments in the work-
place. One such potential factor is stereotype threat, 
the inhibition of performance on a task because of 
concern about confirming a stereotype. The aim of 
this chapter is to discuss the applicability of existing 
research on stereotype threat to workplace assess-
ments and the implications of that research for the 
design and use of assessment tools in hiring, train-
ing, performance evaluation, and other work-related 
contexts.

Sackett and Ryan (2011) differentiated between 
two contexts in which stereotype threat is invoked. 
The first context, and the focus of this chapter, is 
settings in which the proposition is that threat has 
an artifactual effect on test scores (i.e., test takers do 
not demonstrate their true standing on the construct 
of interest because of threat). The second context is 
settings involving intervention aimed at true change 
in the construct of interest. For example, Good, 
Aronson, and Inzlicht (2003) described an interven-
tion over the course of a school year that imparted a 
position that intelligence was malleable to assess 
whether it led to higher achievement among seventh 
graders, as indexed by performance on statewide 
tests given at the end of the school year. Although 
the study involved a high-stakes test (e.g., used to 

influence promotion decisions), the argument was 
not that threat prevented students from demonstrat-
ing their ability when tested but rather that threat 
interfered with learning throughout the year, and 
the intervention helped remove those barriers. 
Again, our focus is on stereotype threat as a poten-
tial impediment to assessing current standing on a 
construct of interest, because it is in that context 
that stereotype threat is a potential impediment to 
unbiased assessment.

This chapter starts with a brief discussion of the 
basic tenets of stereotype threat theory. Whether the 
particular contextual features of workplace assess-
ments meet the theoretical requirements for the 
phenomenon to occur is noted. A more detailed 
summary of the very few studies conducted with 
actual workplace assessments is presented, and the 
need for and challenges in conducting research on 
this topic in workplace contexts is noted. Common 
misinterpretations of research findings on stereotype 
threat are discussed. The chapter concludes with 
thoughts on the applicability of threat reduction 
strategies for workplace assessment contexts.

THEORETICAL BOUNDARIES 
OF STEREOTYPE THREAT AND 
APPLICABILITY TO WORKPLACE 
ASSESSMENTS

Stereotype threat affects performance when an indi-
vidual underperforms on a task because of concern 
about confirming a negative stereotype about a 
group with which he or she identifies (Steele & 
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Aronson, 1995). Stereotype threat is typically 
induced in research by manipulating either stereo-
type salience or identity salience (Campbell & Col-
laer, 2009). For example, noting typical differences 
in math scores of men and women immediately 
before administering a math test would make that 
stereotype salient; making individuals self-identify 
their gender on a demographics form makes that 
identity salient. For stereotype threat effects to 
occur, a number of conditions need to be present 
(Steele, 1997, 2010); each of these conditions and 
their applicability to the typical workplace assess-
ment context is described in this section.

1. A consistent stereotype exists, and group mem-
bers are aware of its existence. One can think of many 
types of workplace assessments for which a consis-
tent stereotype exists: beliefs regarding ethnic 
minorities and cognitive ability, women and math, 
age and technology, women and physical strength, 
and women and leadership. Note that the presence 
of a stereotype may reflect a true state of affairs. For 
example, reports that on average men have greater 
physical strength than women is not controversial. 
The question of interest is whether the observed dif-
ference provides a distorted estimate of the true dif-
ference because of the presence of stereotype threat.

One should not automatically assume that test 
takers are aware of the stereotype’s existence. For 
example, younger students in France believe girls 
are better in math than boys (Martinot & Desert, 
2007); much research on stereotype threat aware-
ness focuses on changes in awareness in young 
children. However, some evidence of individual 
differences in stereotype awareness has been found 
in adults as well. Hall and Carter (1999) illustrated 
that the ability to accurately note gender differ-
ences is an individual difference, although across 
five samples accuracy was quite high, suggesting 
that most people are aware of gender stereotypes. 
Others have also documented the pervasiveness of 
knowledge of many stereotypes (Augoustinos, 
Innes, & Ahrens, 1994; Devine, 1989; Lepore & 
Brown, 1997). Thus, this condition would gener-
ally be met for a number of different types of work-
place assessments and for individuals of a number 
of different social categories. Further research  
on stereotype awareness among applicants for  

common workplace assessments would shed light 
on how often this condition is met.

2. The task must be seen as diagnostic. Assessments 
in the workplace are used for evaluative purposes 
because they serve as the means to evaluate individ-
ual suitability for hire or promotion or advancement 
from training. Sometimes assessments are used in a 
developmental context (e.g., giving feedback on 
leadership skills), in which they are seen as diagnos-
tic of some underlying skill, ability, knowledge, or 
personal characteristic. Once again, evidence has 
been found of variability across individuals in per-
ceptions of the diagnosticity of assessments. For 
example, in a meta-analysis of applicant reactions to 
testing procedures across 17 countries, Anderson, 
Salgado, and Hulsheger (2010) found variability 
across individuals in perceptions of the validity of 
commonly used selection tools. We wonder too 
whether the boundary condition here was beliefs 
about the appropriateness of using something for 
diagnosis or the fact that something is used to evalu-
ate or judge, regardless of whether one thinks that it 
is effective for that aim. Further research on what the 
precise nature of the boundary condition is would be 
useful (e.g., if individuals do not see a test as high in 
predictive validity, are they less susceptible to stereo-
type threat even if the test is used to evaluate them?).

3. The stereotype must be relevant to the individual 
during a situation in which the individual is at risk of 
confirming the stereotype. Relevance of a stereotype 
will be affected by what the individual believes is 
being assessed. For example, a stereotype regarding 
gender and leadership will not induce stereotype 
threat if a female test taker does not recognize the 
test as a measure of leadership ability. For many 
assessment tools, it may be obvious to the test taker 
what the aim is, and most organizations do try to be 
explicit about what constructs are assessed. How-
ever, there are cases in which test takers may not 
understand the real purpose of an assessment (e.g., 
an interview question that is very general, such as 
“Tell me about yourself”) or in which a measure is 
not particularly face valid. In those cases, even if a 
stereotype exists regarding the performance of the 
individual’s social group, threat will not be experi-
enced because the stereotype is not seen as relevant 
to the assessment.
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For the many workplace assessments in which 
individuals know the construct being assessed, are 
stereotypes seen as relevant? Typical stereotype 
threat research studies involve some manipulation 
to make the stereotype salient, but the actual 
saliency of stereotypes in real-world assessment con-
texts likely varies. Many stereotype threat studies 
have relied on a blatant presentation of a stereotype 
before testing to induce the effect, such as stating 
that one group is expected to perform more poorly, 
something that would not occur in any workplace 
assessment settings of which we are aware (Sackett, 
Hardison, & Cullen, 2004). Therefore, it is impor-
tant to consider the research studies involving more 
subtle cues—such as manipulations of the testing 
environment to increase identity salience—as a 
more realistic simulation of what might occur in 
workplace testing. Nguyen and Ryan (2008) noted 
that effect sizes of stereotype threat on cognitive 
tests do appear to differ depending on cue type as 
well as group stereotyped, but subtle cues do pro-
duce moderate effects in lab settings. Are subtle cues 
present in workplace assessment contexts? Being 
asked to fill out a demographic questionnaire before 
taking a test or taking the assessment in a room in 
which the majority are of one ethnic, racial, or gen-
der group are common subtle cue manipulations 
that may be present in many workplace assessment 
contexts.

Steele (1997) has argued that stereotype threat is 
“in the air” in that one need not manipulate any-
thing to make stereotypes relevant in high-stakes 
assessment contexts because their relevance is per-
vasive for members of the social groups to which 
they apply. However, given the wide variability in 
what is assessed and how it is assessed in today’s 
workplace tools, it is important to measure whether 
a stereotype is seen as linked to a particular tool 
rather than assuming this occurs; organizational 
psychologists could contribute much to the under-
standing of boundaries to effects by addressing this 
issue for common assessment methods. That is, 
individuals must be aware of the stereotype’s exis-
tence, must have a sense of what construct the 
assessment is meant to measure, and see those as 
linked in that context. In sum, although this condi-
tion may often be met for several popular types of 

assessments, it is not something that should be uni-
versally assumed in the typical uses of workplace 
assessments.

4. The task must be “at the frontier of a person’s 
skills” (Steele, 2010, p. 109); in other words, the 
assessment needs to be a highly difficult one. In his ini-
tial stereotype threat experiments, Steele (2010) 
noted that on average test takers got only 30% of the 
items correct—the tests were very difficult even for 
a highly select group, Stanford students. Nguyen 
and Ryan (2008) also noted that test difficulty mod-
erates stereotype threat effects on cognitive ability 
tests, with stronger effects for highly difficult rather 
than moderately difficult tests.

Are workplace assessments of high difficulty? 
One challenge in answering this question is that the 
theoretical proposition has to do with difficulty in 
terms of the individual’s skill level, not as a property 
of the test for a group of test takers. For example, 
some training assessments and some selection 
screening tools have a low cut score in that their aim 
is to screen out the truly unqualified. However, the 
fact that the cut score is low is likely not known to 
the applicant, whose judgment of difficulty is likely 
based on the perceived proportion of items 
answered correctly. Some measures are designed for 
broad use (e.g., a commercially published cognitive 
ability test), and the difficulty experienced is likely 
to vary widely across jobs that attract applicant 
pools differing in ability. Other job assessments are 
tailored to a specific job, and care is taken to include 
no items more difficult than required for the job. 
Indeed, court cases have revolved around employ-
ees’ testing for skills not required or at a level of dif-
ficulty beyond the job requirements. For example, 
the Lanning v. Southeastern Pennsylvania Transporta-
tion Authority (1999, 2002) case required setting 
cutoff scores at the minimum qualification level 
rather than as high as an organization might desire 
for business purposes. Although this case was not 
about the difficulty of the test and other guidelines 
and cases have implied that employers simply need  
a reasonable business rationale for setting cut scores, 
it highlights that many employers do not give very 
difficult assessments but design difficulty levels 
around minimal rather than maximum job require-
ments. In sum, most assessments will not be  
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perceived as highly difficult for those with the skills 
needed for the job but may be difficult for applicants 
lacking those skills. Thus, it is possible that some 
applicants may experience threat, but those who do 
are those lacking the needed skills—which suggests 
that a question more nuanced than “Do applicants 
experience threat?” is needed. The question of interest 
is “Do applicants with the skill level that would result 
in their selection absent threat experience threat?”

Steele (2010) noted that if a task is within an 
individual’s skill level, he or she will not experience 
frustration but will perform well in the presence of a 
stereotype. Employers may encourage individuals to 
apply only for jobs for which they are clearly quali-
fied (i.e., within their skill level) by, for example, 
having them do self-assessments of job fit and prac-
tice assessment items. Moreover, there is the inter-
esting possibility that test-taker perceptions of 
difficulty may be affected by threat mechanisms. 
That is, if stereotype threat does draw cognitive 
resources away from answering test questions 
(Schmader, Johns, & Forbes, 2008), then it is likely 
that those test takers will feel the test is more diffi-
cult. However, for many workplace assessment con-
texts and many test takers, this condition of highly 
difficult may not be met.

5. The individual must identify with the domain 
with which the stereotype is linked; that is, the individ-
ual must care about being seen as being skilled and 
capable in that domain. Steele (2010) referred to 
those who are strongly identified as the vanguard in 
an area. Whether this vanguard condition is fully 
met in workplace assessments is interesting to con-
sider. More often than not, assessments in the work-
place are high stakes. That is, assessments typically 
serve as input into decisions that have important life 
consequences for the individuals taking them, such 
as obtaining a job, obtaining training certification, 
or being marked as having high potential for 
advancement. Workplace assessments are given in 
contexts in which individuals are seeking highly 
desired outcomes and have a very high motivation 
to perform well; thus, individuals in these contexts 
do care about being viewed as competent.

However, typical test takers in workplace set-
tings will vary substantially in domain identifica-
tion. Workplace assessments cover a wide variety of 

constructs (general cognitive ability, specific job 
knowledge, personality characteristics, work styles). 
Some of these constructs may be domains with 
which individuals strongly identify (e.g., knowledge 
of psychology for individuals seeking a psychology 
license), but many others will be ones in which 
much greater variability in identification for a given 
pool of test takers will occur (e.g., conscientiousness 
for a plant technician position). To illustrate, indi-
viduals might need to take a basic math skills test 
for an entry-level customer service representative 
position in which they will be handling cash and 
counting inventory. If asked, a sizable portion of the 
applicant pool will likely report being not highly 
math identified (i.e., they are not math majors or 
individuals pursuing careers requiring high math 
skills). Lab studies in which stereotype threat effects 
are produced involve preselecting individuals who 
care about the domain; for many job skills that are 
the basis for screening instruments, most applicants 
will not feel the level of identification present in 
these lab samples.

Logel, Iserman, Davies, Quinn, and Spencer 
(2009) noted that in real-world settings, even those 
not strongly identified with the domain will be moti-
vated to do well because of the consequences associ-
ated with performance. That is, individuals’ desire to 
perform well on workplace assessments may be both 
intrinsically and extrinsically motivated in some 
cases, but only extrinsically motivated (i.e., I must 
do well to get this job) in others. However, motiva-
tion and domain identification are hardly synony-
mous, raising questions about whether the domain 
identification condition is met for many assessees in 
typical workplace assessment contexts. Further 
research that separately examines the independent 
effects of domain identification and test-taker moti-
vation would be useful.

6. Some level of identification with the stereotyped 
group must exist. Steele (2010) described stereotype 
threat as a stigma-related contingency of a specific 
identity; therefore, individuals must see the identity 
as applicable to themselves. For example, if a 
55-year-old man is well aware of stereotypes regard-
ing age and technology and is taking an assessment 
evaluating his technological skills but does not view 
himself as old, threat is less likely to be induced, 
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because individuals are not threatened by stereo-
types that they do not see as applying to themselves. 
If the stereotype is not seen as applicable (e.g., 
Whites and cognitive ability tests), performance will 
be either unaffected or, in some cases, an increase 
can occur because of stereotype lift (Walton & 
Cohen, 2003). Presumably, many individuals will 
have some level of identification with their gender, 
ethnic, and other social categories; what level of 
identification is required for stereotype effects to 
occur remains an open question. Schmader (2002) 
demonstrated that women lower in gender identifi-
cation were less vulnerable to stereotype effects on 
math tests.

In summary, although many workplace assess-
ment contexts will meet some of the boundary con-
ditions of the theory for many test takers (e.g., 
awareness of a common stereotype), considerable 
variability is likely in whether other conditions are 
met in a particular assessment context for various 
test takers (e.g., highly difficult, high domain identi-
fication). Lab studies are purposely designed to 
ensure the conditions to produce an effect are  
present—individuals can be made aware of a stereo-
type, and its relevance to the task can be pointed out 
to them directly. Individuals can be preselected for 
study participation on the basis of their levels of 
domain identification, and tests can be selected that 
are highly difficult for that group. In workplace con-
texts, greater variability across contexts and people 
in these theoretically required conditions is highly 
likely. Assuming that stereotype threat automati-
cally occurs when tests are administered for work-
place decision making is not in line with the basic 
tenets of Steele’s (2010) theory of stereotype threat.

STEREOTYPE THREAT RESEARCH 
CONDUCTED IN WORKPLACE SETTINGS

Having established that the conditions for stereotype 
threat to occur are not always present in workplace 
contexts, let us consider the question of whether 
there is any evidence that stereotype threat effects 
do occur in the workplace. Hundreds of studies on 
stereotype threat effects have been conducted in lab 
settings. However, only a handful of studies have 
specifically sought to examine stereotype threat with 

regard to workplace assessments. This small body of 
research has some clear limitations.

First, several studies have looked at simulated 
applicant settings (Mayer & Hanges, 2003; McFar-
land, Lev-Arey, & Ziegert, 2003; Nguyen, O’Neal, & 
Ryan 2003; Ployhart, Ziegert, & McFarland, 2003), 
in which a lab study participant is asked to role-play 
an applicant taking an assessment for employment 
purposes. These studies have generally found little 
evidence of stereotype threat effects, but there are 
limitations to interpreting the lack of observed 
effects because of the absence of a true control (i.e., 
non diagnostic testing condition; Steele & Davis, 
2003). These studies also suffer from concerns that 
plague many laboratory studies on selection con-
texts in that research participants are simply not as 
motivated to succeed as are real-world applicants.

Second, several studies have been focused on 
educational admission and placement contexts. 
These studies have had contextual features similar 
to workplace assessment; these assessments are 
high-stakes ones given to examinees with a strong 
interest in obtaining admission to the institution of 
interest or placement into an advanced course on 
the basis of evidence of prior achievement. Also, 
educational tests in the cognitive ability domain are 
very similar to cognitive ability tests used in the 
employment setting (Frey & Detterman, 2004). As 
in the workplace setting, replicating the common 
laboratory stereotype paradigm in an operational 
educational admissions setting is difficult, and so 
two strategies are used. One is to rely on the differ-
ential prediction paradigm commonly used to assess 
predictive bias in the relationship between test 
scores and criteria. This approach focuses on regres-
sion lines relating test scores and criteria for threat-
ened and nonthreatened groups and develops 
predictions as to the effects that stereotype threat 
would have on these regression lines if threat was 
affecting scores. Two studies have used this 
approach with operational admissions data; neither 
has found evidence of the pattern of relationships 
that would be expected if threat were operating 
(Cullen, Hardison, & Sackett, 2004; Cullen, Waters, 
& Sackett, 2006).

The other strategy is to rely on the limited opportu-
nities for experimentation or quasi-experimentation. 
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One study receiving considerable attention (Stricker 
& Ward, 2004) randomly assigned test takers to 
report demographic information (i.e., race, gender) 
either before or after completing a test, a subtle 
manipulation that had been found to produce threat 
effects in laboratory settings. Stricker and Ward 
(2004) looked at several tests and concluded that 
the pattern of results did not produce evidence of 
threat effects. Danaher and Crandall (2008) reana-
lyzed the Stricker and Ward data and argued that 
there was indeed support for threat effects. Looking 
at one test of advanced placement calculus, they 
found that women performed more poorly when 
asked to report gender before the test, and they pro-
jected the magnitude of the effect to the full test- 
taking population and estimated that threat resulted 
in the wrongful denial of advanced placement credit 
to 4,731 women. Sackett and Ryan (2011) took 
issue with this conclusion, noting that for a second 
test an effect of roughly comparable magnitude was 
found, but in the opposite direction (women per-
formed more poorly if asked to report gender after 
the test) and that for a third test there was no effect 
in either direction. Thus, only a selective review of 
the data from Stricker and Ward supports an inter-
pretation of threat. Considering all of the evidence, 
one would conclude no net effect exists for the sub-
tle intervention in a real test-taking situation. Other 
studies in operational testing settings include 
Walker and Bridgeman’s (2008) examination of a 
potential spillover effect (i.e., whether scores on a 
critical reading subtest differed as a result of the 
test’s following a math, reading, or writing subtest). 
Walker and Bridgeman concluded that there was no 
evidence of stereotype threat resulting from the type 
of test to which examinees were first exposed. Also, 
Walters, Lee, and Trapani (2004) examined whether 
having a proctor of the same or a different race or 
ethnicity or of a different gender affected operational 
GRE performance. Findings were not consistent 
with what would be expected if a different-race or 
different-gender proctor induced stereotype threat. 
Only a few significant differences were found, and 
those differences were small effects in the opposite 
direction than expected.

Moving to studies in the employment domain, 
one study examined archival applicant data. Kirnan, 

Alfieri, Bragger, and Harris (2009) examined 
whether demographic questions asked before or 
after a cognitive ability test served as a stereotype 
threat cue. They did not find strong evidence of ste-
reotype threat effects; however, they noted a number 
of weaknesses in their design (i.e., differences in test 
difficulty and potentially in applicant pool quality 
across conditions) that make interpretations difficult.

Also, one field study examined self-reported ste-
reotype threat and found little evidence of an effect 
on performance in a promotion context (Chung, 
Ehrhart, Ehrhart, Hattrup, & Solamon, 2010). How-
ever, in his writing, Steele (1977) has made it clear 
that one need not be consciously aware of threat to 
experience its effects (Steele, 1997), so the conclu-
sions one can reach from this study are also limited.

Recently, Meyer and Melchers (2010) examined 
stereotype threat in performance in computer- 
simulated problem-solving tasks called microworlds. 
The microworld task was seen as stereotypically 
male linked in that it involved computer-based 
administration and was presented as being diagnos-
tic of managerial performance, and ample research 
has indicated negative stereotypes of women’s mana-
gerial competence (Duehr & Bono, 2006). In Study 
3 of their article, they examined applicants for entry-
level management positions at a bank who partici-
pated in the microworld at an assessment center. 
They considered gender composition of the group 
being assessed as an index of experienced threat and 
found that women who were solo in the group per-
formed more poorly in the microworld than those in 
groups with more women (accounting for an esti-
mated 5.8% of variance in performance).

However, Meyer and Melchers (2010) also con-
sidered a group discussion exercise as a task that 
was not stereotyped, and it showed no effects of 
group composition on performance in the discus-
sion. They argued that the discussion was not a ste-
reotyped task because it was a verbal discussion, and 
there are no negative stereotypes about women’s 
verbal abilities. However, all of the exercises were in 
the context of a managerial assessment center, and 
Meyer and Melchers (2010) offered general stereo-
types about managerial jobs (“think manager, think 
male”) as the basis for their expectations for gender 
differences in microworld performance. So why 
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threat effects would be observed for one exercise but 
not for others is not clear.

In sum, really very little research exists specifically 
on the topic of stereotype threat effects in workplace 
assessment contexts, and the only study to demon-
strate effects is the unpublished Meyer and Melchers 
(2010) piece. Two questions seem important to 
address: (a) Why can the large body of research on 
stereotype threat produced in lab settings not be 
viewed as generalizing to the workplace assessment 
context, and (b) why are there not more studies con-
ducted in workplace assessment contexts?

The answer to the first question remains a source 
of debate. In this chapter, we have outlined a num-
ber of key conditions noted by leading stereotype 
threat theorists as being necessary for threat effects 
to occur, and we have illustrated that although some 
are most likely present in most workplace assess-
ment contexts, others are likely to be absent from 
many applied settings. This does not mean that ste-
reotype threat effects do not occur with workplace 
assessments, but rather that assuming they are ubiq-
uitous would not be in keeping with the tenets of 
the theory. Generalizing from lab to field settings 
involves moving from the question of “Can this hap-
pen?” to “Does this happen?” Although the hun-
dreds of lab studies with student participants show 
that one can indeed produce stereotype threat 
effects, the differences between these studies and 
prototypical workplace assessments in terms of ste-
reotype salience, task difficulty, test-taker domain 
identification, and other aspects still leave the ques-
tion of “Does this happen?” unanswered.

The answer to the second question of why there 
is not more research on workplace assessments 
resides in the methodologies used in the laboratory 
to produce stereotype threat effects. As noted ear-
lier, studies manipulate either stereotype salience or 
identity salience, by either increasing them or reduc-
ing them. Typical manipulations of stereotype 
salience (telling test takers that those of one group 
perform more poorly on a test right before adminis-
tering it or telling test takers there are no differences 
between groups) are not going to occur in work-
place settings. Indeed, the latter would be highly 
problematic in a legal and ethical sense when it is  
in fact false (i.e., there are group differences in  

cognitive ability test scores). As discussed in the 
next section, manipulating identity salience is also 
challenging in workplace contexts. Indeed, any type 
of experimental manipulation that is thought to 
affect test scores in a high-stakes context would be 
ethically (and likely legally) problematic (Nguyen & 
Ryan, 2008), which leaves researchers with examin-
ing naturally occurring quasi-experiments (e.g., a 
change in testing procedure; Kirnan et al., 2009) or 
using observational studies as the only feasible 
research designs, which certainly pose more chal-
lenges to making causal inferences regarding stereo-
type threat effects.

APPLICABILITY OF STEREOTYPE 
THREAT REDUCTION STRATEGIES TO 
WORKPLACE ASSESSMENTS

One question that arises from workplace assessment 
users is, “What can one do to reduce the likelihood 
of stereotype threat effects?” That is, from a practi-
cal standpoint, whether one knows for sure an effect 
is occurring, what types of strategies might be used 
to lessen its likelihood?

A strong desire may exist to see reducing stereo-
type threat as a solution to the problem of adverse 
impact (i.e., disproportionate hiring rates) associ-
ated with many common selection assessments 
tools. As individuals attempt to draw inferences 
regarding the meaning of stereotype threat research 
for use of assessments in workplace contexts, care 
must be taken not to make some common misinter-
pretations of this research. That is, stereotype threat 
is a within-group effect and as such should not be 
presented automatically as an explanation for 
between-groups differences (see Sackett, 2003, and 
Sackett et al., 2004, for examples of this misinterpre-
tation). Research on eliminating stereotype threat 
has been interpreted as demonstrating an elimina-
tion of group differences, but it is not the case 
because individuals in different groups are statisti-
cally equated on ability measures in these studies. 
That is, removing stereotype threat still leaves siz-
able group differences in performance. For example, 
even if a particular use of a cognitive ability test for 
selection was a context that would meet all the con-
ditions noted earlier for stereotype threat to occur 
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for minority test takers, removing or reducing threat 
in that context would not lead to a total elimination 
of group differences in performance on the cognitive 
ability measure.

With that very important caveat in mind, one can 
look to the laboratory research on stereotype threat 
removal as to what strategies have been promoted as 
effective and examine whether they can be used in 
the typical workplace assessment context.

1. Nullify the stereotype (Spencer, Steele, & 
Quinn, 1999). One of the most widely studied meth-
ods for reducing stereotype threat is the nullifica-
tion of the stereotype—telling individuals that it is 
not true. As noted earlier, nullification is not possi-
ble when it is contrary to evidence. Many (but not 
all) tests used in employment settings show sizable 
group differences, and to state that differences do 
not exist does not refute a stereotype but rather 
provides false information to test takers. Although 
this strategy is touted as a simple one for stereotype 
threat researchers to use, it is not an ethical one to 
use outside of an artificial lab setting (Campbell & 
Collaer, 2009).

A less potent manipulation than nullifying a ste-
reotype is finding ways to “decouple” it from the 
assessment or make it less salient in that context. 
For example, Steele (2010) reported telling test tak-
ers that although the stereotype does exist, it is not 
true of that particular test. Once again, the challenge 
here would be whether an employer could indeed 
make that statement about his or her particular 
assessment tool. Given the ubiquity of group differ-
ences on cognitive ability tests (Sackett et al., 2001), 
the ability to use decoupling strategies for many 
workplace assessments is unlikely.

2. Describe the assessment as nondiagnostic (Alter, 
Aronson, Darley, Rodriguez, & Ruble, 2010; Steele & 
Aronson, 1995). Another commonly used removal 
strategy in stereotype threat research is to tell indi-
viduals that the task in which they are engaging is 
not diagnostic of ability in an area, often describing 
it simply as a measure of problem solving. This 
strategy is also entirely infeasible in workplace 
assessment contexts, where stating that something 
will not be used to diagnose skills and abilities when 
that is the exact purpose of the assessment is ethi-
cally inappropriate.

3. Test in a same-group environment (Inzlicht & 
Ben-Zeev, 2000). We see this strategy as also falling 
into the infeasible category. Organizations cannot 
always control the composition of a group that 
shows up for testing, and test takers might question 
being separated by group. Indeed, because of legal 
prohibitions against differential treatment of appli-
cants, an organization might incur a lawsuit if it 
assigned applicants to testing settings on the basis of 
ethnicity, race, or gender.

The strong movement toward computerized test-
ing and in particular unproctored Internet testing 
suggests that test takers will have more control over 
their testing environment and may be much more 
likely to be testing alone, avoiding this as a potential 
contributor to effects.

4. Affirm the self (e.g., write several paragraphs 
about one’s most important values; Cohen, Garcia, 
Apfel, & Master, 2006). Using self-affirmation as a 
strategy in a workplace assessment context has sev-
eral real limitations. Employers are generally reluc-
tant to ask individuals for any type of information 
that they are not directly going to use in decision 
making, for reasons of making the process as effi-
cient as possible in terms of time costs on the part of 
administrators and especially test takers, limiting 
legal exposure, and also not misleading individuals 
as to the basis for decision making. Ample research 
has suggested that individuals who are being 
assessed for decision-making purposes will seek to 
create a positive impression (Bolino, Kacmar, Turn-
ley, & Gilstrap, 2008; McFarland, Ryan, & Kriska, 
2003); self-affirmation in an employment context 
will likely be viewed through a desire to impression 
manage. Using a self-affirmation exercise as a formal 
part of an assessment process would be problematic 
for all of these reasons.

5. Frame the characteristic being assessed as mal-
leable (Aronson, Fried, & Good, 2002). Researchers 
have suggested that intervening to get test takers to 
adopt a more incremental than entity perspective 
can eliminate stereotype threat effects. At first blush, 
this intervention may seem innocuous for workplace 
assessments. However, some characteristics are not 
easily trained or changed and to suggest they are 
would be unethical. Most of the characteristics on 
which employers screen job applicants are assumed 
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to be fairly stable individual differences (e.g., cogni-
tive ability, conscientiousness); however, some 
change in fluid and crystallized intelligence is 
known to occur in one’s early working years (McAr-
dle, Ferrer-Caja, Hamagami, & Woodcock, 2002), 
and domain-specific knowledge can increase into 
late adulthood (see Reeve & Hakel, 2000, for a 
review). With regard to personality, Roberts and 
Mroczek (2008) recently noted that individuals tend 
to increase in agreeableness, emotional stability, and 
conscientiousness from young adulthood to middle 
age. Thus, although these characteristics do change 
some during one’s working years, their relative sta-
bility has been well documented (Ackerman & 
Humphreys, 1990; Blonigen, Carlson, Hicks, 
Krueger, & Iacono, 2008). Moreover, suggesting 
that something is highly malleable seems to imply 
that one need not screen on it, raising concerns 
about why an employer would be evaluating indi-
viduals on something that the employer could easily 
train. The legal precedent is considerable regarding 
the need for employers to avoid screening on skills 
that can easily be trained if adverse impact results 
from their assessment. Professional guidelines have 
noted that one should select on knowledge, skill, 
ability, or other characteristics that one needs to 
know without training (Society for Industrial and 
Organizational Psychology, 2003).

The use of this strategy might be much more 
appropriate in settings in which the assessment is 
solely for developmental purposes (e.g., assessing 
leadership skills as part of a leader development pro-
gram); indeed, the presumption in those cases is 
that the assessments are being made on characteris-
tics that are malleable.

6. Increase accessibility of social identities associ-
ated with positive stereotypes in the domain (Rydell, 
McConnell, & Beilock, 2009). Some of the strategies 
suggested as ways to increase the accessibility of 
positive stereotypes (e.g., describe overlapping traits 
of men and women) are unlikely to occur in work-
place assessment contexts as a result of both time 
constraints and concern over applicant perceptions 
of relevance to the assessment purpose. However, 
subtle statements can be made in the testing materi-
als that draw attention to other identities (e.g., not-
ing the experience level of job seekers). One 

challenge that Rydell et al. (2009) noted is that posi-
tive stereotype manipulations that work for one 
group may not work for others, or may even 
increase threat for others (e.g., making salient edu-
cation levels of college-educated minorities as asso-
ciated with success may create threat for those 
lacking educational credentials if variability in edu-
cation levels occurs in the applicant pool). Thus, use 
of this strategy should be approached with caution.

7. Teach individuals about stereotype threat ( Johns, 
Schmader, & Martens, 2005). In this form of inter-
vention, the stereotype is described and individuals 
are told that

it’s important to keep in mind that if 
you are feeling anxious while taking this 
test, this anxiety could be the result of 
these negative stereotypes that are widely 
known in society and have nothing to do 
with your actual ability to do well on the 
test. ( Johns et al., 2005, p. 176)

One might be hard pressed to imagine organiza-
tional legal teams allowing even a mention of a 
group difference as part of a testing orientation, let 
alone a tutorial on stereotype threat effects. How-
ever, at a broader societal level rather than within a 
specific testing context, such teaching could occur 
(e.g., workshops for job seekers).

8. Expose individuals to positive role models (Marx 
& Roman, 2002; McIntyre, Paulson, & Lord, 2003) and 
positive social comparison information (Marx, Stapel, & 
Muller, 2005). Typical interventions along these lines 
include sharing success stories of one’s identity group 
in the stereotyped domain just before the assessment. 
Many organizations might provide such exposure by 
including successful minority and female employees 
as examples in their recruitment literature, as recruit-
ers, and in interactions on site visits (Avery, 2003; 
Avery, Hernandez, & Hebl, 2004). However, this 
exposure is not typically directly connected to the 
assessment context. Although direct positive social 
comparison information would not be provided for 
only some groups in an assessment context (i.e., one 
would want consistency rather than differential treat-
ment), there may be opportunities elsewhere in the 
recruiting process (e.g., in Web profiles of employ-
ees) to highlight positive role models.
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9. Reframe the assessment (e.g., Stone, Lynch, 
Sjomeling, & Darley, 1999). Some form of the strat-
egy of reframing the assessment may be possible in 
many workplace assessment contexts. For example, 
organizations can be mindful of how the assessment 
is described. In our experience, few employers state 
they are examining intelligence, but they often talk 
about capacity to learn or problem-solving ability 
when administering cognitive ability tests, and thus 
some of this framing already occurs. Others (Kirnan 
et al., 2009) have noted that explaining the test, its 
uses, and general fairness may increase trust in the 
testing situation. These all are standard good prac-
tices that should be followed in all assessment 
contexts.

In sum, many of the means of stereotype threat 
removal or reduction studied in the lab are not feasi-
ble or appropriate for workplace assessment con-
texts. Key stereotype threat researchers have also 
noted that suggested methods of reducing threat are 
difficult to translate into practical interventions 
( Johns et al., 2005). Those methods that appear 
most feasible (exposure to positive role models in 
recruitment and reframing assessments) are already 
carried out by many larger organizations and high-
quality test programs, not because of a known con-
nection to stereotype threat reduction but as a 
generally good recruitment and selection practice.

Despite a recent strong focus on delineating the 
process mechanisms of stereotype threat (e.g., off-
task thinking, anxiety; Schmader et al., 2008), these 
mechanisms have, interestingly, not been the focus 
of discussions on reduction of stereotype threat. Pre-
sumably, researchers have aimed to prevent stereo-
type threat from occurring at all, rather than working 
with individuals to reduce the mechanisms by which 
lowered performance occurs. In recent years, the 
employment testing community has shown a keen 
interest in making the applicant testing experience a 
positive one (Ryan & Ployhart, 2000), so there is 
likely great applied interest and willingness to con-
sider assessment framing, instructions, orientation 
materials, and even candidate preparation programs 
to reduce anxiety and other sources of construct 
irrelevant variance in test scores.

Steele (2010) recently suggested that one  
does not have to change all setting cues to remove 

stereotype threat, just enough for a critical degree of 
“identity safety.” Perhaps employers who provide an 
assessment context in which they use valid tools, 
describe the purpose of the assessment and the use 
of the information, and ensure that test takers have 
sufficient familiarity with the assessment and a com-
fortable assessment environment are ones who are 
already increasing the safety of the assessment 
process.

CONCLUSION

This chapter has highlighted that stereotype threat is 
a well-established phenomenon in laboratory con-
texts but its assumed pervasiveness in workplace 
assessment contexts deserves strong scrutiny on 
both conceptual and empirical grounds. Moreover, 
methods for removal of stereotype threat effects are 
touted without consideration of the ethical, legal, 
and practical constraints of workplace assessment 
that render the use of many of these methods impos-
sible. What has come to be viewed as a pervasive 
cause (stereotype threat) of a widespread societal 
problem (large group differences in test scores) that 
can be easily remedied (through threat removal 
strategies) has in reality not yet been established as 
pervasive, as a cause, or as easily remedied in work-
place assessment contexts.
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joB SATISfACTIon And oThEr  
joB ATTITudES
Reeshad S. Dalal and Marcus Credé

An attitude is a favorable or unfavorable evaluation 
of a particular entity or object (Eagly & Chaiken, 
1993). In this chapter, we are interested in the way 
in which employees evaluate their jobs. Researchers 
have suggested that there are several job-related atti-
tudes. Of these, by far the most important is job sat-
isfaction, which has been investigated in nearly 
29,000 research studies (according to a PsycINFO 
search on January 16, 2011)—more than twice as 
often as all the other job attitudes put together. 
Indeed, Roznowski and Hulin (1992) have argued 
persuasively that, once an individual joins an orga-
nization, the most informative information an orga-
nizational psychologist or manager can possess 
about this individual is his or her level of job satis-
faction. Furthermore, as we discuss subsequently, 
distinguishing the various job attitudes from each 
other empirically is often difficult. We therefore 
emphasize job satisfaction and discuss the other job 
attitudes only briefly.

Job satisfaction is defined as a multidimensional 
favorable or unfavorable response to the job situa-
tion ( Judge, Hulin, & Dalal, 2012). The prevalent 
approach to the measurement of job satisfaction  
is based on three broad theoretical foundations:  
(a) Job satisfaction is organized hierarchically, with 
satisfaction with specific facets (aspects) of the job 
underpinning a single broad, general Job Satisfac-
tion factor; (b) job satisfaction, like other attitudes, 
has a cognitive component and an affective (emo-
tional) component; and (c) job satisfaction, and 

 particularly its affective component, exhibits mean-
ingful change over time within a given person. In 
this chapter, we discuss these three foundations, 
describe well-known ways of measuring cognitive 
and affective reactions to the job, describe best  
practices for attitude measurement and, finally, dis-
cuss some important areas for future measurement-
related research.

COGNITIVE VERSUS AFFECTIVE 
COMPONENTS OF JOB SATISFACTION

The classical definition of attitudes (e.g., Thurstone, 
1928) includes cognitive, affective, and behavioral 
components. However, we—as have many others 
before us (Chaiken & Stangor, 1987; Judge et al., 
2012; Wyer, 1974)—maintain that the inclusion of 
behavior (i.e., overt action) in the very definition  
of attitudes is inimical to the study of attitude–
behavior relationships. Behavior should be concep-
tualized as a correlate of attitudes (e.g., a consequence 
or a cause of attitudes), not as a component of atti-
tudes. In other words, observations of behavior 
inform one about the expressed behavior, but they 
do not directly inform one about the relevant atti-
tudes (which need to be measured independently). 
Therefore, in this chapter we define job satisfaction 
as a set of cognitive and affective responses to the 
job situation. This definition is consistent with  
the typical conceptualization of job attitudes as 
important predictors of job-related behavior—in 
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particular, of performance on the job and behavior 
related to quitting the job (Dalal, 2005; Griffeth, 
Hom, & Gaertner, 2000; Judge, Thoresen, Bono, & 
Patton, 2001).

Although job satisfaction ostensibly consists of 
both cognitive and affective components, both of 
which should exist in measures of job satisfaction, 
in practice most measures of job satisfaction focus 
primarily on the cognitive component ( Judge et al., 
2012; H. M. Weiss, 2002). The affective component 
has, in other words, historically received short shrift 
vis-à-vis job satisfaction. This has at least two major 
measurement-related consequences: (a) what, in 
terms of content, is measured and (b) the level of 
analysis at which this content is measured.

Content of Measurement
We discuss the content of measurement sepa-
rately for cognitive and affective reactions to the 
job situation.

Cognitive reactions. Many of the well-known 
measures of job satisfaction focus primarily on 
employees’ cognitive descriptions, evaluations of 
various facets of the job, or both. Numerous facets 
of the job can, and have, been studied, but most of 
these cognitive measures of job satisfaction include 
facets such as the supervisor, coworkers, amount of 
pay and benefits, opportunities for promotion, and 
the (nature of the) work itself.

Studies have often simply averaged (or summed) 
facet satisfaction scores in an attempt to assess over-
all job satisfaction. This practice is, however, unde-
sirable from a conceptual standpoint because it 
involves the following assumptions, none of which 
is likely to be defensible: (a) the assumption that all 
facets relevant to every employee’s job are measured 
and that no facet irrelevant to any employee’s job is 
measured (i.e., that there are no errors of omission 
and commission, respectively), (b) the assumption 
that the various facets should be weighted equally in 
determining overall job satisfaction, and (c) the 
assumption that facets combine in a linear, additive 
fashion in determining overall job satisfaction  
(Balzer et al., 2000; Ironson, Smith, Brannick,  
Gibson, & Paul, 1989; Scarpello & Campbell, 
1983). Instead, overall job satisfaction is best 

assessed via global measures that ask employees to 
respond vis-à-vis their jobs as a whole (rather than 
vis-à-vis individual facets of their jobs).

Under what circumstances should global mea-
sures be used in lieu of facet measures? Research in 
social psychology (e.g., Ajzen, 2005) and industrial 
and organizational psychology (e.g., Lavelle, Rupp, 
& Brockner, 2007) has suggested that attitudes pre-
dict behavior best when the attitude and behavior 
are at the same level of generality (i.e., granularity) 
and when they are directed toward the same object 
(i.e., target). Thus, for example, employees’ deviant 
behavior directed toward their supervisor should be 
better predicted by their satisfaction with the super-
visor than by their overall (i.e., global) job satisfac-
tion. In contrast, employees’ overall deviant 
behavior should be better predicted by their overall 
job satisfaction than by their satisfaction with the 
supervisor. The point here is simply that neither a 
global nor a facet measure of satisfaction is inher-
ently better than the other: The utility of both global 
and facet measures depends on the specific behavior 
being predicted, and both are important for a thor-
ough understanding of employees’ responses to the 
job situation.

Affective reactions. Affective reactions are typically 
studied as moods, discrete emotions, or both. Moods 
are thought to be less intense but to persist for a 
longer duration than emotions; moreover, moods, 
unlike emotions, are not directed at specific people 
or objects (H. M. Weiss & Cropanzano, 1996).

The structure of mood is generally believed to 
reduce to two dimensions. However, which two 
dimensions are implicated is a relatively conten-
tious issue. According to one school of thought 
(Feldman Barrett & Russell, 1998), mood consists 
of the dimensions of hedonic tone (pleasantness–
unpleasantness) and activation (intensity). These 
dimensions are conceptualized as bipolar; therefore, 
the opposite of a pleasant mood is an unpleasant 
mood, and the opposite of an intense mood is a mild 
mood. According to the second school of thought 
(Watson & Clark, 1999), mood consists of the 
dimensions of positive affect and negative affect. 
These dimensions are conceptualized as unipolar; 
therefore, the opposite of a positive mood is not a 
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negative mood but rather the absence of a positive 
mood, and the opposite of a negative mood is not a 
positive mood but rather the absence of a negative 
mood. An extensive discussion of the merits and 
demerits of each of these structures is well beyond 
the scope of this chapter. However, we make two 
observations in passing. First, some conceptual awk-
wardness notwithstanding (see H. M. Weiss & 
Cropanzano, 1996), the latter structure appears to 
have become the dominant one in industrial and 
organizational psychology. Second, there is some 
reason to believe that the difference between the two 
structures is more apparent than real (for details, see 
Tellegen, Watson, & Clark, 1999; H. M. Weiss & 
Cropanzano, 1996).

The structure of mood can be contrasted with the 
structure of discrete emotions. In the case of emo-
tions, as noted by H. M. Weiss and Cropanzano 
(1996), “The problem . . . is not a lack of structure 
but, instead, a surfeit of perspectives, points-of-
view, and theoretical models” (pp. 19–20). Numer-
ous attempts have been made to identify basic or 
primary emotions, but findings have differed some-
what across studies, in part because researchers have 
adopted different philosophical perspectives (e.g., 
evolutionary, physiological, and semantic). A review 
of extant taxonomies is provided by H. M. Weiss 
and Cropanzano.

It is important to note that affective reactions are 
not confined to the job situation. For example, people 
are likely to have affective reactions to their family, 
news headlines, medical procedures they are undergo-
ing, and so forth. However, affective reactions to the 
job can be viewed as a complement to cognitive reac-
tions to the job—and hence as an important aspect of 
job satisfaction that is missed by traditional measures, 
which focus primarily on cognitive reactions.

We next discuss the level of analysis, insofar as it 
is relevant to the measurement of cognitive and 
affective reactions to the job situation.

Level of Analysis
Traditionally, cognitively oriented conceptualiza-
tions of job satisfaction have focused on the person 
level of analysis. Each person’s job satisfaction is 
typically measured only once in a particular study, 
and the comparison is across people (e.g., “Is Jane’s 

job satisfaction higher than Jill’s job satisfaction?”). 
Exceptions do exist, of course. The most common 
alternative to the person level has been the unit level 
(e.g., Whitman, Van Rooy, & Viswesvaran, 2010). 
Here, the aggregated job cognitions of employees are 
compared across work units (e.g., “Are employees in 
the human resources department more satisfied than 
employees in the marketing department?”) using 
appropriate theoretical models of how unit-level job 
satisfaction is composed of person-level job satisfac-
tion (see Chan, 1998).

Affective reactions to the job, too, can be assessed 
at the person level. However, they have also often 
been assessed at the within-person level. At the 
within-person level, each person’s affective reactions 
are typically measured on several different occasions 
during the workday, and the comparison is across 
time within the same person (e.g., “Is Jimmy’s mood 
at work more negative now than it was 2 hours 
ago?”). Of course, the appropriate level of analysis 
depends on the research question. Affective reactions 
to specific workplace events (e.g., spilling coffee all 
over one’s clothes, receiving unexpected praise from 
one’s supervisor) should be studied at the within-
person level. However, habitual patterns of affectiv-
ity (e.g., a general tendency to feel enthusiastic at 
work) should be studied at the person level.

Several measures of both cognitive and affective 
reactions to the job have already been developed. In 
the next several sections, we provide an overview of 
the best known of these measures. First, we discuss 
well-known measures of job satisfaction. Unfortu-
nately, most of these measures emphasize cognitive 
reactions at the expense of affective reactions. Sec-
ond, we discuss well-known measures of affective 
reactions. Third, we discuss well-known measures 
of job attitudes other than job satisfaction. After 
that, we evaluate the strengths and limitations of all 
of these measures in the course of describing best 
practices in attitude measurement as well as areas in 
which future research is needed. Throughout these 
sections, we emphasize self-report measures (i.e., 
employees answering questions regarding their own 
job attitudes) because self-reports have been the 
predominant approach to job attitude measurement. 
Toward the end of this chapter, however, we briefly 
discuss alternatives to self-report measures.
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WELL-KNOWN MEASURES OF JOB 
SATISFACTION

In this section, we primarily discuss four well-
known measures of job satisfaction: the Job Descrip-
tive Index ( JDI), the Job in General ( JIG) scale, the 
Minnesota Satisfaction Questionnaire (MSQ), and 
the Faces scale. The first three primarily measure 
cognitive reactions to the job, whereas the fourth 
measures a combination of affective and cognitive 
reactions (Brief & Roberson, 1989; Fisher, 2000; 
Schleicher, Watt, & Greguras, 2004).

Job Descriptive Index and Job in  
General Scales
The JDI (Smith, Kendall, & Hulin, 1969) is perhaps 
the most widely used and widely studied facet mea-
sure of job satisfaction (Balzer et al., 2000; Judge et 
al., 2001). The JDI measures employee satisfaction 
with five facets of the job: the work itself, supervision, 
coworkers, pay, and opportunities for promotion. 
These five facets have the advantage of being applica-
ble to employees at virtually all levels of the organiza-
tional hierarchy (Balzer et al., 2000). Of the five 
facets, research has suggested that satisfaction with 
the work itself is by far the most important vis-à-vis 
overall (global) job satisfaction (Ironson et al., 1989).

Satisfaction with the work itself, supervision, and 
coworkers are each measured with 18 items. Satis-
faction with pay and promotions are each measured 
with nine items. In total, therefore, the JDI consists 
of 72 items, each of which consists of a single word 
or a short phrase describing the attitude object in 
question. Participants respond to each item using 
the following response options: “Yes” (if the item 
describes the job facet), “No” (if the item does not 
describe the job facet), and “?” (if the participant 
cannot decide whether the item describes the job 
facet). On primarily empirical grounds, the “?” 
option is typically scored as being twice as close to 
the option indicating dissatisfaction as to the option 
indicating satisfaction (Hanisch, 1992). A shorter 
version of the JDI, with five items per facet, has been 
developed (Stanton et al., 2001).

As noted in the section Content of Measurement 
earlier in this chapter, facet satisfaction measures 
(such as the JDI) provide different information than 

global satisfaction measures. Consequently, 
although the JDI facet scores are often averaged to 
yield a global job satisfaction score, a much better 
approach to measuring global job satisfaction 
involves the use of the JIG scale (Ironson et al., 
1989), which typically accompanies the JDI. The  
JIG has 18 items, and its response options and 
instructions parallel those of the JDI. A shortened 
version of the JIG contains only eight items (S. R. 
Russell et al., 2004). Norms for specific categories 
(e.g., job level and organization type) exist for both 
the JDI and the JIG (Balzer et al., 2000).

In recent years, researchers have also developed 
JDI-like measures of additional facets of the job—for 
example, satisfaction with job security (Probst, 
2003) and satisfaction with management above the 
level of the immediate supervisor (Dalal, Bashshur, 
& Credé, 2011)—that, although not covered by the 
JDI, have been demonstrated to be important to 
employees (perhaps because of the changing nature 
of employer–employee relationships since the publi-
cation of the JDI). The new measures developed by 
Probst (2003) and by Dalal et al. (2011) have been 
modeled on the JDI in a structural sense (in terms of 
response options, instructions, and type of items) 
but are nonetheless empirically distinguishable from 
the JDI facets.

More details regarding the JDI and JIG—including 
sample items, information about abridged versions 
of the scales, a brief history of the scales, a way to 
access archival datasets using these scales, and so 
forth—can be obtained at the following website: 
http://www.bgsu.edu/departments/psych/io/jdi.

Minnesota Satisfaction Questionnaire
Another well-known facet measure of job satisfaction 
is the MSQ (D. J. Weiss, Dawis, England, & Lofquist, 
1967). Participants respond to items by indicating 
how satisfied they are with several aspects of the job 
environment. Two sets of response options have 
been used. The first set of response options consists 
of the following five options: very dissatisfied, dissat-
isfied, neither satisfied nor dissatisfied, satisfied, and 
very satisfied. However, job satisfaction scores using 
these response options demonstrated a negative 
skew, such that very few employees claimed to be 
very dissatisfied. Consequently, the following set of 
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response options was formulated: not satisfied, some-
what satisfied, satisfied, very satisfied, and extremely 
satisfied.

The MSQ has two forms: a long form and a short 
form (D. J. Weiss et al., 1967). The long form 
includes 20 facets, each measured with five items. 
Every facet measured by the JDI is also measured by 
the MSQ using either a single facet or a combination 
of facets. In addition, the MSQ covers other facets, 
such as “company policies and practices,” “author-
ity,” and “social service.”

The short form of the MSQ includes 20 items, 
with one item being selected from each of the 20 
facets on the long form (from each facet, the item 
whose scores correlate most highly with scores on 
the facet as a whole is chosen). Three scores are 
extracted from the short form: extrinsic (environ-
mental) satisfaction, intrinsic (direct experience) 
satisfaction, and general satisfaction (calculated 
using all 20 items). More details regarding the 
MSQ—including the administration manual, with a 
complete list of items composing the long and short 
forms—can be obtained at the following website: 
http://www.psych.umn.edu/psylabs/vpr/msqinf.htm.

Faces Scale
The Faces scale (Kunin, 1955) is a single-item mea-
sure of global job satisfaction. The scale presents a 
series of faces that vary from extremely unhappy to 
extremely happy and asks the respondents to indi-
cate which face best represents how they feel about 
their job in general. The full scale contains 11 faces, 
but typically only five or seven are used (Dunham & 
Herman, 1975; Kunin, 1955). Additional measurement- 
related details—such as whether to use abstract 
faces or human faces and, if the latter, whether  
the gender of the faces makes a difference—are  
discussed in Kunin (1955) and Dunham and  
Herman (1975).

Other Measures of Job Satisfaction
Numerous other measures of job satisfaction have 
also been developed, most of which also focus pri-
marily on cognitive rather than affective reactions. 
Two of the better known measures are the Brayfield–
Rothe measure (Brayfield & Rothe, 1951) and the 
Job Satisfaction Survey (Spector, 1985; for more 

details, including a list of items, see the following 
website: http://shell.cas.usf.edu/∼pspector/scales/
jsspag.html). These and many other measures of job 
satisfaction are reviewed in Cook, Hepworth, Wall, 
and Warr (1981) and Fields (2002), who also pro-
vide complete lists of items and information regard-
ing reliability and validity. In addition, measures 
have been developed to assess the job satisfaction of 
employees in specific occupations such as nursing 
(e.g., Mueller & McCloskey, 1990) and social work 
(Shapiro, Burkey, Dorman, & Welker, 1997).

WELL-KNOWN MEASURES OF  
AFFECTIVE REACTIONS

In this section, we describe existing measures of affec-
tive reactions. At the outset, however, we remind the 
reader that a person can have affective reactions not 
just to the job situation but to several other domains 
as well (e.g., the family situation). Therefore, mea-
sures of affective reactions have typically not been 
designed solely with the job as a frame of reference. 
However, industrial and organizational psychologists 
often use these measures with the job as an imposed 
frame of reference because of the paucity of existing 
affectively oriented measures of job satisfaction.

Positive and Negative Affect Schedule—
Expanded Form
Perhaps the best-known measure of affect is the Pos-
itive and Negative Affect Schedule—Expanded Form 
(PANAS–X; Watson & Clark, 1999). The PANAS–X 
consists of 60 items that measure mood and specific 
emotions at different levels of abstraction. At the 
higher level of abstraction, two unipolar dimensions 
of mood—namely, positive affect and negative 
affect—are measured. The dimensions of positive 
affect and negative affect are often believed to be 
unrelated to each other, but empirical evidence has 
suggested that the correlation between them is 
roughly −.40 ( J. A. Russell & Carroll, 1999; Telle-
gen et al., 1999). However, the correlation is artifi-
cially lowered when positive and negative affect are 
measured using the PANAS–X (rather than other 
questionnaires), because items in the PANAS–X 
were deliberately chosen to be pure markers of one 
dimension or the other (see Watson & Clark, 1999).
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At the lower level of abstraction, the PANAS–X 
measures four basic negative emotions, three basic 
positive emotions, and four other affective states. 
The four basic negative emotions are strongly posi-
tively interrelated and, consequently, compose the 
higher order factor of Negative Affect. The four 
basic positive emotions are likewise strongly posi-
tively interrelated and, consequently, compose the 
higher order factor of Positive Affect. The other 
affective states cannot readily be mapped on to 
either Positive Affect or Negative Affect.

The items in the PANAS–X can be administered 
using no fewer than eight possible sets of instruc-
tions regarding the time interval across which 
respondents are asked to report how they feel (or 
have felt), ranging from “right now (that is, at the 
present moment)” to “in general, that is, on the 
average” (Watson & Clark, 1999, p. 3). In organiza-
tional research, the instructions are frequently aug-
mented to emphasize that respondents should 
respond with regard to how they feel on the job. 
Thus, researchers can choose the instructions that 
are appropriate for their research questions and 
desired levels of analysis.

The administration manual for the PANAS–X, 
which includes a complete list of items, can be 
found at the following website: http://www.psychol-
ogy.uiowa.edu/Faculty/Clark/PANAS-X.pdf.

Other Measures of Affective Reactions
Numerous other measures of affective reactions 
exist. Feldman Barrett and Russell (1998) provided 
several measures of mood, including those designed 
to measure the two bipolar dimensions of hedonic 
tone and activation (rather than positive and nega-
tive affect). A measure of specific emotions is pro-
vided by Shaver, Schwartz, Kirson, and O’Connor 
(1987). These measures, like the PANAS–X, are not 
inherently job specific; however, they too can be 
modified for this purpose (thereby addressing the 
paucity of measures of affective reactions to the job).

JOB ATTITUDES OTHER THAN JOB 
SATISFACTION

As mentioned previously, job satisfaction is not  
the only job attitude studied by organizational 

researchers (although it is by far the most heavily 
studied one). Other constructs that share some of 
the evaluative and affective characteristics of job 
attitudes but that differ with respect to the object 
(target) at which the attitudes are directed include 
attitudes for which the target is (a) the job, (b) the 
organization, and (c) the work being performed. Job 
involvement (Paullay, Alliger, & Stone-Romero, 
1994) and employee engagement (Macey & Sch-
neider, 2008) fall into the first of these categories. 
Organizational commitment (Mowday, Steers, & 
Porter, 1979), perceived organizational support 
(Rhoades & Eisenberger, 2002), and perceptions of 
organizational justice (Colquitt, 2001) fall into the 
second category. Work centrality (Paullay et al., 
1994) falls into the last category. Although distinct 
literatures have developed for each of these atti-
tudes, some debate has occurred as to whether each 
attitude is truly conceptually distinct from other 
attitudes directed toward the same object or even 
different objects (e.g., Little & Little, 2006). Mea-
sures of these attitudes often contain items very sim-
ilar to those included in measures of other attitudes 
(Newman & Harrison, 2008). Moreover, the empiri-
cal relationships among these job attitudes are suffi-
ciently strong—for example, ρ = .73 for the 
relationship between perceived organizational sup-
port and affective organizational commitment 
(Rhoades & Eisenberger, 2002) and ρ = .91 for the 
business unit–level relationship between employee 
engagement and job satisfaction (Harter, Schmidt, 
& Hayes, 2002)—that some doubt exists as to 
whether the newer and currently more fashionable 
job attitudes, such as employee engagement, add 
value beyond the traditionally studied job attitudes, 
such as job satisfaction (Little & Little, 2006; see 
also Dunnette, 1966). This has led some authors 
(e.g., Credé, 2005; Harrison, Newman, & Roth, 
2006; Le, Schmidt, Harter, & Lauver, 2010; New-
man & Harrison, 2008; Newman, Joseph, & Hulin, 
2010) to propose and empirically confirm a hierar-
chical structure to job attitudes, with a general fac-
tor explaining the high covariation among more 
specific job attitudes. Because not all attitudinal con-
structs have yet been included in tests of such a 
hierarchical model, future work should continue to 
examine the degree to which a single general factor 
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can account for the covariation among the various 
attitudinal constructs examined in the organiza-
tional literature. Despite the possible existence of a 
single overall factor, we briefly review two of the 
most notable of these additional job attitudes, 
describe how they are typically measured in the 
organizational sciences, and describe the relation-
ships among them.

Organizational Commitment
Organizational commitment refers to employees’ 
attachment to the organization and identification with 
its goals. Originally conceptualized and measured as a 
unidimensional construct (see, e.g., the Organiza-
tional Commitment Questionnaire; Mowday et al., 
1979), organizational commitment is now widely 
considered to consist of three components (Meyer & 
Allen, 1991): affective commitment (emotional 
attachment to the organization), normative commit-
ment (perceived obligation to the organization), and 
continuance commitment (perceived costs associated 
with leaving the organization). This conceptualization 
of organizational commitment, in other words, cap-
tures not only cognitive reactions to the organization 
(i.e., continuance and normative commitment) but 
also affective reactions (i.e., affective commitment). 
Indeed, reviews of existing research have suggested 
that the affective component has the strongest rela-
tionship with work behavior (Meyer, Stanley, Hersco-
vitch, & Topolnytsky, 2002). Widely used 24-item 
and 18-item self-report measures of affective, norma-
tive, and continuance commitment are described by 
Allen and Meyer (1990) and Meyer and Allen (1997), 
respectively, although the theoretical basis of the 
three-component model of commitment and the item 
content of the scales has recently been criticized (e.g., 
Solinger, van Olffen, & Roe, 2008).

In addition, a major limitation of the popular 
measures of organizational commitment is that they 
are contaminated with items pertaining to behav-
ioral intentions—specifically, intentions to quit the 
job (Bozeman & Perrewé, 2001). Consequently, 
when organizational commitment is used as a pre-
dictor of intentions to quit, the obtained relation-
ship may be spuriously high (because intentions to 
quit are inadvertently being predicted by themselves). 
This limitation underscores our previous assertion 

that measures of attitudes should contain only cog-
nitive and affective components; behavior (or behav-
ioral intention) should be treated as a correlate, not 
a component, of an attitude.

Employee Engagement
Employee engagement is perhaps the most recent 
job attitude to be studied by researchers. Consensus 
regarding the precise nature of employee engage-
ment is still developing (see Macey & Schneider, 
2008, for review), but commonly discussed charac-
teristics include feelings of enthusiasm, energy, 
vigor, dedication, and absorption with regard to 
work tasks and roles. Several measures of employee 
engagement exist, including the 17-item Utrecht 
Work Engagement Scale (Schaufeli, Salanova, 
Gonzàlez-Romà, & Bakker, 2002) and the 11-item 
Job Engagement Scale (Saks, 2006). It is noteworthy 
that measures of employee engagement often 
include a focus on affective reactions in addition to 
cognitive reactions. For example, several of the 
items in the Utrecht Work Engagement Scale are 
essentially positive affect items from the aforemen-
tioned PANAS–X adapted for use vis-à-vis the job 
situation (Newman & Harrison, 2008).

As with organizational commitment, however, a 
major limitation of some measures of employee 
engagement (e.g., the May, Gilson, & Harter, 2004, 
measure) is that they are contaminated with behav-
ioral items—in this case, with items involving posi-
tive behavior such as organizational citizenship 
behavior (Dalal, Baysinger, Brummel, & LeBreton, 
in press; Dalal, Brummel, Wee, & Thomas, 2008). 
Consequently, when employee engagement is used 
as a predictor of organizational citizenship behavior, 
the obtained relationship may be spuriously high 
(because citizenship behavior is inadvertently being 
predicted by itself).

We divide the rest of this chapter into two broad 
sections. The first section is our attempt to delineate 
best practices for attitude measurement on the basis 
of lessons learned from industrial and organizational 
psychology and other fields (e.g., social psychol-
ogy). As a part of this section, we describe the 
strengths and limitations of the attitude measures 
described previously. The second section is intended 
as an overview of what we consider to be emerging 
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trends and important areas of future inquiry in the 
measurement of job attitudes.

BEST PRACTICES FOR ATTITUDE 
MEASUREMENT

When developing a new measure of an attitude or 
evaluating an existing measure, several factors 
should be considered. In the sections that follow, we 
discuss some of the more important factors.

Inclusion or Exclusion of Reverse-Scored 
Items
The debate regarding the merits of including 
reverse-scored items has a substantial history. On 
one hand, reverse-scored items help reduce the 
impact of yea-saying or nay-saying on scale-level 
scores and may facilitate the detection of random or 
careless response patterns via an examination of the 
consistency of responses to negatively and positively 
worded items. On the other hand, in exploratory 
factor analyses of item-level attitude data, negatively 
worded items have frequently been observed to 
combine to form a separate negative-item factor that 
is widely considered to be artifactual (e.g., Harvey, 
Billings, & Nilan, 1985; Idaszak & Drasgow, 1987). 
Simulations (e.g., Schmitt & Stults, 1985) have 
shown that distinct negative-item factors can emerge 
when as few as 10% of the sample respond carelessly 
to attitude inventories, and other research (e.g., 
Green, Armenakis, Marbert, & Bedeian, 1979) has 
suggested that negative-item factors are particularly 
likely to emerge among samples with low education 
levels because of the greater difficulty associated 
with responding to negatively worded items in the 
intended direction. Given the extensive debate 
regarding the desirability of including negatively 
worded items, it is perhaps unsurprising that, 
whereas some of the measures we previously 
reviewed (e.g., the JDI) contain such items, other 
measures (e.g., the PANAS–X) do not.

Recent work in the attitude domain (Credé, 
Chernyshenko, Bagraim, & Sully, 2009), however, 
has suggested that negatively worded items may  
substantially increase the ability of job attitude mea-
sures to predict work behavior (i.e., criterion-related 
validity), as has evidence relating to Cacioppo and 

Berntson’s (1994) bivariate evaluation plane (dis-
cussed in more detail later). We therefore advocate for 
the continued inclusion of negatively worded items in 
attitude scales, albeit with some important caveats.

One caveat is that negatively worded items 
should be characterized by words that denote nega-
tive attitudes rather than simple negations (not, no) 
of positive attitudes. For example, when reversing 
the item “I love my job,” the reversed form “I hate 
my job” would be preferred to the reversed form “I 
do not love my job” for two reasons. First, employ-
ees who hate their jobs and those who feel neutral 
toward their jobs could legitimately agree with the 
reversed version “I do not love my job.” In other 
words, not loving is less likely than hating to be 
interpreted as the mirror image of loving. Second, 
when responding to the reversed version “I do not 
love my job,” employees who do, in fact, love their 
jobs would be compelled to process a double nega-
tive (i.e., disagreeing that they do not love their 
jobs), which is cognitively taxing.

The other caveat is that researchers should 
ensure that factors composed primarily of negative 
items are not the result of careless or random 
responding. One way to do this is via the inclusion 
of validity scales, but these scales are frequently 
ineffective (for additional information on validity 
scales, refer to Volume 2, Chapter 11, this hand-
book). Instead, researchers should model method-
ological “wording-direction” factors in addition to 
substantive attitude factors (see, e.g., Kelloway & 
Barling, 1990). We also recommend that researchers 
examine whether negative item factors exhibit 
unique relationships with other constructs.

Reading Level
Job attitude researchers frequently work with popula-
tions characterized by low reading ability, poor educa-
tion, or both. Researchers should therefore favor using 
measures explicitly designed to accommodate respon-
dents with a wide variety of reading abilities and edu-
cation levels. The JDI is considered to be a model of 
item readability (E. F. Stone, Stone, & Gueutal, 1990).

Number of Items
Job satisfaction measures should contain enough 
items to ensure high levels of internal consistency  
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(a form of reliability) and adequate content coverage 
(i.e., content validity). As a result, most widely used 
measures of job attitudes—other than Kunin’s 
(1955) single-item Faces scale—are composed of 
multiple items per construct to be measured. Some 
evidence has suggested that the reliability of a scale 
is often too low when fewer than five items are used 
to measure a construct but, conversely, that reliabil-
ity often does not increase appreciably with many 
more than five items (Hinkin, 1998). We would 
therefore suggest the use of five to seven items per 
facet. One caveat is that measures of extremely broad 
constructs are likely to have lower interitem correla-
tions and, therefore, to require a somewhat larger 
number of items to achieve conventionally accepted 
levels of reliability. Nonetheless, it may be difficult 
to justify 18 items per facet, which is the number of 
items used in the JIG and some facets of the JDI. 
Unsurprisingly, shorter versions of these measures 
have been developed (as described previously).

Number and Nature of Response Options
A substantial literature has suggested that the num-
ber and nature of response options provided to 
respondents have nontrivial effects on the psycho-
metric properties of the measures. Larger numbers 
of response options have been linked to higher pre-
dictive power, higher relationships with other mea-
sures of the same construct, higher tendency to 
“look like” the measure assesses what it purportedly 
assesses, and higher stability of scores across time 
(i.e., higher criterion-related validity, convergent 
validity, face validity, and test–retest reliability, 
respectively; Chang, 1994; Loken, Pirie, Virnig,  
Hinkle, & Salmon, 1987; Preston & Colman, 2000; 
Weng, 2004). Thus, in general, having too few 
response options is undesirable. However, some 
(albeit less conclusive) evidence has shown that 
having too many response options is also undesir-
able from the standpoint of reliability and validity 
(Krosnick, Judd, & Wittenbrink, 2005). Although 
definitive conclusions are difficult to offer, five to 
seven response options may be optimal (Krosnick  
et al., 2005). For almost all the attitude measures 
reviewed previously, the number of response 
options is between five and seven. The JDI, however, 
has only three response options.

Use and Scoring of Central  
Response Option
An issue related to the number of response options 
is whether a middle or central response option 
should be used. Concerns about the meaning and 
interpretation of the midpoint of a response option 
continuum are neither new nor specific to the 
domain of attitude measurement, particularly when 
that midpoint is labeled in a manner indicating nei-
ther agreement nor disagreement with the item 
stem. Selection of the midpoint for a typical attitude 
item can be the result of indifference (i.e., neither 
positive nor negative attitude), ambivalence (i.e., 
both positive and negative attitude), confusion 
about item meaning, a lack of a defined attitude, or 
an unwillingness to commit to a single response 
(DuBois & Burns, 1975; Shaw & Wright, 1967; M. 
H. Stone, 2004; see also Kulas, Stachowski, & 
Haynes, 2008). However, some evidence has shown 
that the presence of a middle response option 
increases the reliability and validity of ratings (Kros-
nick et al., 2005). Thus, overall, the use of a middle 
response option has both advantages and 
disadvantages.

Most attitudinal measures—including the ones 
we reviewed previously—include a middle 
response option. The JDI, however, provides a 
good illustration of one of the difficulties associ-
ated with the middle response option. The middle 
option of the JDI takes the form of a question mark 
(“?”) that respondents are instructed to use when 
they are unsure whether they agree or disagree 
with an item. Using item response theory (dis-
cussed later in this chapter), Hanisch (1992) pro-
vided evidence to support the idea that individuals 
choosing the “?” are more likely to be dissatisfied 
than satisfied. In other words, the “?” in the JDI is 
not a neutral midpoint. Consequently, it is scored 
as being twice as close to the response option indi-
cating dissatisfaction as to the response option 
indicating satisfaction. In contrast, the other atti-
tude measures reviewed previously score the mid-
dle response option as equidistant between the two 
adjacent response options (although, to our 
knowledge, the optimal scoring of the middle 
response in these other measures has not been 
investigated empirically).
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Faking and Social Desirability
Faking and socially desirable responding are not 
considered important threats to the validity of job 
attitude data because (a) such data are not typically 
used to make high-stakes decisions such as hiring, 
firing, or promotion and (b) unlike other types of 
attitudes (e.g., racial attitudes), item responses on 
job attitudes are not considered to be greatly dis-
crepant from each other in terms of social desirabil-
ity. Employees may exaggerate their dissatisfaction 
with elements of the job if they perceive that job 
redesign efforts are likely to be guided by job atti-
tude data, but in general the relationship between 
social desirability and job attitudes appears to be rel-
atively weak (Moorman & Podsakoff, 1992).

Random and Careless Responding
A more serious threat to the validity of job attitude data 
is the possibility that, as alluded to in the Inclusion or 
Exclusion of Reverse-Scored Items section, a nontrivial 
proportion of respondents to attitude measures may 
respond in a manner that is effectively random. In both 
organizational and university research settings, partici-
pation in research is often not entirely voluntary (e.g., 
managers may strongly encourage employee participa-
tion, college students typically receive credit for partic-
ipation), and it is consequently likely that some 
respondents choose to respond in a careless manner 
(e.g., Beach, 1989). It can be shown that even a small 
proportion of randomly responding individuals can 
fundamentally alter the inferences drawn from data 
(Credé, 2010). Because random responses to individ-
ual items behave nonrandomly when aggregated to the 
level of the overall measure (courtesy of the central 
limit theorem), randomly responding individuals can 
exert substantial effects on the relationships observed 
between attitude measures and outcomes such as 
behavior. We therefore recommend that researchers be 
aware of this effect and screen participant responses for 
inconsistent response patterns using quantitative 
methods, such as those outlined by Karabatsos (2003).

AREAS OF EMERGING AND FUTURE 
RESEARCH

We turn now to areas that have not thus far 
received much attention in job attitude research.  

We nonetheless discuss these areas because we 
believe that future research in these areas is neces-
sary for a fuller understanding of how job attitudes 
should be measured.

Measurement Invariance and Equivalence
Often, researchers are interested in comparing job 
satisfaction scores across different groups (subpopu-
lations) of individuals: female versus male employ-
ees, Generation X versus Generation Y employees, 
ophthalmologists versus optometrists versus opti-
cians, employees who complete the job satisfaction 
survey via paper and pencil versus on the Internet, 
and so forth. Before making such comparisons, it is 
important to determine whether the construct of job 
satisfaction exhibits measurement invariance (or 
equivalence) across the groups being compared 
(Schmitt & Kuljanin, 2008; Vandenberg & Lance, 
2000)—in other words, whether being satisfied 
means the same thing to members of the groups 
being compared. If it does not, comparisons across 
groups are fraught with difficulty. For example, Hu, 
Kaplan, and Dalal (2010) assessed the invariance of 
the JDI across white-collar versus blue-collar 
employees. They found, for example, that directly 
comparing white-collar and blue-collar employees 
using the JDI Coworkers scale may be difficult 
because white-collar employees, but not blue-collar 
employees, make a distinction between their 
coworkers’ likability and their work habits. As 
another example, Candell and Hulin (1986) found 
that the invariance of the JDI deteriorated more 
when groups differing in both language and culture 
were compared than when groups differing in either 
language or culture were compared.

We therefore recommend that future job satisfac-
tion research routinely evaluate measurement 
invariance before comparing groups of employees. A 
lack of invariance limits the types of comparisons 
that can be made across groups.

Item Difficulty and Discrimination Issues
Item response theory research in the domain of 
intelligence has shown that items can be described 
by how well they differentiate between individuals 
possessing differing levels of the underlying psycho-
logical construct being assessed (e.g., Drasgow, 
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Chernyshenko, & Stark, 2010; see also Chapter 6, 
this volume). Attitude measurement is also likely to 
benefit from the use of item response theory analysis 
to identify items with the appropriate level of dis-
crimination. Item response theory analyses have 
been conducted on the JDI (for examples, see 
Carter, Dalal, Lake, Lin, & Zickar, 2011; Hanisch, 
1992; Roznowski, 1989) but have in general been 
underused in research on job attitudes.

Item response theory is likely to be especially 
useful in cases in which attitude–behavior relation-
ships are nonlinear. If, for example, the likelihood of 
quitting one’s job is low for both moderate and high 
levels of job satisfaction but high for low levels of 
job satisfaction, then researchers interested in pre-
dicting quitting behavior may be better served by 
assessing job satisfaction with items that distinguish 
between dissatisfied and moderately satisfied 
employees rather than with items that distinguish 
between moderately satisfied and highly satisfied 
employees.

Bivariate Evaluation Plane
The vast majority of job attitudes researchers view 
job attitudes as being bipolar in nature, such that an 
employee’s attitude toward a job feature can be 
mapped onto a single dimension ranging from maxi-
mally positive to maximally negative. An alternate 
paradigm that has received some empirical support 
(Credé et al., 2009) is that job attitudes can be 
mapped onto what Cacioppo and Berntson (1994) 
termed the bivariate evaluation plane, whereby an 
individual’s attitude is best captured by its position 
on a two-dimensional plane, the respective axes rep-
resenting positive and negative attitudes (for a 
related perspective, see Herzberg, 1966). From this 
perspective, behavior is best understood via a joint 
consideration of positive and negative attitudes 
toward the attitude object, each making an indepen-
dent contribution to the prediction of the behavior. 
The traditional bipolar attitude perspective equates 
the attitudes of an individual possessing low positive 
and low negative attitudes to those of an individual 
possessing high positive and high negative attitudes, 
whereas the bivariate perspective treats these two 
cases as meaningfully different. The bivariate per-
spective is consistent with the aforementioned  

conceptualization of affect as two unipolar dimen-
sions of positive and negative affect (see our previ-
ous description of the PANAS–X).

Affective–Cognitive Consistency
Our earlier discussion of the theoretical nature of 
job attitudes highlighted their affective and cogni-
tive components. In practice, the affective compo-
nent, when not ignored outright, has typically been 
combined with the cognitive component to form a 
single aggregate attitude measure. There are, how-
ever, two reasons why this aggregation may result in 
a significant loss of information. First, the affective 
and cognitive components of an attitude may each 
provide added value (beyond the other component) 
in explaining important criteria. Thus, workplace 
behavior (e.g., ignoring the supervisor’s instruc-
tions) may be influenced by both the affective com-
ponent of the attitude (e.g., hating the supervisor) 
and the cognitive component of the attitude (e.g., 
thinking that the supervisor is incompetent). Sec-
ond, the degree of congruence between the affective 
and cognitive components of an attitude may con-
tain valuable information. High levels of affective–
cognitive consistency have been linked to a greater 
likelihood of acting in accordance with attitudes 
(e.g., Kraus, 1995; Schleicher et al., 2004).

More research on affective–cognitive consistency 
per se in job attitudes is needed. In addition, when it 
has been studied, affective–cognitive consistency 
has generally been assessed by taking the absolute 
difference between the rank-order position of an 
individual’s score on a measure of the affective com-
ponent of the attitude and the rank-order position of 
his or her score on a measure of the cognitive com-
ponent of the attitude. However, the use of differ-
ence scores leads to interpretational difficulties; 
thus, future research in this domain would ideally 
rely on more appropriate analytic approaches (see 
Edwards, 2002).

Attitude Importance
Affective–cognitive consistency has been suggested 
to be merely one component of a broader construct 
known as attitude strength. Strong attitudes are sta-
ble across time, resistant to change, and exert influ-
ence on both information processing and behavior 
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(Krosnick & Petty, 1995). Nine other components 
of attitude strength have been identified: impor-
tance, accessibility, extremity, intensity, certainty, 
interest in relevant information, knowledge, direct 
experience, and latitude of rejection and noncom-
mitment (Krosnick, Boninger, Chuang, Berent, & 
Carnot, 1993). Of these other components, only 
attitude importance has received much attention by 
job attitude researchers.

According to Locke’s (1976) value-percept 
model, the importance attached to a job facet (e.g., 
pay) determines the degree to which a discrepancy 
between the desired and the actual state of the job 
facet influences satisfaction with that facet. 
Although this specific role of importance in deter-
mining facet satisfaction has found some empirical 
support (e.g., McFarlin & Rice, 1992), research has 
suggested that the importance of facets does not 
influence the relationship between facet satisfaction 
and overall job satisfaction (e.g., Jackson & Corr, 
2002; Rice, Gentile, & McFarlin, 1991), which may 
be because importance ratings have already been 
integrated into the level of facet satisfaction (i.e., 
employees are unlikely to be dissatisfied on facets 
that are unimportant to them). Future research 
should examine this possibility further, perhaps via 
verbal protocol analysis (Ericsson & Simon, 1993). 
Future research should also examine other compo-
nents of attitude strength (e.g., attitude accessibil-
ity) in the context of job attitudes.

Alternatives to Self-Reported Cognition 
and Affect
In this chapter, we have focused on self-reported 
attitudes because self-report is by far the dominant 
approach to attitude measurement. Three alterna-
tives to conventional self-report measures are obser-
vational measures, physiological measures, and 
implicit attitude measures. Observational measures, 
used primarily to assess affective reactions, encom-
pass the analysis of facial expressions, whole-body 
movements, and written or oral narratives (Kaplan, 
Dalal, & Luchman, 2012). Physiological measures—
such as blood pressure reactivity, pulse rate  
reactivity, and cortisol measurement—could also 
potentially be used to assess employees’ cognitive 
and affective reactions to the job. Measures of 

implicit attitudes (attitudes not susceptible to con-
scious control or even awareness; e.g., Greenwald, 
McGhee, & Schwartz, 1998; see also Project 
Implicit, 2012) are particularly popular in the study 
of social attitudes, especially those characterized by 
significant social desirability issues (e.g., racial 
attitudes).

Each of these alternatives, however, has its own 
disadvantages. For example, for observational mea-
sures to be valid, all of the following requirements 
must be met: (a) The person’s emotional state must 
translate into observable behavior (e.g., the wrin-
kling near the eyes that is characteristic of genuine 
smiles); (b) this behavior must, in fact, be observed; 
and (c) the observer must be able to accurately infer 
the person’s emotional state from the observed 
behavior (Chan, 2009; Kaplan et al., 2012). A con-
cern regarding physiological measures is that they 
are unlikely to be pure indicators of cognition and 
affect, making interpretation difficult (Kaplan et al., 
2012). For example, blood pressure is influenced by 
numerous factors other than cognition and affect 
(e.g., level of activity, nutritional factors, drugs, dis-
ease, hormonal imbalances; Kaplan et al., 2012). 
Implicit measures have historically been plagued by 
measurement inadequacies and conceptual ques-
tions (e.g., Bosson, Swann, & Pennebaker, 2000).

Thus, none of these alternative approaches is a 
panacea. These alternatives could, nonetheless, pro-
vide valuable information when individuals are 
unwilling or unable to self-report accurately 
(although, as suggested previously, this may be less 
of a problem with job attitudes than with other atti-
tudes). Perhaps more important, these alternatives 
could provide a deeper conceptual understanding of 
job attitudes (e.g., the interplay between conscious 
and nonconscious attitudes, the physiological corre-
lates of psychological attitudes). We therefore 
endorse their further study.

CONCLUSIONS

The measurement of job satisfaction has benefited 
significantly not only from decades of research by 
job satisfaction researchers but also from the willing-
ness of the field to learn from developments in the 
study of other types of attitudes (e.g., social  
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attitudes) and developments in the study of mea-
surement per se. Similarly, researchers studying 
other types of attitudes could learn much from 
developments in the measurement of job attitudes 
(see Judge et al., 2012). We anticipate that this fruit-
ful cross-pollination of insights and ideas will con-
tinue in the future. For example, we believe that the 
measurement of job satisfaction will benefit from a 
better integration of attitude strength findings from 
the social psychology domain, a greater exploration 
of alternatives to traditional self-report measures of 
job satisfaction (e.g., physiological correlates of job 
satisfaction), and the application of recent develop-
ments in item response theory that allow intermedi-
ate levels of job satisfaction to be assessed more 
accurately and rapidly. We would also expect to see 
job satisfaction researchers paying workplace affect 
and the within-person level of analysis the attention 
they deserve. In general, then, we believe that job 
satisfaction (and its measurement) is likely to 
remain a vibrant research area for the foreseeable 
future and that the existing wealth of knowledge 
positions job satisfaction as the gold standard among 
job attitudes—not just for researchers but also for 
practitioners interested in evidence-based solutions.
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LegaL Issues In IndustrIaL 
testIng and assessment

Paul J. Hanges, Elizabeth D. Salmon, and Juliet R. Aiken

Organizations frequently use professionally designed  
tests and assessments to help inform their personnel 
decisions (e.g., selection, training, promotion). The 
consequences of not conducting employment prac-
tices or making decisions in a fashion consistent 
with legal standards have increased over the past  
60 years. Unfortunately, new information about 
legal standards comes from numerous sources (e.g., 
case law, federal and state legislation, agency guide-
lines), and psychologists can be overwhelmed trying 
to make sense of this information. Moreover, psy-
chologists benefit from having an understanding of 
how these legal standards influence, as well as occa-
sionally disagree with, the professional standards of 
the discipline of industrial and organizational psy-
chology (see McCauley, 2011). In this chapter,  
we hope to facilitate the reader’s understanding of 
some basic legal issues surrounding the construction 
and use of tests and assessments in organizational 
settings.

The chapter begins with a brief review of the  
historical roots of modern equal employment oppor-
tunity (EEO) law. This background provides a nec-
essary foundation for understanding subsequent 
legal decisions and EEO programs. Next, the chapter 
presents a concise review of the three documents—
the Uniform Guidelines on Employee Selection Proce-
dures (Equal Employment Opportunity Commission 
[EEOC], Civil Service Commission, U.S. Depart-
ment of Labor, & U.S. Department of Justice, 1978), 

the Standards for Educational and Psychological Test-
ing (American Educational Research Association 
[AERA], American Psychological Association 
[APA], & National Council on Measurement in 
Education [NCME], 1999), and the Principles for the 
Validation and Use of Personnel Selection Procedures 
(Society for Industrial and Organizational Psychol-
ogy [SIOP], 2003)—that affect how organizations 
use tests and assessment tools. In the next section of 
the chapter, the authors review the legal concept of 
adverse impact and discuss the impact of legal deci-
sions and guidelines on test validation and imple-
mentation efforts. In the final section, the authors 
explain the shifting-burden-of-proof model, which 
is used to determine the outcome of EEO court 
cases, and present a few recommendations regarding 
using tests to improve EEO opportunity.

A BRIEF HISTORY OF MODERN EQUAL 
EMPLOYMENT OPPORTUNITY LAW

EEO law is a constantly evolving corpus arising 
from executive, legislative, and judicial actions. The 
earliest manifestation of EEO law had its roots in  
the Reconstruction era and legislation passed after 
the end of the U.S. Civil War (e.g., the Civil Rights 
Act of 1866).1 However, scholarly discussion has 
generally identified the 1940s as the starting point of 
modern EEO law (Jones, 1977). In 1941, before the 
United States’ entry into World War II, A. Phillip 

Elizabeth D. Salmon and Juliet R. Aiken contributed equally to this chapter. 

1It can also be argued that its roots can be traced back even further to the Bill of Rights. In Washington v. Davis (1976), the plaintiffs claimed that an 
employment procedure violated their Fifth Amendment right to due process.
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Randolph, an African American civil rights leader, 
proposed a march on Washington to protest racial 
discrimination in industries involved with the war 
effort (Jones, 1977). To prevent this protest, Presi-
dent Roosevelt issued Executive Order 8802 (1941), 
which encouraged “full participation in the national 
defense program by all citizens of the United States, 
regardless of race, creed, color, or national origin.”2 
This order applied to employment by the federal 
government, all defense contracts, and vocational 
and training programs administered by federal agen-
cies (Gutman, Koppes, & Vadonovich, 2011). It 
established the first EEO enforcement agency, the 
Fair Employment Practice Committee in the Office 
of Production Management. However, as was the 
case with several EEO enforcement entities, the 
committee lacked the staff and direct enforcement 
powers to enact the executive order (Jones, 1977).

In 1943, Roosevelt attempted to strengthen the 
Fair Employment Practice Committee with Execu-
tive Order 9346, which provided the committee 
with broader jurisdiction and more staff (Gutman  
et al., 2011; Jones, 1977). Nevertheless, the commit-
tee still lacked direct enforcement power and thus 
relied on negotiation, moral persuasion, and the 
pressure of public opinion to enforce its decisions 
(Jones, 1977). Despite the difficulties enforcing EEO 
law during this time, pressure for fair employment 
practices continued to mount. Indeed, starting in 
the 1940s, eight states and some cities developed 
their own fair employment agencies (Guion, 1998). 
However, these agencies’ effectiveness varied 
(Guion, 1998; Jones, 1977). Thus, until the 1960s, 
the extent to which EEO existed in the United States 
varied on a state-by-state and sometimes even a city-
by-city basis. Some states were as ineffective in 
changing business practices as the federal govern-
ment had been, whereas others (e.g., the District of 
Columbia) were able to explicitly prohibit particular 
forms of discrimination within their boundaries  
(Guion, 1998).

Not until President Kennedy’s 1961 Executive 
Order 10925 were important steps again taken at the 

federal level to prevent racial discrimination3 in 
employment decisions. In particular, this order 
attempted to provide federal agencies with sufficient 
power to enforce nondiscrimination policies 
( Gutman et al., 2011; Jones, 1977). As with earlier 
executive orders, 10925 applied to government 
employment and contracts. However, this executive 
order both increased accountability for contractors 
and created an agency with more enforcement 
power, the President’s Committee on Equal Employ-
ment Opportunity. Specifically, government  
contractors were not only required to avoid 
 discriminatory employment practices, but they also 
had to take affirmative action to ensure that appli-
cants were treated without regard to race, creed, 
color, or national origin. For example, contractors 
needed to file regular compliance reports detailing 
their hiring and employment practices. Thus, this 
executive order was the starting point for the 
 modern concept of affirmative action.

Finally, in an attempt to prevent the ineffective-
ness of prior commissions, the President’s Commit-
tee on Equal Employment Opportunity was allowed 
to initiate legal action by recommending suits 
against noncompliant or dishonest contractors to 
the U.S. Department of Justice. In addition, this 
committee could directly terminate government 
contracts with noncompliant contractors, forbid 
governmental agencies to sign future contracts with 
these contractors, and publish noncompliant con-
tractors’ names. Despite the number of enforcement 
options provided to the committee, not a single case 
was prosecuted under it (Gutman et al., 2011).

Civil Rights Act of 1964
The Civil Rights Act of 1964 was a landmark, multi-
section bill that prohibited discrimination across 
many aspects of Americans’ lives. Although prior 
legislation largely focused on preventing racial dis-
crimination in hiring, Title VII of the Civil Rights 
Act prohibits employment discrimination on the 
basis of race, color, religion, sex, or national origin. 
This section also established the EEOC. As with 

2An executive order is a directive issued by the president of the United States that has the force of law. Such orders directly affect governmental agen-
cies and their officials in addition to indirectly affecting private organizations that currently do business with, and want to continue doing business 
with, the federal government.

3Gender discrimination was introduced into legislation through the 1963 Equal Pay Act and the 1964 Civil Rights Act.
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many of the preceding enforcement agencies, the 
EEOC initially lacked power to enforce Title VII; its 
options were limited to investigating complaints and 
seeking voluntary compliance. Because of restric-
tions on the EEOC and the long history of lax 
enforcement of fair employment regulations, most 
employers did not view Title VII as a threat (Guion, 
1998; Jones, 1977).

President Johnson worked to strengthen Title VII 
enforcement among government contractors by 
issuing two executive orders. The first of these, 
Executive Order 11246 (1965), dissolved the Fair 
Employment Practice Committee and charged the 
U.S. Department of Labor with supervising the 
activities of government contractors. To this end, in 
1965 the Office of the Secretary of Labor established 
the Office of Federal Contract Compliance Pro-
grams. Executive Order 11246, along with Execu-
tive Order 11375 (1967),4 required federal 
contractors to include an equal opportunity claim in 
each contract, indicating the contractor’s agreement 
not to discriminate on the basis of race, color, sex, 
creed, or national origin. Moreover, President John-
son perpetuated the prior administration’s concept 
of affirmative action by delineating specific obliga-
tions for federal contractors to be in good standing 
with federal agencies (Gutman et al., 2011). In par-
ticular, contractors had to perform minority utiliza-
tion in all job categories to determine whether there 
were fewer minorities or women in a particular job 
group than would reasonably be expected on the 
basis of their availability (Executive Order 11246, 
1965). Also, contractors had to establish goals and 
timetables to correct any deficiencies. Finally, con-
tractors had to develop data collection systems and 
reporting plans to document their progress in 
achieving these goals.

Equal Employment Opportunity Act  
of 1972 and Civil Rights Reform Act  
of 1978
Despite the optimism that accompanied it, Title VII 
did little to remedy discriminatory employment 

practices. Indeed, by 1972, the EEOC faced a back-
log of more than 30,000 complaints, and the Justice 
Department was accused of dragging its feet in 
bringing Title VII suits. The situation was further 
complicated by the plethora of agencies involved in 
enforcing various aspects of EEO law. For example, 
the Department of Labor enforced the Equal Pay Act 
(1963) and the Age Discrimination in Employment 
Act (1967), and the U.S. Civil Service Commission 
and the U.S. Civil Rights Commission were respon-
sible for ensuring EEO for federal employees 
(Guion, 1998). All of these agencies independently 
developed regulations and published guidelines 
(Guion, 1998), and at times the regulations from 
one agency contradicted the regulations from 
another.

The Equal Employment Opportunity Act of 1972 
emerged out of this climate of confusion, disap-
pointment, and disenchantment. This act amended 
Title VII by extending the coverage of the EEOC to 
smaller employers5 as well as to state and local gov-
ernments (Jones, 1977). Moreover, the act provided 
the EEOC with direct enforcement powers such as 
the ability to file injunctions against noncompliant 
employers when conciliation efforts failed. Finally, 
the act established the Equal Employment Opportu-
nity Coordinating Council (EEOCC), which was 
charged with maximizing enforcement efforts and 
efficiency by eliminating conflict, competition, 
duplication, and inconsistencies among depart-
ments, agencies, and branches of the government 
concerned with EEO. This council consisted of the 
secretary of labor, the chairman of the EEOC, the 
attorney general, the chairman of the U.S. Civil Ser-
vice Commission, and the chairman of the U.S. Civil 
Rights Commission (Guion, 1998). Unfortunately, 
the EEOCC was not able to accomplish its mission 
and was considered a failure.

Given the ineffectiveness of the EEOCC, Presi-
dent Carter initiated the reorganization of the fed-
eral government’s EEO enforcement programs in 
1978. The Civil Rights Reform Act of 1978 elimi-
nated the EEOCC and established the EEOC as the 

4Executive Order 11246 (1965) originally did not cover gender discrimination. Executive Order 11375 (1967) amended this by extending discrimina-
tion protection to women.

5The employment practices of organizations with 15 or more employees who worked 5 days a week for at least 20 weeks in the current or preceding 
calendar year were now covered by EEOC (Equal Employment Opportunity Act, 1972).
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principal federal agency in fair employment enforce-
ment. The EEOC was charged with enforcing Title VII, 
the Equal Pay Act, and the Age Discrimination in 
Employment Act as well as ensuring EEO for federal 
employees. In 1978, in conjunction with the Civil 
Service Commission, the Department of Labor, and 
the Department of Justice, the EEOC issued the Uni-
form Guidelines on Employee Selection Procedures 
(hereinafter, the Uniform Guidelines).

In summary, this brief review of the history of 
modern EEO law highlighted several issues. First, 
legislation was not effective in changing business 
practices until it was coupled with agencies with 
direct enforcement power. Second, early attempts to 
resolve discriminatory business practices at the state 
level were largely ineffective. Third, previous 
attempts to separate responsibility for EEO regula-
tion resulted in conflict among federal agencies and 
confusion among organizations trying to meet EEO 
regulations. With the publication of the Uniform 
Guidelines in 1978, a single voice was finally com-
municating to organizations regarding EEO policy. 
However, to what extent are the Uniform Guidelines 
consistent with good professional practice in the 
field of psychology? This issue is explored in the 
next section.

PROFESSIONAL STANDARDS FOR 
EMPLOYMENT TESTING

The development of the 1978 Uniform Guidelines 
was driven by Supreme Court decisions regarding 
employment testing and validation (Albermarle 
Paper Co. v. Moody, 1975; Griggs v. Duke Power, 
1971). The general goal of the guidelines was to 
help support EEO throughout all employment deci-
sions (e.g., hiring, promotion, training) and to pro-
tect individuals belonging to the categories covered 
by Title VII of the 1964 Civil Rights Act. Specifi-
cally, the Uniform Guidelines address two general 
concerns: (a) Does the test create discrepancies 
between subgroups (i.e., adverse impact), and  
(b) does the test improve the efficiency or safety of 
the business (i.e., validity)? These topics are 
explored in greater detail later in this chapter.

The Uniform Guidelines cover issues related to 
the enforcement of Title VII and Executive Order 

11246 and have not been updated since 1978. Thus, 
the guidelines do not address more recent legislation 
or judicial decisions, nor have they been updated to 
reflect changes in professional practice or the scien-
tific literature on selection and testing. Conse-
quently, there is debate over the usefulness of the 
Uniform Guidelines, which has largely focused on the 
different viewpoints advanced in this document and 
current professional practices (see McCauley, 2011). 
Indeed, although the Uniform Guidelines are one 
source providing information regarding validation 
standards, professionals also rely heavily on two 
more contemporary documents: the joint Standards 
for Educational and Psychological Testing (Standards; 
AERA et al., 1999), described in greater detail in 
Chapter 13 in this volume and the Principles for the 
Validation and Use of Personnel Selection Procedures 
(Principles; SIOP, 2003).

APA issued the first version of testing standards, 
titled Technical Recommendations for Psychological 
Tests and Diagnostic Techniques, in 1954. But later 
revisions were titled Standards for Educational and 
Psychological Testing (hereafter the Standards). It 
was designed to reflect scholarly consensus on test 
construction, evaluation, documentation (e.g., 
validity, reliability) and fairness in testing (e.g., lan-
guage difficulties, disabilities) for all psychological 
and educational measurement. The Technical 
 Recommendations were developed to provide guide-
lines for test takers and test users to encourage ethi-
cal use of tests and ethical testing practices. After 
the release of this first version of the Standards, APA 
joined with AERA and NCME to jointly revise the 
document. The Standards have been revised four 
times, with the most current revision published in 
1999. A new revision was forthcoming at the time 
this chapter was being written and will soon be 
available.

In 1975, Division 14 of the American Psychologi-
cal Association—then the Division of Industrial–
Organizational Psychology, which would later 
become SIOP—published its own set of standards 
for employment testing, the Principles. The primary 
purpose of the Principles was to establish the per-
spective of industrial and organizational psycholo-
gists with regard to employment testing and 
assessment, especially validation (Jeanneret, 2005). 
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The Principles have been revised four times, with the 
most recent version published in 2003. Neither the 
Principles nor the Standards interpret legislation or 
judicial decisions related to testing or equal employ-
ment practices. However, both are used as valuable 
resources for understanding and developing valid 
selection tools. Despite the fact that both sets of 
guidelines have been updated to reflect current pro-
fessional standards and practices, the older Uniform 
Guidelines still tend to be referenced more fre-
quently in employment litigation (Jeanneret, 2005).

In the next section, important issues that need to 
be addressed when using tests in organizations are 
discussed. First considered is how test fairness is 
conceptualized in a legal sense. Next discussed are 
both legal and professional standards regarding 
applied testing. Finally, the shifting-burden-of-proof 
model, which is the decision process used when 
assessing an EEO court case, is reviewed. When dis-
cussing each of these topics, the perspectives of the 
Uniform Guidelines, the Standards, and the Principles 
are addressed.

IS THIS TEST CAUSING PROBLEMS? THE 
CONCEPT OF ADVERSE IMPACT

How does one know when the use of a test in orga-
nizations is problematic? One legal guideline for the 
fairness of organizational testing is the presence—or 
absence—of adverse impact, which is discussed in 
this section. Adverse impact occurs when the use of 
a test or some employment practice has differential 
consequences for two or more subgroups (e.g., 
racial, gender, religious). Discrimination under Title 
VII can be conceptualized under several different 
models. This discussion focuses on adverse impact 
because it is the primary model under which issues 
relevant to the use of tests and assessments in orga-
nizational settings emerge; interested readers are 
encouraged to consult Gutman (2005) and Gutman 
et al. (2011) for a comprehensive discussion of other 
litigation models.

As indicated, adverse impact (also known as dis-
parate impact) is concerned with the consequences 
of the use of an employment practice (e.g., a test or 
a battery of tests). It is established by computing  
the impact of the employment practice on some 

minority subgroup and comparing it with the 
impact of the practice on the majority subgroup. For 
example, adverse impact can be said to exist if the 
percentage of African Americans passing an exam is 
sufficiently lower than the percentage of Caucasians 
passing the exam.

Two general techniques are used for determining 
whether two or more pass rates are sufficiently dif-
ferent to be labeled adverse impact (EEOC et al., 
1978, Section 1607.3D). One technique is known as 
the four-fifths or 80% rule. According to this rule, 
adverse impact exists if the percentage of the minor-
ity subgroup passing the employment procedure is 
less than 80% of the ratio of the majority subgroup. 
The four-fifths rule was originally developed by the 
California Technical Advisory Committee on Test-
ing in the early 1970s (Biddle, 2006) and was later 
codified in the Uniform Guidelines as a practical 
method for establishing adverse impact.

To apply this definition to the assessment of 
adverse impact, it is important to identify the major-
ity subgroup. When the Civil Rights Act of 1964 was 
originally written, the majority subgroup was 
believed to be Caucasian and male, because the Civil 
Rights Act was interpreted as protecting certain 
groups from discrimination (e.g., women, African 
Americans). However, in Regents of the University of 
California v. Bakke (1978), the Supreme Court clari-
fied that the belief that there are protected groups is 
incorrect. In particular, the Supreme Court deter-
mined that the Civil Rights Act prohibits all discrim-
ination on the basis of race, color, religion, sex, or 
national origin. There are no protected groups 
because that term implies that there are groups that 
can be discriminated against and groups that are 
universally favored. Indeed, men or Caucasians can 
file discrimination lawsuits just as can women and 
African Americans.

Consequently, the majority subgroup in the 
adverse impact analysis is determined on the basis of 
composition in a job, organization, or industry. For 
example, if an occupation typically employs more 
women than men, then the majority subgroup for 
adverse impact analyses would be women. This  
context-specific approach to identifying the majority 
subgroup permits computation of adverse impact  
for reverse discrimination cases (e.g., men claiming 
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discrimination in a historically female-dominated 
job). Finally, the impact of an employment proce-
dure does not have to be computed for every single 
subgroup in an applicant pool or organization. Only 
those subgroups that constitute at least 2% of the 
applicant pool are large enough to be used to deter-
mine adverse impact (EEOC et al., 1978).

The second method for determining whether the 
passing rates of two or more subgroups substantially 
differ is to conduct various statistical tests. The pos-
sibility of using statistical tests was mentioned in the 
Uniform Guidelines (EEOC et al., 1978, Section 
1607.3D), which indicated that adverse impact can 
be inferred when there are statistically significant 
differences between minority and majority passing 
rates, provided the sample size is sufficient to permit 
meaningful analysis. A variety of statistical tests can 
be conducted, such as Fisher’s exact test or the Z 
test for difference in proportions (also known as the 
2 standard deviations test). Specifically, the 2 stan-
dard deviations test is computed by using the fol-
lowing formula (Morris & Lobsenz, 2000):
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where PRmin is the pass rate for the test for the 
minority group, PRmaj is the pass rate for the major-
ity group, PRT is the pass rate for the total sample, 
Nmin represents the number of minority group appli-
cants, and Nmaj represents the number of majority 
applicants (Fleiss, 1981; Office of Federal Contract 
Compliance Programs, 1993). If the absolute value 
of the obtained ZD is higher than 1.96, the pass rates 
are significantly different and adverse impact can be 
declared.

An important point regarding the four-fifths rule 
and the two aforementioned statistical tests for 
determining adverse impact necessitates further dis-
cussion. Regardless of how it is determined, adverse 

impact is a reflection of how a test is used and not 
an inherent property of a test. Specifically, some cut 
score must be determined so that the percentage of 
people passing a test can be determined for each 
subgroup. When there are subgroup distribution 
differences, the organization’s choice of a cut score 
affects the likelihood of finding adverse impact. If 
the organization chooses a difficult cut score, the 
likelihood of finding adverse impact on such a test 
may increase. However, adverse impact may 
decrease or even disappear if an easier cut score is 
chosen for the very same test. Thus, adverse impact 
reflects how a test is used. Table 38.1 demonstrates 
potential inconsistencies between the four-fifths  
rule and statistical significance tests as a function of 
sample size.

Finally, it is important to note that demonstrat-
ing adverse impact is not proof that a test is discrimi-
natory. Rather, demonstrating adverse impact simply 
establishes a prima facie case (prima facie is Latin for 
“on its first appearance”). Establishing a prima facie6 
case triggers further investigation into the employ-
ment practice in question (Guion, 1998; Gutman  
et al., 2011; Hanges, Aiken, & Salmon, 2011). It is  
at this stage that the court becomes interested in the 
psychometric quality of the employment practice 
and the validity of the inferences drawn from the 
practice. Indeed, organizations are not legally 
required to have any validity information regarding 
their employment procedures if these procedures do 
not exhibit any adverse impact (EEOC et al., 1978). 
However, once adverse impact has been found, then 
assessment quality and business necessity for the 
procedure has to be provided.

PSYCHOMETRIC QUALITY: RELIABILITY

Once adverse impact has been demonstrated, atten-
tion is turned to the quality of the employment  
procedure. Questions such as “Have adequate pre-
cautions been taken to minimize bias?” “Does the 

6A second approach to establish a prima facie case is to demonstrate disparate treatment. Unlike adverse impact, which requires multiple observations, 
disparate treatment can be used with a single person or a small group of people. Disparate treatment is established by successfully arguing the follow-
ing in court: (a) The person or persons belong to a minority subgroup in which minority subgroup status is consistent with the previous discussion; 
(b) the person or persons applied and was qualified for the job; (c) despite qualifications, the person was rejected; and (d) after rejection, the job 
stayed open, or the company looked for applicants with similar qualifications, or the company filled the job with someone having the same or lower 
qualifications as the person or persons filing the complaint. If the plaintiff is able to provide evidence to convince the judge that these four conclu-
sions are appropriate, then a prima facie case is established.
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factor structure support the way the test is used?” 
and “Is there sufficient reliability to meaningfully 
make judgments with this test?” are asked. This 
domain is clearly one in which most psychologists 
would be very comfortable working.

Traditionally, actual employment decisions based 
on the tests were made from a rank-ordering per-
spective. That is, individuals who scored highest on 
a given test were believed to be better qualified than 
those who scored lower, regardless of the magnitude 
of difference between their scores. For example, 
suppose that for a particular employment test, one 
group of individuals scored 95 on the test and 
another group of individuals scored 96. The tradi-
tional rank-ordering model indicates that, on aver-
age, the latter group of individuals will outperform 
the former group of individuals. Indeed, if this strat-
egy is applied in the long run, over a large number 
of applicants, selecting the applicants with the high-
est scores will yield the most economic utility (see 
Cascio, Outtz, Zedeck, & Goldstein, 1991). How-
ever, some researchers have questioned the extent to 
which organizations really operate in the long run 
and whether any particular employment test is suffi-
ciently reliable to make such fine distinctions on the 
latent construct of interest (Cascio et al., 1991).

To address concerns with test reliability, Cascio 
et al. (1991) proposed the concept of test banding. 
According to classical test theory, observed score 
variance is a function of true score variance and ran-
dom error variance (Nunnally, 1978; see also Chap-
ter 2, this volume). As the degree of random error 
variance decreases, the test’s reliability increases. 
Although theoretically possible, it is not possible  

in practice to ever have a perfectly reliable test.  
That is, random discrepancies between the observed 
score and the person’s true potential will always 
occur. Test banding was proposed as a way to take 
this error into account when making selection 
decisions.

The variability in obtained test scores when  
people take two or more parallel tests, also known 
as the standard error of difference (SED), can be 
directly computed from the reliability of the test as 
shown in the following formula:

SED S= −x xx(1 ) 2ρ ′ ,
 

(38.2)

where Sx is the standard deviation of the test and ρxx′ 
is the reliability of the test. The width of the band is 
then obtained by multiplying the standard error of 
difference by some critical value (e.g., 1.96). Test 
bands are implemented in multiple stages. First, all 
the test scores are put in rank order. Then, one 
bandwidth is subtracted from the top-ranked test 
score. All applicants whose test scores fall within 
that bandwidth are considered to have latent true 
scores that are not different from each other.

The concept of test banding was first introduced 
in the applied testing literature as a way to reach a 
compromise between economic utility (e.g., hiring 
the candidates most likely to perform highly) and 
concerns for workplace diversity (Cascio et al., 
1991). Specifically, if minority candidates routinely 
scored lower than Caucasian candidates on employ-
ment tests, then the use of a rank-ordering strategy 
to make decisions tends to result in adverse impact. 
However, if test scores are banded, some minority 

TABLE 38.1

Comparison of Four-Fifths Rule With Statistical Test Definition of Adverse Impact (AI)

Applicants Selected Passing ratio AI

Majority Minority Majority Minority Majority Minority Total

Four-fifths 

rule Decision ZD Decision

25 10 20 5 .800 .500 .714 0.625 AI −1.775 No AI
50 25 40 20 .800 .800 .800 1.000 No AI   0.000 No AI
100 100 99 98 .990 .980 .985 0.990 No AI −0.582 No AI
200 200 118 95 .590 .475 .533 0.805 No AI −2.305 AI
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candidates may be in the top band and thus be eligi-
ble for employment.

Indeed, although the use of test banding may 
appear to be attractive as an affirmative action pro-
cedure, legal decisions regarding the use of banding 
procedures have not always been supportive of this 
strategy. For example, banding has been upheld as 
an appropriate affirmative action procedure when 
decisions about who to hire within a band are not 
made solely on the basis of applicant race (e.g., Chi-
cago Firefighters v. City of Chicago, 2001; Bridgeport 
Guardians, Inc. v. City of Bridgeport, 1991; Jefferson 
County and Loeser v. Zaring and Hord, 2002; San 
Francisco Fire Fighters Local 798 v. San Francisco, 
2006). Use of banding as an affirmative action 
 procedure has also been upheld when it is used as a 
temporary solution to remedy past racial injustices 
(e.g., Officers for Justice v. the Civil Service Commis-
sion of the City and County of San Francisco, 1992). 
In contrast, promotions awarded on the basis of a 
banding procedure were deemed improper in Mas-
sachusetts Association of Minority Law Enforcement 
Officers v. Gerald T. Abban and Others (2001). How-
ever, the rationale behind this ruling was due both 
to the focus on race in determining promotions and 
to a lack of evidence supporting the statistical gener-
ation of, and theoretical importance of, the banding 
procedure used.

It should be noted that test banding has gener-
ated considerable controversy in the scientific litera-
ture (Bobko & Roth, 2004). Although it is not a new 
concept, debate about banding seems to have been 
generated largely by the suggestion that psychomet-
ric theory is useful in establishing bandwidth. Pro-
ponents of psychometric-based banding strategies 
believe that banding accounts for error in measure-
ment and can provide a more objective method of 
grouping individuals for employment decisions 
(Campion et al., 2001; Cascio et al., 1991). Detrac-
tors of these procedures voice concern over the 
inconsistency of such a strategy with the observed 
linear relationships between variables (for more on 
this discussion, see Aguinis, 2004; Campion et al., 
2001). Moreover, although test banding is for-
warded as a potential method to reduce adverse 
impact, a Monte Carlo simulation conducted in 
1991 by Sackett and Roth demonstrated that test 

banding does not reduce adverse impact unless it is 
coupled with a within-band minority group prefer-
ence selection strategy. Further complicating the 
issue, several different methods of banding have 
started to appear in the literature, and not all of 
these methods are rooted in the concept of test unre-
liability (e.g., Aguinis, 2004; Aguinis, Cortina, & 
Goldberg, 1998; Hanges & Gettman, 2004; Hanges, 
Grojean, & Smith, 2000).

In sum, the courts have generally upheld the use 
of banding in employment decisions, provided that 
race is not the sole criterion used to select applicants 
from within a band. Interestingly, some scholars 
have argued that these rulings may have limited the 
utility of one of the key motivations to use test  
banding—the desire to improve workforce diversity 
(Campion et al., 2001). However, the Supreme Court 
has not yet weighed in on the issue of banding (Bar-
rett, Doverspike, & Arthur, 1995). Consequently, 
the use of banding in employment decisions may be 
further modified as case law builds in this area.

Although the Uniform Guidelines do not specifi-
cally address issues related to reliability, reliability is 
defined and addressed by both the Standards and the 
Principles (Jeanneret, 2005; see also Chapter 2, this 
volume). Both sets of professional standards point to 
the importance of assessing the consistency of scores 
across various sources of error, including time,  
raters, and items (SIOP, 2003, p. 70). The Principles 
hold that both the reliability of the test scores and 
the validity of inferences based on the test results 
should be determined (SIOP, 2003, p. 60).

APPROPRIATENESS OF INFERENCES: 
VALIDITY

In addition to examining a test’s psychometric prop-
erties, important questions arise regarding whether 
the test is a necessary business practice. The 
Supreme Court explicated this standard in Robinson 
v. Lorillard Corp. (1971). Specifically, the ruling 
indicated that business necessity does not encom-
pass an organization’s ability to express some ratio-
nale or provide some justification for the challenged 
practice. Rather, organizations need to address 
whether “there exists an overriding legitimate  
business purpose such that the practice is necessary 
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for the safe and efficient [emphasis added] operation 
of the business.”

In the scientific literature, validity refers to the 
appropriateness of inferences derived from a given 
test (SIOP, 2003), and it is not believed to be an 
inherent property of a test. In other words, a test can 
provide valid inferences about individuals in a clini-
cal setting, but the same test may not provide valid 
inferences in another setting (e.g., selecting police 
officers). Demonstrating that a test provides appro-
priate inferences regarding current skill levels, sub-
sequent job performance, or job potential speaks 
directly to the heart of the Robinson v. Lorillard 
Corp. business necessity requirement. Validity evi-
dence demonstrates that the employment practice in 
question is connected to the efficient (and some-
times even the safe) operation of an organization.

Validity as Codified in the Uniform 
Guidelines
According to the Uniform Guidelines, there are three 
types of validity, and different types of evidence are 
needed to support each of type. Thus, the Uniform 
Guidelines use what has been called the trinitarian 
perspective on validity (Guion, 1980; Landy, 1986). 
Specifically, the Uniform Guidelines indicate that 
validity can be supported by (a) establishing a rela-
tionship between the scores on the procedure in 
question and job performance (i.e., criterion valid-
ity); (b) a professional assessment of the overlap in 
content between the employment procedure and the 
job itself (i.e., content validity); or (c) a demonstra-
tion that the procedure measures a construct that is 
important for job performance (i.e., construct valid-
ity). The Uniform Guidelines provide considerable 
detail explicating what needs to be met for each kind 
of validity (e.g., a job analysis must be done for con-
tent validity; the sample in a criterion-related validity 
study should be similar to the relevant labor market).

Not only did the Uniform Guidelines specify three 
different types of validity, they also specified when 
each type of validity should be collected. Thus, the 
Uniform Guidelines stated that inferences about men-
tal processes

cannot be supported solely or primarily 
on the basis of content validity. Thus, a 

content strategy is not appropriate for 
demonstrating the validity of selection 
procedures which purport to measure 
traits or constructs, such as intelligence, 
aptitude, personality, commonsense, 
judgment, leadership, and spatial ability. 
(EEOC et al., 1978, § 1607.14.C(1))

However, content validity studies are recommended 
when the organization is developing work samples 
or measures of competencies necessary for success-
ful performance.

Because the Uniform Guidelines discuss three 
types of validity, the question has arisen—in 
court—as to whether the Uniform Guidelines 
“prefer” one form of validity over another. Indeed, 
they do not. Instead, as previously discussed, the 
authors of the guidelines felt that each form of 
validity evidence would be uniquely useful in a par-
ticular situation. This viewpoint has been upheld in 
court, as can be seen in Gillespie v. State of Wiscon-
sin (1986).

With respect to criterion-related validity, one 
important issue to note is that the Uniform Guide-
lines were written when researchers believed in the 
situational specificity hypothesis, which was largely 
false. That is, researchers thought that a test’s job 
relatedness did not necessarily transfer from one sit-
uation to another even though the exact same job 
was being performed in both locations. As a result, 
the Uniform Guidelines have been interpreted as 
emphasizing the need for separate validity studies in 
each location to prove the validity of the same 
employment practice for the same job in different 
locations. However, although the Uniform Guidelines 
were developed under the assumption of situational 
specificity, they were also written to be interpreted 
in light of current scientific evidence. Although 
some scholars have argued that the Uniform Guide-
lines exclude the use of validity generalization argu-
ments (McDaniel, Kepes, & Banks, 2011; see also 
Chapter 4, this volume), validity generalization 
arguments have been successfully upheld twice thus 
far in court. First, in Williams et al. v. Ford (1999), 
Ford was able to support the validity of its selection 
test by using a combination of a criterion-related 
validity study conducted with its workforce and a 
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meta-analysis of similar tests used by other employ-
ers in similar jobs. Second, in Association of Mexican-
American Educators et al. v. the State of California 
(2000), the State of California successfully argued 
for the validity generalization of findings from two 
prior studies of the test in question in similar jobs. 
Specifically, the court found that, despite differences 
in the abstraction of the measurement of skills, the 
prior studies provided sufficient evidence for validity 
with respect to the current use of the test. Although 
one might argue that the courts in these cases simply 
did not accept the guidelines as determinative, the 
rulings in both explicitly stated that the guidelines 
should be given deference and assessed the valida-
tion studies in question against the requirements for 
validation outlined in the guidelines.

Indeed, careful reading of the Uniform Guidelines 
reveals that although it does not explicitly include 
the words validity generalization, it specifies a valid-
ity transportability procedure that could be used to 
import validity information from one setting to 
another (Biddle & Nooren, 2006). Unfortunately, 
the validity transportability procedure discussed in 
the Uniform Guidelines is limited only to transport-
ing the exact same test for the exact same job across 
different locations. Validity generalization, however, 
is a more general procedure in that it explores the 
robustness of inferences across different locations, 
different jobs, and even different tests (given evi-
dence that the tests measure the same psychological 
construct).

Finally, the Uniform Guidelines discuss the 
importance of conducting studies of fairness, when 
technically feasible. Readers interested in a more 
thorough discussion of test fairness may want to 
consult Volume 3, Chapter 27, this handbook. Anal-
yses of fairness generally consist of performing the 
Cleary (1968) moderated regression fairness model 
to determine whether the test has differential predic-
tion of a given outcome as a function of race, color, 
religion, sex, or national origin. Specifically, differ-
ential prediction occurs when the same test score 
has different meanings (i.e., different outcomes) for 

individuals from different subgroups. There are 
three types of differential prediction according to 
this model: intercept bias, slope bias, and the com-
bined intercept–slope bias. Regardless of the specific 
type, evidence of differential prediction is problem-
atic because the same test score (e.g., 90) has a dif-
ferent meaning for one subgroup (e.g., adequate job 
performance) than for the other (e.g., exceptional 
job performance). As with many of the issues 
reviewed in this chapter, differential prediction has 
been thoroughly discussed in the industrial and 
organizational psychology literature. Some research-
ers have claimed that differential prediction does  
not happen or, when it does, favors minority sub-
group members (Hunter, Schmidt, & Hunter, 1979). 
Others have asserted that differential prediction 
occurs, but not universally (Van Iddekinge & Ploy-
hart, 2008). In other words, differential prediction 
might emerge in certain subgroup comparisons for 
certain criteria, but not for all subgroup compari-
sons across all criteria.

It should be noted that the Cleary (1968) 
approach to assessing differential validity assumes 
that the criterion variable is not sensitive to discrim-
inatory factors (e.g., rater prejudice, opportunity 
bias). To the extent that such factors affect subgroup 
differences on the criterion, the accuracy of the dif-
ferential prediction statistical analysis will be 
affected (Saad & Sackett, 2002). Thus, it is impera-
tive that researchers choose their criterion variable 
carefully when conducting these analyses (Van 
Iddekinge & Ployhart, 2008).

The Principles and the Standards also devote a 
great deal of time to discussions of validity. 
Although the Standards and the Principles are con-
sistent in their treatment of validity (Jeanneret, 
2005), compared with the Standards, the Principles 
provide more information on validation, job analy-
sis, and data analysis. For example, the Principles 
discuss validity generalization, including synthetic–
job component validity7 evidence, meta-analysis, 
and cut scores. In contrast to the Uniform Guidelines, 
both the Standards and the Principles view validity as 

7Synthetic validity, also known as job component validity, is used when a single organization does not have a sufficient sample size in a single job to con-
duct a criterion-related validity study. Synthetic validity is conducted by analyzing multiple jobs on their component skills and identifying a family 
of jobs that require the test’s skill set. Employees in these jobs take the test, and their scores are correlated against some criterion. The validity of an 
entire test battery is synthesized by combining the separate validities obtained across multiple validity studies.
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a unitary construct, discuss convergent and discrim-
inant validity, and consider fairness and bias from 
multiple perspectives. Interested readers are encour-
aged to refer to Jeanneret (2005) for a more detailed 
comparison of the professional standards on the 
topic of validity.

Legal and Judicial History Regarding 
Validation Evidence
In addition to the validation guidelines provided in the 
Guidelines, Standards, and Principles, legal decisions 
have also shaped the standards by which validation 
evidence is judged. We review several salient cases on 
validation guidelines in the sections that follow.

Albemarle Paper Co. v. Moody (1975). The 
Albemarle Paper Co. v. Moody case was important 
in establishing guidelines for validity evidence, 
because the ruling explicitly discussed the quality of 
the validity study provided by the Albemarle Paper 
Company. On the eve of the trial, the company hired 
an industrial psychologist who spent approximately 
half a day completing a concurrent criterion-related 
validity study. The psychologist did not perform a 
job analysis and did not have a sufficient sample 
size to conduct the criterion-related study in any 
one job. So he created a sufficiently large sample to 
conduct the study by grouping jobs together solely 
on the basis of the proximity of their line of progres-
sion.8 The dependent variable in the validity study 
was obtained by asking each supervisor to indepen-
dently rank their subordinates. Unfortunately, no 
information was provided regarding the criteria to 
consider when making these rankings.

The Supreme Court, relying on guidelines pub-
lished by the EEOC and the 1974 Standards (APA, 
AERA, & NCME, 1974), found that the Albemarle 
validation design was deficient. Specifically, the 
court found that there was no way to precisely dis-
cern what standards the individual supervisors used 
to rank their employees, or whether the supervisors 
were even using the same standard. In addition, the 
sample used in the validation study mainly came 
from jobs near the top of progression line. Inconsis-
tent with the 1970 EEOC guidelines, the study’s 

sample was not representative of the relevant labor 
market for entry-level jobs. Finally, the psychologist 
did not conduct test fairness studies (i.e., he did not 
test whether the tests were differentially valid for the 
subgroups), nor did he argue that such an analysis 
was technically infeasible. In terms of the implica-
tions for testing and assessment, the Albemarle Paper 
Co. v. Moody case highlights that the court will 
examine the technical details of a validity study, and 
if the validity study is deemed inadequate, the defen-
dant is in trouble.

Washington v. Davis (1976). The Washington, DC, 
police department used a verbal ability test, called 
Test 21, for selection and promotion purposes.  
Test 21 excluded 4 times as many African American 
candidates as Caucasian candidates, with 57% of 
African American candidates and 13% of Caucasian 
candidates failing the test between 1968 and 1971. 
Two African American police officers alleged that the 
department’s recruiting policy was racially discrimi-
natory. Instead of filing the complaint under Title VII,  
the officers wanted the test declared unlawfully 
discriminatory and thus a violation of the due pro-
cess clause of the Fifth Amendment to the U.S. 
Constitution. The department countered with valid-
ity evidence showing that Test 21 predicted perfor-
mance in the department’s officer training programs. 
Furthermore, the department argued that it had 
a program to recruit African American applicants 
and that the African American population between 
ages 20 and 29 was proportionate to the number of 
African American police on the force.

This case is important for a number of reasons, 
some of which are discussed later in this chapter. 
However, this case brought to light issues bearing 
on the legal guidelines for validity. Specifically, the 
defendant provided validity evidence showing that 
Test 21 predicted performance in the department’s 
officer training programs. Previously, only actual job 
performance was used as a criterion to demonstrate 
business necessity. However, because the court 
ruled in favor of the defendant in this case (see 
explanation later in this chapter), performance  
in training became an acceptable criterion for  

8Although this strategy might have been supported if the psychologist had collected job analysis information and clustered jobs on the basis of overlap 
in the knowledge, skills, and abilities required to do them, this information was not collected.
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establishing business necessity. More technically, 
given safety issues involved in the job, the court 
argued that it was sufficient to compare test scores 
with the content-valid prerequisite training and not 
necessary to compare the test with actual job perfor-
mance as a police officer (Gutman, 2005, p. 28).

In summary, in this section the authors discussed 
the importance of providing validity information to 
demonstrate that an employment practice in ques-
tion meets the business necessity standard specified 
in Robinson v. Lorillard Corp. Moreover, different 
conceptualizations of validity used in the guidelines 
and professional standards were addressed, and sev-
eral recommendations for validity studies made by 
the Uniform Guidelines were argued to be inconsis-
tent with current professional standards. It should 
be noted that even though these discrepancies exist, 
the Uniform Guidelines still influence governmental 
agencies and other organizations. Thus, it is impera-
tive that psychologists understand not only the cur-
rently accepted professional standards but also the 
boundaries placed on organizations by these stan-
dards. In the next section, the standards used to 
decide EEO court cases are reviewed. This model, 
which developed through the evolution of case law, 
is called the shifting-burden-of-proof model.

SHIFTING BURDENS AMONG PLAINTIFFS 
AND DEFENDANTS

The process of deciding an adverse impact case fol-
lows what is called the shifting-burden-of-proof model. 
This is a decision process that the judge uses when 
weighing the evidence presented in a case. In this 
decision model, the burden of proof first rests with 
the plaintiff. The plaintiff must present convincing 
evidence demonstrating that adverse impact has 
occurred. If the judge is convinced by the plaintiff’s 
evidence, the burden of proof shifts to the defendant. 
The defendant’s burden is to demonstrate that the 
employment practice is sound and has validity. If the 
judge is convinced that the practice has validity, the 
burden of proof shifts back to the plaintiff. At this 
time, the plaintiff must furnish evidence that the 
employment practice is a pretext for discrimination. 
Specifically, the plaintiff may do this by demonstrat-
ing that there are other employment practices that 

are equally valid but result in less adverse impact. In 
other words, the plaintiff has to argue that the defen-
dant could easily have accomplished the business 
purpose with a procedure that would have produced 
less harm to the particular subgroup in question. It 
should be noted that this orderly procession of bur-
den shifting only takes place in the judge’s mind. If 
one observed an actual trial, one would see evidence 
and counterevidence touching on all of these issues 
presented throughout the trial.

Legal and Judicial History of the Shifting-
Burden-of-Proof Model
Unlike standards of validation, the shifting-burden-
of-proof model arose exclusively from case law. We 
review three landmark cases in the development of 
this model in the sections that follow.

Griggs v. Duke Power (1971): Intent versus 
consequences. In the first case prosecuted under 
Title VII, the Duke Power Company was accused 
of practicing discriminatory hiring and assignment 
practices. Before the passage of the Civil Rights 
Act of 1964, the company openly discriminated on 
the basis of race by enforcing a policy that African 
Americans could only work in the Labor plant. 
Among the plants run by Duke Power, this plant 
had the lowest-paying jobs. In 1955, Duke Power 
instituted a requirement that employees transferring 
between plants had to have a high school diploma—
something accomplished primarily by Caucasians 
rather than African Americans in North Carolina 
at that time. When Title VII became effective, the 
company added two professionally developed tests, 
the Wonderlic Personnel Test and the Bennett 
Mechanical Comprehension Test, to their require-
ments for employees to transfer plants. These test-
ing requirements effectively prohibited the transfer 
of African American employees into more lucra-
tive jobs in the company. Early judgments favored 
the company, with the District Court and Court of 
Appeals ruling that the company had not violated 
Title VII because the testing requirements were 
applied equally to Caucasian and African American 
employees. In addition, the lower courts found that 
the plaintiff failed to establish that the company 
acted out of discriminatory intent.
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The Supreme Court overruled the lower courts’ 
judgments, asserting that the absence of discrimina-
tory intent does not justify selection procedures that 
are not job related. This ruling was important in set-
ting the standards for determining adverse impact 
because it highlighted that the consequences of 
employment practices are the principal concern;  
it is not necessary to prove that the organization 
intended to discriminate when pursuing a case 
under the adverse impact model. Moreover, the 
court defined the shifting-burden-of-proof model in 
this case by affirming that the touchstone of the 
Civil Rights Act is business necessity; after the plain-
tiff establishes a prima facie case, the defendant must 
show that the challenged practice is related to the 
job in question. Griggs v. Duke Power Co. is signifi-
cant for workplace testing practices in that it high-
lights the importance of monitoring the 
consequences of testing rather than relying on good 
intentions as well as the importance of ensuring that 
employment tests are job related.

Washington v. Davis (1976). As discussed previ-
ously, the Washington, DC, police department used 
a verbal ability test, called Test 21, for selection and 
promotion purposes. This test excluded 4 times as 
many African American candidates as Caucasian 
candidates. The critical point to focus on in this case 
is that the complaint was not filed under Title VII; 
rather, the test was claimed to be unlawfully discrim-
inatory because it violated the due process clause of 
the Fifth Amendment to the U.S. Constitution.

The Supreme Court ruled that a case filed under 
constitutional rule carries a heavier burden for the 
plaintiff than do cases filed under Title VII. Specifi-
cally, cases filed under constitutional rule require 
evidence of purposeful discrimination, whereas  
Title VII cases do not. This ruling helped to solidify 
standards for establishing a prima facie case under 
Title VII relative to other models of discrimination.

Connecticut v. Teal (1982): Bottom line. The 
Uniform Guidelines originally advocated a bottom-
line approach to assessing adverse impact. In other 
words, if an organization required applicants to take 
a battery of tests to make an employment decision, 
the bottom-line approach would say that if there is 
no adverse impact on the final employment decision,  

a prima facie case would not be established. The 
adequacy of the bottom-line defense was tested in 
Connecticut v. Teal.

Four African American employees of the Depart-
ment of Income Maintenance of the State of Con-
necticut were provisionally promoted to the position 
of welfare eligibility supervisor. To attain permanent 
status, the employees had to complete a multistep 
selection process. The first step of the process was  
a written test, which had a pass rate of 54.17% for 
African Americans and 79.54% for Caucasians. The 
respondents in this case alleged that the written test 
violated Title VII because it excluded African Ameri-
can applicants in disproportionate numbers and was 
not job related. More than a year after filing the 
complaint, and approximately 1 month before the 
trial, the four employees were promoted on the basis 
of an eligibility list generated by the written test. 
The department instituted affirmative action plans, 
promoting 22.9% of African American employees 
and 13.5% of Caucasian employees. The department 
justified the affirmative action program by arguing 
that it maintained the bottom-line statistics for the 
promotion system.

The Supreme Court ruled that bottom-line 
defense was unacceptable and the individual compo-
nents of a selection battery could be investigated 
even when the overall employment decision does 
not have adverse impact. In other words, if adverse 
impact is found in any component of a selection  
system, the defendant must justify that component. 
In this decision, the Supreme Court differentiated 
fairness to a group from fairness to individuals. In 
particular, the justices said that it is unacceptable for 
the final decisions of a selection system to show no 
discrimination (i.e., fairness to subgroups) when 
actual people are being prevented from pursuing job 
opportunities by a discriminatory test subcompo-
nent (i.e., fairness to individuals). Thus, this case 
warned organizations that tests can be targeted for 
investigation even if the final employment decisions 
do not exhibit adverse impact.

Challenging the Shifting-Burden-of-Proof 
Model
The shifting-burden-of-proof model established in 
Griggs v. Duke Power (1971) appeared to be well 



Hanges, Salmon, and Aiken

706

established by the late 1980s. However, two cases 
then challenged the very structure of the model. In 
Watson v. Fort Worth Bank and Trust (1988), an Afri-
can American female bank employee, Clara Watson, 
was denied promotion in favor of Caucasian employ-
ees on the basis of a multiple-component subjective 
assessment system, including ratings of job perfor-
mance, interview performance, and past experience. 
The evaluation system as a whole showed adverse 
impact, but it was impossible to disaggregate the 
components of the system for further analysis.

Consistent with previous decisions, the Supreme 
Court ruled that subjective assessment systems, 
such as the one used by Fort Worth Bank, could be 
subjected to adverse impact analysis. However, in a 
move inconsistent with the shifting-burden-of-proof 
model, the Court ruled that the plaintiff was respon-
sible not only for demonstrating adverse impact, but 
also with identifying the cause or causes of adverse 
impact within the selection system or proving that 
the selection components could not be disaggre-
gated. Moreover, the Court ruled that when the bur-
den shifts to the defendant, the employer only has to 
state a legitimate business purpose for the contested 
practice instead of presenting validity evidence. 
Thus, this decision reduced the defendant’s burden 
by moving away from the Robinson v. Lorillard Corp. 
(1971) business necessity requirement while simul-
taneously increasing the plaintiff’s initial burden.

The issues of subjective employment assess-
ments, identification of the cause of adverse impact 
in multicomponent selection systems, and the 
change in the shifting-burden-of-proof model from 
Watson v. Fort Worth Bank and Trust (1988) reap-
peared in Wards Cove Packing Co. v. Atonio (1989). 
In the Alaskan Wards Cove Packing Company, a 
salmon cannery, jobs were classified as either skilled 
or unskilled. The skilled jobs were occupied primar-
ily by Caucasian employees, whereas employees in 
the unskilled jobs were predominately Eskimo and 
Filipino (Gutman et al., 2011). The plaintiffs tried 
to establish a prima facie case by arguing that use of 
the overall selection system created adverse impact.

Consistent with Watson v. Fort Worth Bank and 
Trust (1988), the Supreme Court determined that by 
not identifying the specific selection procedure 
responsible for the disparities, the plaintiffs had not 

established a prima facie case. Moreover, the court 
found that the defendant’s burden of proof requires 
them only to provide evidence that the targeted 
practice serves legitimate employment goals and not 
that the practice is job related.

Reinstating the Shifting-Burden-of-Proof 
Model: Civil Rights Act of 1991
Following the Wards Cove Packing Co. v. Atonio 
(1989) decision, Congress proposed a number of 
bills aimed at reversing or qualifying its effects, 
especially the changes that these decisions made to 
the Griggs v. Duke Power Co. (1971) shifting-
burden-of-proof model. The 1990 Civil Right Act 
specifically targeted Wards Cove, addressing the 
issues of bottom-line effects on establishing prima 
facie cases, the shifting-burden-of-proof model, and 
the standards for business necessity. This bill was 
vetoed by President George H. W. Bush, and two 
additional congressional acts also failed before the 
passage of the 1991 Civil Rights Act. The 1991 act 
was intended to clarify issues related to causation, 
the shifting burden of proof, and business necessity. 
It also addressed the practice of adjusting selection 
test scores or cutoffs on the basis of class 
membership.

The 1991 act attempted, with varying degrees of 
success, to resolve the issues brought to light in the 
Wards Cove Packing Co. v. Atonio (1989) decision. 
First, regarding identification and causality, the act 
specifies that plaintiffs must specify which selection 
procedures caused adverse impact, except in cases in 
which the selection system cannot be separated into 
components for analysis. If the system cannot be 
separated, the entire employment system can be 
analyzed as a single practice. The act also reversed 
the Wards Cove decision and reestablished the 
Griggs v. Duke Power Co. (1971) shifting-burden-of-
proof model. That is, the act specified that after the 
plaintiff’s establishment of a prima facie case, the 
defendant must provide evidence that the targeted 
practice is related to the efficiency or safety of the 
business. Last, the act also addressed the topic of 
race norming, an unpopular practice involving the 
adjustment of scores or score cutoffs based on race 
or other protected EEOC categorization; the act 
expressly forbade this practice in employment tests.
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In summary, in this section the authors discussed 
how the Griggs v. Duke Power Co. (1971) shifting-
burden-of-proof model has been used to decide an 
EEO court case. Although the nature of the model 
faced challenges in the late 1980s, the Civil Rights 
Act of 1991 reestablished the original model. How-
ever, this act also opened up other possibilities such 
as the use of jury trials to decide these cases. So, as 
of the writing of this chapter, the full impact of the 
Civil Rights Act of 1991 has not completely played 
out. A number of legal and psychometric concerns 
that psychologists must face when developing and 
implementing tests in organizations have been  
presented. Two of these concerns—validity and  
reliability—are very familiar to psychologists. How-
ever, with respect to employment testing, the inves-
tigation of these concerns is inherently entwined 
with issues regarding the consequences of test use. 
For this reason, this chapter ends with a discussion 
of strategies used to reduce adverse impact while 
maintaining the validity of an employment practice.

REDUCING ADVERSE IMPACT

Strategies for minimizing adverse impact have long 
captured the attention of researchers, practitioners, 
and lawmakers. In their 2001 review, Sackett, 
Schmidt, Ellingson, and Kabin reported that several 
often-repeated suggestions for reducing adverse 
impact do not actually work. Among these are 
coaching programs, providing generous time limits, 
and attempting to improve applicant test-taking 
motivation. However, other methods are being 
attempted. Each of these methods is presented 
briefly, as is their legal standing; for a more in-depth 
review, see Gutman et al. (2001), Sackett et al. 
(2001), and Sackett and Wilk (1994).

One method of reducing adverse impact that has 
been attempted involves manipulating the content 
of a test by eliminating problematic items (i.e., items 
exhibiting differential item functioning or other 
undesirable patterns). However, the timing of when 
this analysis and item elimination is done (e.g., dur-
ing test development vs. after test administration)  
is critical for successfully defending this tactic 
(Sackett & Wilk, 1994). Clearly, items may be freely  
eliminated for a variety of reasons during the test 

development phase (Sackett & Wilk, 1994). How-
ever, the legality of eliminating items becomes mud-
died when items or test components are eliminated 
after the test is administered to actual job applicants. 
In Hayden v. Nassau County (1999), Nassau County 
and the Department of Justice worked jointly to cre-
ate a test with no adverse impact that complied with 
Title VII and the Uniform Guidelines. After two failed 
attempts, a new design committee developed a 
25-component test that was administered to 25,000 
applicants. Unfortunately, this test also produced 
adverse impact. The county used the applicant data 
to eliminate 16 of the 25 original test components, 
thereby creating a new nine-component test that 
had less adverse impact than the original longer test. 
However, a group of unsuccessful candidates chal-
lenged this shortened test by arguing that they 
would have been selected on the basis of the original 
test. The court rejected the challenge because, even 
though race was considered when determining 
whether to discard a particular test component, test 
component elimination was done in a race-neutral 
fashion. Nevertheless, the unique situation of this 
case, specifically the cooperation between Nassau 
County and the Department of Justice, makes it dif-
ficult to assess the implications of Hayden for other 
employers who eliminate test items (Gutman et al., 
2011). In general, however, Sackett et al.’s (2001) 
review concluded that eliminating items showing 
differential item functioning was not effective in 
reducing adverse impact.

Perhaps one of the most extreme ways to reduce 
adverse impact is to discard the test altogether. In 
the recent Ricci v. DeStefano et al. (2009) case, the 
New Haven Civil Service Board discarded promotion 
exam results for firefighters after finding that the 
test produced adverse impact. The board did so on 
the good-faith belief that they would lose an adverse 
impact claim if sued by minority candidates. A 
group of 17 Caucasian firefighters and one Hispanic 
firefighter challenged the decision to discard the 
results and sued the board. The Supreme Court 
overruled lower court decisions and found that the 
board had acted inappropriately by discarding the 
test results because the board did not have strong 
evidence that the test was technically deficient. The 
board only discarded the results to avoid violating 
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the disparate impact clause of Title VII. In other 
words, the court found that the board discarded the 
test on the basis of race, despite the fact that it did 
not have evidence that anything was truly wrong 
with the test.

Another method of reducing adverse impact is to 
seek alternative testing procedures that minimize 
group differences, when such alternatives are avail-
able (Guion, 1998; Gutman et al., 2011). Indeed, the 
scientific literature supports the belief that noncog-
nitive tests are useful and may reduce adverse impact 
(Goldstein, Yusko, Braverman, Smith, & Chung, 
1998) and that expansion of the testing construct 
domain beyond cognitive ability (e.g., personality) 
reduces adverse impact (Sackett et al., 2001). The 
use of alternative testing procedures has been 
repeatedly called for in case law, legislation, and the 
Uniform Guidelines (Gutman et al., 2011). For exam-
ple, the Uniform Guidelines state that given two pro-
cedures that serve the employer’s legitimate interests 
and that are equally valid, the procedure with less 
adverse impact should be used. The requirement to 
use alternative tests and assessments that produce 
less or no adverse impact was also codified in the 
Civil Rights Act of 1991.

Finally, another method for reducing adverse 
impact is differentially weighting the information 
obtained from various predictors when making a 
selection decision. For example, the adverse impact 
of a selection procedure consisting of a cognitive 
ability test and a personality test will differ if one 
test is weighted more than the other. Specifically, 
less adverse impact will be found if the personality 
test is weighted more heavily than the cognitive abil-
ity test, whereas more adverse impact will be found 
if the opposite weighting scheme is used (Sackett & 
Ellingson, 1997). Of course, differential predictor 
weights affect the kinds of people that end up in an 
organization.

Various predictor weighting strategies have been 
attempted. For example, regression-based weights 
are developed on the basis of some empirical validity 
study and these weights maximize the prediction of 
the regression equation’s dependent variable, which 
is usually job performance (De Corte, Lievens, & 
Sackett, 2008). Another approach is to establish 
minimum passing scores for all predictors and a  

policy of randomly selecting employees from among 
the pool of applicants who have successfully passed 
all the predictor minimum scores. Although the 
minimum-passing-score approach produces less 
adverse impact than the regression-based approach, 
the average quality of the employees hired under 
this strategy is also lower. A relatively new 
approach, called the pareto-optimal approach, was 
designed to find the optimal combination of predic-
tor weights that simultaneously maximizes the pre-
diction of performance while minimizing adverse 
impact (De Corte, Lievens, & Sackett, 2007). Simu-
lations testing the utility of this technique have 
shown that it has substantial promise.

FINAL THOUGHTS

As discussed throughout this chapter, psychologists 
interested in using tests to assist organizational deci-
sion making have to meet not only their own profes-
sional standards but also legal standards with regard 
to test use. Similar to the Principles and the Stan-
dards, the Uniform Guidelines are also concerned 
with the soundness and validity of the test. How-
ever, the legal world is also concerned with the con-
sequences of test use, something that is not a 
primary focus in the test construction literature  
(for an exception, see Messick’s 1995 discussion of 
the consequential aspect of validity). It is clear that 
psychologists doing applied work cannot be effec-
tive without being aware of the legal standards, 
court cases, and legislation.

The authors of this chapter also believe that the 
psychologist as scholar personally benefits by under-
standing testing standards from both the legal and 
the psychological fields. The development and use 
of tests in employment scenarios are hotly debated 
within the scientific, practitioner, and legal commu-
nities. Indeed, major controversies remain over the 
legal definitions of validity (as codified in the Uni-
form Guidelines) and test deficiency as well as the use 
of banding in employment testing. There is also con-
siderable debate within the field of psychology about 
how science should shape the law regarding, prac-
tice of, and future guidelines for employment test-
ing. Moreover, the understanding of what influences 
tests and creates adverse impact is expanding 
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(Chapman, Uggerslev, Carroll, Piasentin, & Jones, 
2005; Hausknecht, Day, & Thomas, 2004; Jenneret, 
2005; Outtz, 2009). These new insights are the 
result of researchers working in applied settings 
with multiple constituents, who raise new questions 
that are then brought back into the science for 
answers. The individual scholar and the field of 
industrial and organizational psychology benefit 
from this interaction.
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